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Interest in solving large computation-intensive problems in a distributed computing environment (for example, in a cluster of workstations or network of workstations) has been growing at a rapid pace in the past decade. Divisible load scheduling is one area which addresses issues of design and analysis of algorithms that exploit parallelism in the computational load to optimally partition and distribute the load among several processors in a network. The algorithms are designed to take into account communication bottlenecks like deterministic and stochastic delays and conflict avoidance in the interconnection network. Potential applications are in image processing, signal processing, linear algebra routines, and several engineering applications such as electromagnetics, finite-element computing, etc. At a more generic level divisible load theory addresses the problem of modeling and implementing parallel algorithms in a distributed computing environment where communication bandwidth is a major bottleneck.

