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Abstract 

 
We present a global Allgather communication algorithm on the
architecture with nearest neighbor communications on a high dimensiona
communication is needed for several applications, such as the molecular d
algorithm involving Ewald summation for long-ranged interactions, matri
multiplication, and the solution of l

architecture is scalable for molecular dynamics algorithms even tho
designed specifically for
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1 Introduction 

 communication 
rchitecture 

ing the Ewald 
 nodes. The 

g physicists and 
IKEN of Japan. It is called the 

QCDOC (Quantum Chromodynamics On Chip)2,3 in view of its special purpose 

rallelism on 
in the case of 

 for fine grain 
 on the QCDOC. 

e switch is the 
 QCDOC 

the least 
 cost and a 

 can support cross 
ust connect many 

tric but globally 
applications. In 

rds, switches, which form a hierarchical topology, may provide adequate 
connectivity for nodes on one switch or a fast bus, but they typically offer too little 

sign of scalable 
ore difficult to 

 a distributed 
ributed 
omputing units. 

ge systems, a 
weakness of this design is the burden on the programmers to manage messages and their 

 amplified by lack 
 designs that 

 with most parallel 
ware for 

developing applications software, particularly, in the present case, the message passing 
software.  
 
As the first non-QCD applications developers, we address one aspect of the software 
issues in the present paper, i.e., the design of global communication algorithms which 
optimize the distributed high performance network. We consider Allgather 
communication as perhaps the most demanding of the communication algorithms. This 

 
In a previous paper1, we have shown that the high degree of hardware
parallelism (24 channels per node) of a proposed novel supercomputer a
allows exceptional scalability for simulation of molecular dynamics us
algorithm for long range (Coulomb) forces, for up to tens of thousands of
architectural design we refer to is a product of a collaboration amon
computer scientists at Columbia University, IBM, and R

conception of providing the optimal platform for QCD simulations. 
 
It has been traditionally difficult to achieve scalability for fine grained pa
massively parallel processing systems with 1000s of nodes. For example, 
molecular dynamics (MD) simulations, we have projected1 scalability
parallelism involving as few as 14 particles per node for 10,000 nodes
The 6D nearest neighbor network of this architecture acts as a switch. Th
most important element in most conventional parallel computers, and the
network performs far better than the conventional switches do. A switch is 
scalable part of conventional supercomputer designs, with its nearly 2O( )N
practical limit on the number (some number of 100's) of ports which
bar all-to-all message passing. To scale up the computer system, one m
distributed switches. This practice results in a topology that is locally cen
imbalanced for the uniform and global communications required by many 
other wo

connectivity for global communication for nodes on different or remote switches. This 
design feature causes serious barriers to programmers for the de
algorithms. As the system size grows, this scalability problem becomes m
overcome.  
 
Our main point is to regard the network components of the QCDOC as
programmable switch, in other words, as comprising an array of dist
programmable mini switches sandwiched in the array of distributed c
While this principle is very attractive from a hardware perspective for lar

buffers at a low level in such a distributed environment. The problem is
of communication protocols, a common pitfall in dealing with hardware
represent a significant advance over previous architectures. As
computers, the first users must acquire an intimate knowledge of the hard
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communication problem is of interest in the Ewald algorithm for molecular dynamics, 
which plays an essential role in many physical and life science applications. 

 of network 
hich each node 

n2 
 is called 

long range 
 each node to 

 to every other 
m each node 
-all 

llgather in the MPI classification , a simple lower bound on 
the number of communication steps is Ln, where L is the diameter of the network.  The 

eter is defined as the number of message hops required to communicate between the 

2 The Allgather Algorithm Design Requirements 

 
A number of authors have considered all-to-all communication in a variety
topologies4,5,6. It is common to consider the communication problem in w
sends a different message to each other node. For n nodes, this problem generates 
distinct messages and requires 2( )O n  message transition steps. This problem
personalized all-to-all communication. However, the Ewald algorithm for 
forces for MD is not of this type. The particle coordinates must be sent from
every other one. Thus each node has unique data, which is communicated
node. In other words, all nodes must gather the pieces of different data fro to 
form a complete data set, as illustrated in Figure 1. For this restricted all-to
communication, termed A 7,8

diam
two most distant pairs of nodes.  
 

We proposed1 an Allgather timing formula 

(2.1) all to all hops
channels

sxt n L
n

= + ×  

where nchannels is the number of channels (24 in this architecture) per n
bandwidth per channel or the time required per byte when sending a lar
the total message size to be received by or sent from each node,  nhops is 
messaging hops and L is the latency per single message. This formula is a
lower bound on the timing, as it assumes perfect utilization of all hardware
Software contributions to the communication time are expected to follow th
formula, and so they can be included through modification of the param

ode, s is the inverse  
ge message, x is 
the number of 

 theoretical 
 capabilities.  
e same 

eter L and, if 
necessary, s. Hardware parameters give a low latency L (350 ns), and an estimate of a 

rward9, raises this 
aller than the first 

n to realize a 
mity of the torus 

e shall see. 

nal torus. For eac ensions, a 
ndependent 

communication (send and receive) in each direction along the simple ring network which 
is defined by one dimension of the torus.  Three of the six torus dimensions are hard 
wired on the motherboard to be periodic, and are thus fixed in hardware to have size 2. 
Three dimensions have external ports on the motherboard, allowing a flexible 3D lattice 
topology. The most general topology we shall consider is thus a 

very minimal software layer, considering the function of store-and-fo
estimate10 to 660 ns. These figures indicate that the second term is sm
for a system with tens of thousands of nodes. Here we discuss a detailed pla
high fraction of the transmission estimate of the first term. The nonunifor
in different dimensions will lead to some deviation from this formula, as w
 
The QCDOC network is a six dimensio h of the six dim
computational node has four channels (thus 24 in total) allowing i

2 2 2 L M N× × × × ×
10

 6D 
torus. Our detailed estimates will be based on a 2 2 2 10 10× × × × × torus with 8,000 
nodes. For this case, the maximum necessary number of hops for a message is 
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1+1+1+5+5+5 = 18 since [t/2] hops are required to reach all points of a ring
using two-way communication. Here [] denotes 

 of size t 
the integer part of a real number. In other 

words, the diameter of the system we consider is 18 hops. 

 messages which will 
achieve global Allgather communication of data. The algorithm must achieve the 

 
cause the 

uted switch, each multi-step message must select a 
ogramming 

 
hould be of the 

 should send 12 
(each torus 
al size. Any 

on from this goal will lower the effective bandwidth and thus increase the 
first term contribution to the total communication time beyond that predicted by 

is objective by 
munication 

 
forwarded as discussed 

earlier , should be discarded for buffer space reuse. Any deviation from this rule 
ze for a fixed 

ust increase 
to an 
. 

 
 goals of program simplicity apply. 

Specifically, any computational tasks required for communication decisions will 
compete with the node computations. Since these computations are actually the 

he entire computation, we wish to minimize this contention 
for computational resources. The computation and (pure) communication utilize 

thus proceed concurrently. The longer of the two 

3 The Allgather Algorithm 

3.1 For the Irregular 6D QCDOC Torus 
 
As stated above, we assume a 6D torus network, with three factors of size 2 and the other 
three dimensions of unrestricted size t, or .t

 
The algorithm design issue we address is the layout of a sequence of

following goals:  

(1) The data carried by each message must be received uniquely. Be
network functions as a distrib
unique optimal pathway for transmission. This requirement is a pr
burden normally handled by a switch. 

(2) The totality of messages during any single communication step s
same size and should saturate all network channels, i.e., each node
messages and receive 12 messages, each through a single channel 
dimension and each direction relative to the torus), each of identic
deviati

(2.1). Due to network nonuniformity, we find a degradation of th
approximately a factor of 2, i.e., we obtain approximately 50% com
efficiency. 

(3) Messages, once received and used in computations and 
1

will increase buffer size and thus decrease the actual message si
allocation of space for both message and buffer. As a result, one m
the latency due to the need of more messaging startups, giving rise 
increased second term to the communication time proposed in (2.1)

(4) Subject to the above restrictions, the usual

rate limiting step for t

separate hardware units, and 
processes marks the actual time to accomplish both. 

 

2 2 2t t× × × × ×  
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We propose to send messages first through a single 2 t×  factor (all commun
pattern channel pairs will participate in this step, concurrently, due to indep
channels), then through a second 2 t

ication 
endence of all 

×  factor to reach nodes disp ced by 
torus coordinate dimensions, and finally we send messages through the fina
We begin with an analysis of communication through a single 2 t

la a second pair of 
factor. l 2 t×

× 2D t
50% loss of efficiency occurs. We select a simple algorithm which approxi
limit. First, we communicate in the first factor of size 2. As a result all 
complete information, i.e., shared data regarding this factor. In effect, da
first factor plays no role in the remainder of the communication steps. Nex
messages cyclically in both directions in the second factor. For t even, th
[t/2] cyclic messages is nonunique, with the same info

orus , a 
mates this 

nodes have 
ta relating to the 

t we send 
e final of the 

rmation communicated in each of 
the two dire r this step. In this case, we split age in half and send half 
through each of the oriented channels available in th re. 
 

 
Figure 1 Illustration of Allga 2, 3, 4 

s have lete data set ABCD 

 
orus bele

fo eplaced by t/2 for t even. 
e use the same label to describe at the 

. For t 2�

ctions fo the mess
e hardwa

ther message passing. Before Allgather, each one of the nodes 1, 

"  h the 

possesses data A, B, C, and D respectively. After Allgather, all node  a comp
gathered from individual nodes. 

Each node of the 2D t is la d by a pair 1 2( , )n n of integers. Here 

1 0,1n = and 2 0, 1, , [ / 2]n t= ± ± r t odd, wit final entry r
W the data which is located on node 
beginning of the communication algorithm. We introduce the notation 

1 (1,0)e = and (0,1)e = for the generators of the 2 t

1 2( , )n n

2 ×  torus. Thus at the end o
/2] steps communicate su

f the first 
and t ch pairs 

. After 
step, node 1 2( , )n n  has data 
of data using the generators

2(0, )n

2e±
2(1, )n

l 2e
. The next [

±  

2 )n± ± . 
steps, node

t
1 2( , )n n

 even, the final m
 has 2(

l For 
redundant. For this step, we split the data and send half in each direction. This algorithm 
uses half of the available communication channels at each step, and thus has a bandwidth 
efficiency of 50%. 
 

l +1) 
ove is two fold data (0, 2 2, (0, )n n 2 ), , (n" ") , (1, 1,l,

A 

B 

C A B

s

D 

DATA 

A B

A

D

A

ATA 

Allgather

C D 

B

B

C 

C 

C 

D 

D 

D 

N
odes

N
ode
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Figure 2 This graph illustrates the message passing process for a 2D torus for one node (n
boarder 

(0,n2)
(1,n2)

e1

l±e2

(1,n2)…(1,n2±l)
(0,n2)…(0,n2±l)

1, n2) with darker 
in graph. After l±e2 steps, it is filled with data (0, n2),…, (0,n2±l) and (1,n2),…, (1,n2±l). 

 
Returning to the 6D torus, with three 2 t×  factors, we organize the messages into three 
groups of 1+[t/2] each. Let Mj denote message j.   We have the following communication 
pattern:  

steps 1 through 1 + [t/2]:  communicate in 1st 2 t×  facto
nd

steps 3 + 2[t/2] through 3 + 3[t/2]: communicate in the 3rd 2 t×  fac
 
We label nodes and data with a triple 1 2 3( , , )k k k , where each 1 2( , )i i

ik n n= is
single 2 l×  factor. The first block of steps proceeds exactly as for a single 2

once the factor has been selected from the 
3

3
1
 

tor 

 the label for a 
 2D torus, l×

= 
 

 possible choices. In the

 send only some of these. This is accomplished by sending only data w

the second step of the second block, step 3 + [t/2]  will not transmit data

 seco

u
h
 f
om

ks of

nd block 

e algorithm ndant me st restrict, 
and ich has been 
transm urther within its first fac s been w actor. Thus in 

r  the first 
i.e. step 1. Da  steps will 

be called diagonally degenerate. The above ru
redundancy for such data. The two

of steps, the sam

itted f

step of the first block, 

 would generate redu

tor than it ha

ta at equa

t

ssages, so that we m

ithin the second
 f

ithin the two bloc
le does not provide guidance to break the 
l stages w

2× factors have b

choices. We three factors. After cyclic reordering, 

the three factors must be of the form xx0 where each x denotes a selected factor and 0 
denotes the factor not selected. In this order, we pick the lower x factor as the channel for 

een selected from among 
3
2
 

= 
 

3  introduce a cyclic order in the 

r 
steps 2 + [t/2] through 2 + 2[t/2]: communicate in a 2  2 t×  factor 
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communication for the diagonally degenerate terms. In the third block of ste
the same rules, with data sent through the least advanced channel. Again w
and triply degenerate cases. The doubly degenerate case is resolved as abo
degenerate case cannot be resolved by this method. We split the data three w
one third through each channel, or if this is too inefficient due to small mes

ps, we follow 
e find doubly 
ve. The triply 

ays and send 
sage sizes, we 

incur a loss of bandwidth for these (rarely occurring) messages. 
 

3.2 For a Regular D Dimensional Torus 

t. The network 
simply, the 

ctors, each being a 
 to traverse one 

ges are 
g out the 
, and data 

gather communication begins are 
out mu . Let ei  denote the 

lement (0 1,0, entary communication generators within a 

 
We next consider a regular D dimensional torus with each factor of size 
has the structure of an Abelian group11 G, with |G| = tD elements. More 
network is described as a group G which is a direct product of D fa
cyclic group on t elements. Let r = [t/2] be the number of hops needed
dimension of G bi-directionally. Let 0 denote the origin of G. The messa
organized in groups of r messages each, with each group of messages fillin
communication within one dimension. Nodes are labeled by group elements
which reside at group element (or node) g before the all
also labeled by this group element g through the full com nication
group e ,…,0,+ …,0). The elem
single lattice dimension are given by .je± For communication step ,  1l l≤ ≤ ,r  node g 
sends data to node and receives data( 1)g l e−∓ g e± g le±  from . For the 

ch dimension, and 
exception fo

For later blocks of r messages, we follow a similar pattern, except that some (redundant) 
mes ach node. 

 node ig e±i i i

first block of r messages, this communication occurs concurrently in ea
thus fills all available channels, with an r step r if t is even.  
 

sages are not sent, to achieve uniqueness of message data received at e
Consider the j + 1 block of r messages. For steps ,  1jr l l r+ ≤ < , data pa
channel distinct from the j channels already communicated in steps k

1
D

j
 
 
 

 distinct j+1 element subsets of the available D channels particip

steps. Messages are sent only when the distance from sender to receiver for the data is 
smallest in the sending channel relative to any of the j+1 channels with a nonzero 
distance. Cases with equal distance allow a diagonally degenerate redunda
resolved by further restriction of the messages, in a few cases with loss of b
Otherwise full bandwidth is preserved for all communications. The dia
cases are grouped according to the number of channels with equal (smallest
distance. We introduce a preferred cyclic ordering of the dimensions, and r

sses through a 
 < jr. Each of the 

+
ate during these 

ncy, to be 
andwidth. 

gonally degenerate 
 nonzero) 

elative to this 
order, we consider cyclic permutations of the dimensions. For each j+1 element subset of 
the D dimensions, we consider the effect of the cyclic permutation group on this subset. 
The cases which can be resolved without loss of bandwidth have an orbit of size D under 
the cyclic group and the group action at this point has a kernel (cyclic subgroup not 
modifying the subset in question) of size 1. In general the product of the orbit size and the 
kernel size remains to be a constant D. The kernel size determines the multiplicity of the 
message as optimally considered. If the message size allows efficient splitting, then 
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multiple fractions 1/[kernel size] are sent through each of the redund
concurrently, and are recombined at the receiving node to recover the o
message. If the message is too small to split (due to increased latency), t
sent through one of the available channels only while allowing others to idl
loss of bandwidth. Thus an arbitrary further restriction for this message in
bandwidth for this message by a factor of the kernel size. Such communic
are rare relative to the total number of messages sent 

ant channels 
riginal whole 
he message is 

e, resulting in 
creases the 
ation patterns 

by this algorithm and they thus do 
not have a significant effect on the overall effective bandwidth. 

3.3 Bandwidth and Message Sizes 

coordinates 
ary data to pass 

 they occur in the 
() functions 

gly requiring coordinate differences, can be 
etric double 

t the total data 

 

 
For MD, we allow 3 doubles and an integer, i.e., 28 Bytes, to describe the 
and charge of a single particle and consider them as the minimum necess
for one particle. The coordinates by themselves are sufficient although
potential as coordinate differences. The evaluation of various sin() and cos
appearing in the Ewald formula, seemin
carried out using only the values of the single coordinates by using trigonom
angle formulas. For the QCDOC lattice, targeted at 8000 nodes, we see tha
for one particle per node (total 8000 particles) is8000 28B 224KB× = , which fits well in 
the RAM of single node (total 4MB). Thus intermediate stages in the communication can 

ct formulas for 
 omit details. 

Next we consider the case of a regular torus. The message sizes vary greatly with the 
Management 

of these  has been used 

To be explicit, we start with a D = 6 dimensional torus of size t = 6 and r = [t/2] = 3, i.e., 
ere is a entary 

f three steps referring to a fixed number of 

ith r nonzero coordinates, we have a message size . The number 5 is 

ber of nonzero values t  + 1 on each 1D ring of the torus, nam . Thus 

be broken down as needed to fit into an available memory buffer. The exa
messages can be worked out without difficulty, but are a bit messy, so we
 

steps. The middle steps have large messages, and need to be decomposed. 
 message buffers is vital as the data cannot be altered until it

locally and have been sent.  
 

66 46,656= nodes. The general case will be given below. Th n elem
m sage size estimate for the sum oes

coordinates. W

the num
with j

6
5r

r
 
 
 

ely 1, 2,3± ±
M the message size at step j, we have 

 

 

1 2 3

4 5 6

7 8 9

10 11 12

13 14 15

16 17 18

5 6 30
25 15 375
125 20 2500

625 15 9375
3125 6 18750
15760

M M M
M M M
M M M
M M M
M M M
M M M

+ + = × =
+ + = × =
+ + = × =

+ + = × =
+ + = × =
+ + =
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 withIf we add a trivial step 0 0 6
1

 
 5

0
=   unit of data, then we see that t

binomial expansio
 

he above is a 

n for 

 66 6 6
(1 5) 1 5 6r r

r
−  

+ = = 
 

∑  

ensuring that all data has in fact been transmitted. 
 

Next we want to examine the message sizes for the individual steps. We assert that 
 

  as

  1 has  terms 

 terms 

so the above sum rules are necessarily enforced. 

The case 

 

step j = 3r h terms 

6
[3r

r
 


 

 
6
r
 
 
 

 

step j = 3r − 1]− 

6
3 ]r r

r
 

−  
 

  step j = 3 2r −  has [5

 

 

3j r=  is the easiest to understand. The factor  comes from selection of the 

r non e e th value 3, so no 

Next we consider step 

6 
 r 

zero coordinates out of th  6 available. All data entries must hav e 
further choice is possible. 
 

3j r=  and 3 1j r= −
 are 3r  possibhus t 3 1r −  

follows by subtraction. Finally the value for 3 2j r= −

 combined. These terms are those with values 
here ilities, and the stated value for step 2,  or 3± , unrestricted. T

 follows from this by subtraction 
also. 
 
We can summarize as follows: 
 

 
=
=
=

0

1 2 3

4 5 6

7 8 9

10 11 12

13 14 15

16 17 18

1
12,  12,  6
240,  120,  15
1960,  520,  20
8160,  1200,  15
17298,  3872,  6
14896,  728,  1

M
M M M
M M M
M M M
M M M
M M M
M M M

=
= = =
= = =

= = =
= =
= =
= =
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The maximum buff rs at step 14 where the size is 
 units of data.  

essages group 
xtending the 

essage size 

er requirement occu
12 13 14 21185M M M+ + =

 
For a D dimensional torus, each dimension forms a circle of size t, the m
into families of [ / 2]r t=  each, as each of the dimensions is traversed. E
above reasoning, we see that the m jM can be recovered from the formula 

 
(2 2)  if  is odd

,  0, , 1
(2 1)  if  is even

r

jr jr l r

D l r
M M l

j l r−

 + 
+ + = × = −  +  
" …  r
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