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Introduction: Beowulf clusters have proven to be an extremely cost-effective solution for providing large processing capability. The most common design uses the local hard drives of the nodes only for virtual memory (swap) and duplication of specific operating system files. The user files, various application files and the rest of the operating system are usually held on one of the nodes or a dedicated file server and exported to the remaining cluster. On the other hand, the parallel use of several storage drives has been used in RAID configurations to gain efficiency and reliability. In this paper we present results obtained using a Beowulf cluster to test a network RAID configuration with the goal to use the unused portions of the node disks as a single larger, faster and fault tolerant storage system.
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Methods and Materials: The Beowulf cluster is composed of 8 dual-PIII (800 MHz) nodes connected by a 100 Mb/sec LAN. Each node has 512 MB RAM (PC133) and a 20 GB IDE disk (7200 rpm). We used 6 nodes not containing either exported system files or user data. The key software components are available under GNU public license on the Internet. The LINUX operating system has a software RAID driver1 designed in principle to be used with several drives/partitions attached to the same system. We use this driver (supporting RAID levels 0,1,4 and 5) in conjunction with the existing Network Block Device (NBD) driver2 that emulates a local block device by communicating with a remote computer using the TCP/IP protocol. We tested the performance of the resulting NBD RAID file system with the Bonnie benchmark3. We performed the following tests: write, read, re-write, and seek. The most relevant metrics for our purposes were the block transfer speed and the re-write and seek tests. Since the cluster was not under significant computational load, almost all 512 MB RAM could be used for buffering.

Results: The effective bandwidth achieved during read and write as a function of test file size ranging from 100 to 900 MB are presented in Figs. 1-2. One can clearly see the effect of buffering done by the LINUX file system, which causes the sharp drop in bandwidth for file sizes around 500 MB. True testing of the installed NBD RAID file system begins for test files larger than 500 MB. The read bandwidth demonstrates a RAID 0 performance of 1.5 times better than that of the local drive, while all the other RAID levels show an almost 2.5-fold improvement. For the write bandwidth, all the tested RAID configurations performed better than local disk, with a measured bandwidth more than 2.5 times larger. Re-write and seek performance enhancements were similar. We tested fault tolerance of the RAID systems by manually shutting down one node’s NBD client. The file system remains operational, and performance is not impeded.

Conclusions: This initial installation of an NBD RAID file system on a Beowulf cluster was successful. Performance benchmarks showed considerable improvement compared to single disks. The NBD RAID can also survive the failure of one the nodes. Current problems include the LINUX file size limitation, and a single NBD server node for collecting all the exported files and assembling them into a single RAID device. Distributed designs are under development.
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Figure 2. Effective bandwidth achieved during the write tests for the local disk and for various RAID levels (symbols as above).





Figure 1. Effective bandwidth achieved during the read tests for the local disk and various RAID levels.











