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We analyze with electron holography carried out in a transmission electron microscope the near-Curie

behavior of magnetism at the edge of a Nickel thin film coated with Carbon. In-situ experiments with

finely controlled variations of the sample temperature reveal an anomaly in the ferromagnetic to

paramagnetic phase transition when the film temperature is a few degrees above the nominal Curie

point. We interpret the anomaly as a strain-induced spin reorientation transition triggered by the

differential thermal expansion of Carbon and Nickel. We present a model that quantitatively reproduces

the main features of the observed signal. The model is developed in terms of an anisotropic,

temperature dependent exchange coupling between the Nickel moments at the Carbon interface that

favors their vertical alignment at low temperatures.

& 2009 Elsevier B.V. All rights reserved.
1. Introduction

Electron holography (EH) carried out in a transmission
electron microscope (TEM) is a powerful technique [1] for the
microscopic analysis of magnetic samples down to a spatial
resolution in the range 1–5 nm accompanied by sensitivity to
magnetic flux down to a tiny fraction ð � 0:01Þ of the flux
quantum. EH has been widely employed in recent years for
studying magnetism at the sub-micron scale in its many forms,
for example, in characterization of the domain structure in
magnetic thin films [2,3], measurement of domain wall widths
[4] and magnetic vortices [5,6], induction mapping in arrays of
nanoparticles [7–9], and study of magnetic behavior in nanopat-
terned arrays and individual magnetic elements [10].

In the current study, we use EH to examine the magnetic
properties as a function of temperature of Nickel films coated
with a few nm’s of carbon to prevent oxidation, increase
structural stability and reduce electron beam induced charging.
We focus our attention within a single Weiss domain, a region of
ll rights reserved.

ical University of Denmark,
about 1mm2 size. We measure the magnetization from room-
temperature to just above the critical temperature Tc at which the
spontaneous magnetization would vanish when no field is
applied.

EH is an interferometric approach that relates the phase
modulation of the electron wavefront jðx; yÞ to the local magnetic
field B (measured in Tesla) in the sample. Specifically, assuming
that (i) stray fields are absent, (ii) the field in the sample does not
depend on z, and (iii) the sample thickness t is constant, the phase
gradient is related to the magnetic field by

~rjðx; yÞ ¼ pt

f0

½Byðx; yÞx̂�Bxðx; yÞŷ�; ð1Þ

where f0 ¼ 2:07� 10-15 T m2 is the flux quantum, and x̂ and ŷ are
the unit vectors of the chosen reference system in the sample
plane. Hence, the variation of the phase slope with temperature is
a direct measure of the temperature-dependent local magnetic
field.

In view of any advanced experiment using EH, aiming, for
instance, to study the critical exponents or size effects on
magnetic transitions, it is necessary to understand experimental
limitations and constraints inherent to sample preparation and
quantification of the technique, the influence of the TEM on
measured quantities, and, in fact, the detailed nature of the
sample on interpretation of any observed behavior.

www.elsevier.com/locate/jmmm
dx.doi.org/10.1016/j.jmmm.2009.11.017
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Fig. 1. Sketch of the setup for electron holography experiments.
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For example, magnetic lenses in the TEM may leave a residual
field Bres acting on the sample. For the microscope used in our
experiments, a JEOL 2100F [11] we have measured a residual field
of 0.16 mT in the plane of the sample and 0.4 mT along the beam
direction, perpendicular to the sample plane [12]. This limits the
possibility of measuring the precise vanishing of the magnetiza-
tion at, and above, the Curie temperature of the sample.

In terms of the technique itself, dynamical contribution to the
measured electron phase shift, the field of view, and the acquired
signal-to-noise ratio (SNR) are always elements to consider in any
EH experiments. In particular for a temperature study, single
crystal samples are extremely problematic since the precise
diffracting conditions of the sample strongly influence the
dynamical contributions to the phase shift. In order to minimize
the undesired dynamical effects, it is standard to orient a single-
crystal sample to a weakly diffracting condition. As the sample
temperature is changed, however, it is invariable that precise
orientation of the sample would change unpredictably due to
thermal expansion. Hence, we carried out our experiments with a
polycrystalline film, with an average grain size of about 10 nm.
While dynamical effects might still be present in individual
grains, those that are oriented by chance along a strongly
diffracting direction, it is easy to identify such regions and
exclude them from detailed analysis.

Additionally, in order to avoid electron absorption and loss of
detection sensitivity during hologram recording, the sample
thickness cannot be larger than a few tens of nanometers. On
the other hand, a thicker sample provides a stronger signal
thereby improving the SNR. To balance high detection sensitivity
with high SNR, deposited samples of suitably chosen thickness
are, therefore, the best candidates for EH measurements, having
also the added benefit of uniform thickness.

Thin films (few nm thick) are currently used with other
techniques [13–15] to test the existing renormalization group
theories of magnetic transitions in 2-dimensions. In this work, we
analyze relatively thick films ð50260 nmÞ, that are expected to
display a marked 3-dimensional character. Our original aim for
this endeavor was to study magnetism of a pure Ni film near the
Curie point in order to test the ability of EH to measure the critical
behavior and in particular the critical exponents for a quasi-3D
system such as our Ni film. However, while carrying out the
experiments, we observed an unexpected anomaly in the
magnetization signal above nominal Tc , and we are here reporting
on this phenomenon and on our interpretation of it.
2. Experimental results

Nickel films for TEM sample preparation were grown at room
temperature by UHV electron-beam evaporation on single-crystal
NaCl substrates. The films used in this study were grown to a
nominal thickness of 60 nm, and were polycrystalline in nature
with roughly 10 nm grain size. The films were capped with 2 nm
amorphous Carbon to prevent oxidation, increase structural
stability of the films and to reduce electron beam-induced
charging. TEM samples were finally prepared by dissolving the
NaCl substrate in de-ionized distilled water and floating frag-
ments of the film onto standard Cu TEM grids. We did not expect
measurable effects of the Carbon cap on the magnetic properties
of the sample, but, in fact, we found that such procedure may
have dramatic effects as it is described momentarily.

The experimental EH arrangement used to observe and
measure the magnetic distribution in our Ni films is schematically
represented in Fig. 1. For simplicity, the electron optical system of
the microscope has not been illustrated (for details, see Ref. [16]).
Referring to the figure, a coherent electron beam (EB) illuminates
an edge-region of a Ni film (F). One part of the beam is
transmitted through the Ni foil while the remaining part is
transmitted through the adjacent vacuum region. The two beams
propagate towards an electrostatic biprism, which consists of a
thin conducting wire (W) placed between two grounded plates.
When a positive potential is applied to the wire, an electrostatic
field arises that deflects the two beams to overlap, leading to
coherent interference in the observation plane (OP). The recorded
interference pattern, referred to as an off-axis hologram, contains
information about the relative phase shift between the object
wave (OW) and the reference wave (RW). The hologram is
recorded with a slow-scan CCD camera and digitally processed
using Fourier techniques [16] to reconstruct the complex image
wave (amplitude and phase with respect to vacuum) associated
with an observed sample region. As described by Eq. (1) in the
introduction, the reconstructed phase shift is quantitatively
related to the thin film thickness and magnetic field distribution
in the sample. While quantitative measurements in this study are
made directly from the recovered phase shift, visualization of
contour lines that can be directly interpreted as projected
magnetic flux lines is obtained by presenting the cosine of the
phase shift.

Fig. 2(a) shows an off-axis hologram of a portion of the Ni film.
The sample is located in the left side of the image, with the sample
edge running vertically. The right side of the hologram is the
adjacent vacuum region. Fig. 2(b) reports the cosine map of the
sample at a temperature of 627 K. The black and white fringes
represent magnetic flux lines. Since the cosine map in Fig. 2(b)
was amplified three times (i.e., the image displays the quantity
1þcos½3jðx; yÞ�), between two adjacent fringes, marked A and B, a
phase shift of p=3, and hence a third of a quantum of magnetic
flux ðf0=3Þ, is enclosed. As expected, by increasing the specimen
temperature the magnetization decreases so that a smaller
number of fringes is observed, as shown in Fig. 2(c) where the
temperature has been brought up to 702 K. The finer fringes
observed at the edge of the film in both Figs. 2(b) and (c) are due
to the rapid increase in sample thickness. Measurements are
always made away from the edge region where the film has
uniform thickness.

Many EH experiments were conducted from different areas of
several different samples. In each experiment, regions of the
sample were identified where the film edge was straight over the
field of view and where the room-temperature magnetic domain
configuration was parallel to the sample edge. This configuration
was ideal for performing EH experiments, which require a nearby
vacuum region for the reference wave, and provided a stable
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Fig. 2. (a) Electron hologram of the Nickel film; (b) reconstructed phase, displayed as a 3� amplified cosine map, at a temperature of T ¼ 627 K; (c) reconstructed phase at

T ¼ 702 K.

Fig. 3. Measured signal from electron holography. The measured phase gradient

may be converted to magnetization (measured in Tesla) according to

f0rj¼ ptMðTÞ, where t is the nickel foil thickness.

L. Ferrari et al. / Journal of Magnetism and Magnetic Materials 322 (2010) 858–865860
domain configuration from which to measure the decrease in
magnetization as a function of increased temperature. In each
experiment, holograms were recorded with about 2.4 nm inter-
ference fringes having � 30% contrast in vacuum and � 14%
contrast in the sample. A reference hologram was also recorded at
each temperature step, and utilized during phase reconstruction
to minimize distortions from the imaging system.

Ten temperature-dependent holography experiments were
conducted, several being only partially successful due to equip-
ment or sample failure. Indeed, a complete temperature series,
e.g., as shown in Fig. 3, took 12–16 h to record. The lengthy time to
conduct the experiment was to ensure thermal equilibrium at
every temperature step, and to probe the magnetization behavior
as finely as possible near the Curie temperature. For the series
shown in Fig. 3, 40 data points were accumulated, including
stepping the temperature by about 13 at the finest sampling in the
crucial range near the transition temperature. A Gatan Smartset
temperature stage was used to control the sample temperature,
and increments were made by stepping the resistive current of
the stage control rather than setting a target temperature. We
found this procedure crucial to obtaining a true thermal
equilibrium of the sample since setting a desired temperature
through the control box invariably caused temperature
oscillations (roughly by 13) as the power supply cycled current
in order to maintain the target temperature. While holding the
sample temperature 70:53 is suitable for most applications, it
was not sufficient for our experiments. Object and reference
holograms were recorded only after all thermal drift had
dissipated, which was typically about 5–10 min after the finest
temperature increments, but was up to an hour or more for the
larger steps.

The phase gradient (i.e., local magnetization) was measured
from each reconstructed hologram pair (object and reference) as a
function of temperature as follows. First, each hologram was pre-
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processed for noise reduction [17] and then reconstructed
according to standard Fourier means [16]. The pre-processing
for noise had a two-fold benefit. While it reduced the inter-
pretable spatial resolution in the recovered phase shift, it allowed
for much more accurate measurement of the phase gradient. The
noise filtering also reduced artifacts associated with low-contrast
regions due to random crystallites of the sample being oriented in
strongly diffracting conditions.

After phase reconstruction, the vacuum region of each phase
map was checked to be flat indicating that long-range fringing
field did not perturb the reference wave and that the reconstruc-
tion was faithful and reliable for magnetization measurement. A
220� 400 nm2 region (roughly 60 nm from the sample edge) was
identified to be present in each phase map of the entire
temperature series, and a preliminary phase gradient was
measured by (least-squares) fitting a plane to this region of
interest. The difference between the fitted plane and the
reconstructed phase map indicated regions where dynamic effects
contributed locally to the recovered phase shift due to random
crystals oriented in strongly diffracting conditions. This difference
map was used to create a mask that was further used to refit a
plane to the reconstructed phase, but by excluding the regions
known to be affected by local diffraction artifacts. The gradient of
the final fitted plane was finally used as our measured phase
gradient (or relative magnetization) at each temperature step.
Based on the goodness-of-fit, reproducibility, and small residual
deviation from linearity, we conservatively estimate our mea-
surement sensitivity to be less than 1 mrad/nm.

Fig. 3 summarizes measurements from one temperature-
dependent holography experiment. The results are consistent
with additional experiments performed on different regions of the
same sample, as well as different samples, where all features of
Fig. 3 were reproduced. As shown in Fig. 3, the measured
magnetization reaches a minimum, then increases again exhibit-
ing a small but significant bump. This feature cannot be attributed
to experimental errors, as it is well above the phase sensitivity of
our measurements.
3. Analysis

In deposited magnetic film samples the bulk magnetic
moments lie in the easy plane of deposition ðx; yÞ, with
ferromagnetic correlations only. Actually, the present experiment
measures the in-plane magnetization alone, as no interaction is in
effect between off-plane fields and the electron beam. Since
thermal energy tends to destroy the magnetic alignment, the
intensity of the total spontaneous magnetization is expected to
decrease with increasing temperature, in the absence of ferri-
magnetic effects. Therefore, a ferromagnetic system like Ni leaves
us with very few possible explanations for the bump displayed in
Fig. 3, the most reasonable of which is that a relatively small
fraction of magnetic moments, which are oriented along the z-
axis at low temperature, rotate parallel to the x-axis at higher
temperatures. Since we actually measure the in-plane magnetiza-
tion, not the total one, the mechanism just described may be
responsible for the observed bump without violating the expected
decreasing trend of the overall magnetic moment intensity.

As evident from the experimental data, the bump occurs in a
range of temperatures where the bulk is almost paramagnetic.
Therefore, the bulk critical temperature TB

c must be lower than
that of the special moments. If those were distributed throughout
the bulk, like defects, the reciprocal coupling would be too weak
to yield a Curie temperature higher than TB

c . Hence, the special
moments must form a magnetic system topologically separated
from the bulk. A planar superficial distribution at the Ni/C
interface is the most likely configuration; first, because the C-
coating seems to play a crucial role; second, because other forms
of aggregations inside the bulk (in the form of micro-domains)
would result in the EH image as spots with attenuated (or absent)
flux lines. Since TB

c obviously falls in the neighborhood of the
minimum of the temperature series in Fig. 3, we observe an
increase of about 10% with respect to the value 627 K that is
commonly taken as the Curie temperature in Nickel [18]. Such an
increase is surprising for a relatively thick film such as ours.
Initially we considered that the thermocouple reading the sample
temperature was systematically in error. However, repeated
testing on two samples with known magnetic transition tem-
peratures (478 and 673 K) indicated that the nominal temperature
reading of the stage control was accurate to within a degree or
two. Furthermore, as discussed above, we carefully allowed for
thermal equilibrium to be reached by waiting generous periods of
time between temperature increments. Consequently, the in-
creased Tc of our film, and the small but significant bump above
the transition temperature cannot be easily dismissed. The high-
temperature bump will be addressed in the next section; for now,
we briefly turn our attention to the increased Tc that we observed
experimentally.

While the observed Tc increase, in principle, could be related to
magnetic impurities introduced during sample preparation, we
can rule this possibility out on two grounds. First, during sample
growth, the crucible holding the scientific grade Ni was pre-
sputtered with the substrate shuttered from deposition in order
to eliminate the possibility of cross-contamination between film
growths in the UHV chamber. Examining the history of film
growths in the chamber we used, the most likely candidate for
sample contamination would be Fe. To increase Tc from the
reference value by 10% to our observed value would require a film
composition near Ni94Fe6. From a growth standpoint, this is
unlikely. Secondly, to be sure, careful electron energy loss
spectroscopy experiments were carried out on the same samples
reported here. There was no observable Fe signal in the slightest,
nor any observable signal from any other contaminant.

The increased Tc that we measure in our samples remains a
mystery that we cannot easily explain. We can speculate,
however, that the Carbon coating of our samples has produced
some sort of structural changes that may be responsible for the
observed Tc increase. In fact, the samples in this report were
grown in the same exact conditions as the experiment reported in
Ref. [19], where the observed critical temperature of 630 K was
found very close indeed to the reference value, the only difference
being the absence of any carbon-coating. While the coating might
be responsible for the increased Tc , the available literature on the
subject seems to contradict such explanation. Consequently, we
are left with this currently unexplained experimental observation
of an increased Tc.

In order to analyze the nature of the high-temperature bump
that we observed experimentally, to which we now focus
attention, we note that according to the standard micromagnetic
framework, which we adopt for the remainder of the paper, the
‘‘spins’’ are intended as Heisenberg-type semi-classical elemen-
tary magnetic moments. Dimensionality, which in general is 3D
for bulk crystalline Ni [20,21], is constrained to 3D-planar by the
shape anisotropy typical of the thin foil geometry of our sample
(including the presence of an edge that sets a preferential
direction chosen as our x-axis). As for the actual size of each
elementary moment in this framework, one may consider the fine
polycrystalline nature of our sample, and take the average grain
size ð � 10 nmÞ as a reference. However, the number of atoms, and
hence the number NBohr of Bohr magnetons, participating in each
micromagnetic moment, is an open question that may affect the
validity of our semi-classical treatment. For large NBohr, the
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classical picture is certainly appropriate, while the quantum
picture is to be assumed if NBohr is of order of unity. Since the
mean-field approximation adopted in the derivation of our
interpretative model does not make a significant difference
between the two cases, the micromagnetic framework in the
semi-classical approximation has been chosen as the most
convenient and flexible approach.
4. Theoretical model

As mentioned in Section 3, the model system that looks more
appropriate for the description of the magnetization bump in
Fig. 3 is a thin planar aggregate of special magnetic moments,
aligned parallel to the z-axis at low temperature and rotating in
the ðx; yÞ-plane about the bulk Curie temperature TB

c . We stress
that at present the model is purely phenomenological and not
supported by first principle calculations. However, it is possible to
speculate about the physical origin of the underlying magnetic
anisotropy, referring to other experimental observations and to
other theories describing similar effects.

We did not find in the current literature direct evidence that
the special magnetic moments lie at the interface between nickel
and carbon. However, specific studies on the Ni/C surface [22]
indicate that a structural phase transition, accompanied by carbon
segregation, occurs at the nominal Curie temperature of Ni. This
proves that the interface actually experiences strong mechanical
and chemical modifications. In Ref. [22] it is suggested that those
phenomena are related to a marked change of the electronic
structure of Ni due to the presence of the segregated C-atoms. It is
thereby possible that the magnetic properties do change accord-
ingly. Studying this complex structure-property relationship by
any conceivable analytical approach looks like a hard task. On the
other hand, the topic may be fruitfully addressed by ab-initio
numerical simulations that we plan to implement in the near
future.

In pure Ni, Tc is an increasing function of the pressure [23], i.e.,
a decreasing function of the interatomic distance. Since we
observe an increase of TB

c , it is reasonable to think that carbon
coating produces a contraction of the in-plane bonds forming the
layers. This is consistent with the thermal expansion coefficient of
carbon [24] aC ¼ 7:1 ppm=K being about half that of nickel [24]
aNi � 13:7 ppm=K (both values are quoted at room temperature,
but it is reasonable to assume that their ratio remains similar at
higher temperatures). If so, what one really should expect is a
distribution of critical temperatures TcðzÞ such that closer to the
Ni/C interface an increased contraction results in an increased Tc.
In the simplest possible form, one can account for such features
by introducing two Weiss domains: B (bulk) and I (interface), with
elementary magnetic moments lB and lI , and critical tempera-
tures TB

c and TI
c respectively. Examples of a large enhancement of

the Curie temperature at the surface with respect to the bulk
value have been observed in Ni–Al solid solutions [25]. The bulk
region contains the majority of the layers, while the interfacial
region contains just the few layers in close contact with carbon.
According to the argument outlined above, one expects that
TB

c oTI
c . What precedes actually amounts to assume for TcðzÞ a

stepwise function, changing abruptly at the border between I and
B.

As outlined in the previous section, the bulk moments lie in the
easy plane ðx; yÞ of deposition mainly due to shape anisotropy. As
far as the interface I is concerned, we assume that the mechanical
and chemical modifications mentioned above result in an effect
analogous to the so-called perpendicular surface anisotropy (PSA).
PSA is the tendency of the magnetic moments of an ultra-thin film
to align along the axis normal to the plane of deposition. In its
standard formulation, PSA is due to the interplay between finite
thickness (with critical upper limit) of the sample, and certain
anisotropic exchange interactions [26] (in particular, spin–orbit
coupling). This behavior has been observed in ultra-thin films of
Ni and Co grown on nonmagnetic substrates (Pt and Au) [27,28]. It
is worthwhile noticing that temperature dependent off-plane to
in-plane transitions have been unambiguously observed by spin-
polarized scanning electron microscopy in quasi-2D ferromag-
netic systems [29]. In view of modeling the in-plane alignment of
the interfacial moments at high temperatures, we have first
exploited the possibility of a single-moment anisotropy, i.e. a
potential energy well of finite depth, with minimum at y¼ 0, y
being the angle between lI and the z-axis. This is the simplest
way to construct an easy axis at low temperatures, with vanishing
effect at higher temperatures, where the thermal energy
exceeds the well’s depth. However, since the in-plane alignment
occurs incoherently in this case, the bump turns out to be
too flat on the temperature scale, and is practically unobservable,
no matter which model is assumed for the potential energy
well.

For the in-plane alignment to be coherent, one has to
introduce an anisotropy in the moment–moment interaction,
such that the isotropic magnetic interaction energy density
j½lIðrÞ � lIðr0Þ� (proportional to the scalar product between the
moments positioned at r; r0), is replaced by the more general
tensorial expression

-
X

a;b ¼ x;y;z

mI
aðrÞm

I
bðr
0ÞjI

ab: ð2Þ

It is worthwhile emphasizing the close analogy between Eq. (2)
and the anisotropic term in Eq. (7) of Ref. [26], which is obtained
from the PSA theory.

Here, we assume that the coupling tensor jI
ab is diagonal, i.e.

jI
ab ¼ jI

adab, but not proportional to the identity matrix (e.g., each jI
a

is different). In this case, a coherent in-plane alignment may
occur, due to the cross-over between jI

z and jI
x at a certain

temperature T0. The effect turns out to be sharp on the
temperature scale, even if the difference jI

z-jI
x approaches zero

and changes sign very smoothly. The different temperature
dependence of jI

z and jI
x is not surprising: indeed, the thermal

expansion and the resulting decrease of jI
z are expected to be more

effective along the z-axis than in the x-direction, as a consequence
of the assumed bond stiffening in the ðx; yÞ plane due to the
interface with carbon. For simplicity, we neglect the temperature
dependence of jI

x and write

jI
zðTÞ ¼ jI

x 1þ
T0-T

DT
þOð½T-T0�

2Þ

� �
: ð3Þ

Eq. (3) is a standard linear expansion about the cross-over
temperature T0 at which jI

zðT0Þ ¼ jI
x. In summary, the bulk region B

is described by an isotropic planar model in the ðx; yÞ plane
ðjB

x ¼ jB
y ¼ jBÞ, and the interfacial region I by an anisotropic planar

model in the ðx; zÞ plane ðjI
za jI

xÞ, with jI
zðTÞ depending on

temperature according to Eq. (3).
For the moment, let us drop the indexes B and I, adopt the

notation l¼ mr, and refer to a general anisotropic planar model
with normal axes labeled a and b. The resulting mean field (MF)
anisotropic Hamiltonian (multiplied by b¼ 1=KT) for a single spin
reads

hðy;/rSÞ ¼ -½2Ra/saSþra�sa-½2Rb/sbSþrb�sb; ð4Þ

where 2RZ ¼ bm2jZ; rZ ¼ bmBres
Z ;Z¼ a; b. In Eq. (4), the average

components /sZS of the spin are the unknown quantities
to be determined self-consistently. The factor of 2 in 2RZ is just
for convenience. For a classical spin, one has sa ¼ cosy;sb ¼ siny
and the self-consistent equations giving the equilibrium
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Fig. 5. Schematic view of the magnetic moments orientation at different

temperatures: (a) low-temperature, where the interface moments are kept off-

plane by perpendicular surface anisotropy; (b) high-temperature (above bulk

Curie point), where the moment in the Ni film vanish, while the interface

moments reorient themselves in-plane giving rise to the observed magnetization

bump.

Fig. 4. Low temperature magnetization signal. The line is the best-fit curve for the

magnetization. The errors on the experimental data are within the size of the

points.
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values are

/saS¼ Z-1

Z 2p

0
dycosyexp½-hðy;/rSÞ�; ð5Þ

/sbS¼ Z-1

Z 2p

0
dysinyexp½-hðy;/rSÞ�; ð6Þ

where

Z ¼

Z 2p

0
dyexp½-hðy;/rSÞ� ð7Þ

is the partition function of the system. After some elementary
manipulations, one gets an equivalent system of equations in the
AZ variables (where AZ ¼ 2RZ/sZSþrZ) that depend linearly on
the averaged components of the spin as evidenced in Eq. (4):

AZ ¼
2RZAZ

A
fðAÞþrZ; A¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2

aþA2
b

q
; ð8Þ

fðAÞ ¼
d

dA
log

Z 2p

0
dyexpðAcosyÞ

" #
: ð9Þ

In the case ra ¼ rb ¼ 0, RaaRb (anisotropic model without external
fields), the system of Eqs. (8) and (9) has two sets of solutions:
Aa ¼ 0;Ab ¼ 2RbfðAbÞ (or the same with a and b interchanged).
This means that the magnetic moments are oriented either along
a or along b. The more stable orientation corresponds to the
largest jRZj, i.e., to the largest coupling. If Ra ¼ Rb ¼ R (isotropic
limit), it can be ascertained that /lS is parallel to r¼ ðra; rbÞ, i.e.,
to the residual field Bres.

For the bulk region one has RB
x ¼ RB

y ¼ RB. Since Bres has no
component along y, the mean moment /lBS points in the x

direction and is small for T4TB
c , where the spontaneous

magnetization vanishes.
The interfacial region, instead, displays a more complicated

behavior. From the general argument discussed above, if
RI

zðTÞ-RI
xðTÞb jrx;zj the effects of the external fields are negligibly

small, compared to the anisotropy, and /lIS is mainly directed
along z. For the same reasons, /lIS is mainly directed along x if
RI

xðTÞ-RI
zðTÞb jrx;zj. According to Eq. (3), the former case occurs for

ToT0 and the latter for T4T0, provided T is not too close to T0. In
the neighborhood of the crossover temperature, in fact, there is a
transition region where jRI

xðTÞ-RI
zðTÞj � jrx;zj. Here, the residual

field is comparable to the anisotropy and determines the direction
of /lIS. Hence, the temperature-dependent anisotropy expressed
by Eq. (3) makes /lIS rotate from the z direction to the x

direction with increasing temperature, through a transition
region. A schematic representation of the model and the spin
reorientation transition occurring at the interface is shown in
Fig. 5.
5. Comparison with experimental data

The calculated magnetization Mcalc
x stems from solving the Eqs.

(8) and (9) numerically for the two regions B and I, and summing
the two contributions with an appropriate weight r¼NI=NB,
accounting for the different number of magnetic moments in the
two regions. For simplicity, we assume jlIj ¼ jlBj ¼ m. This yields

Mcalc
x ¼M0ð/sB

xSþr/s
I
xSÞ: ð10Þ

Apart from the normalization constant M0 (which can be chosen
as the magnetization at a certain fixed temperature, e.g.
T ¼ 473 K), the best-fit parameters are r; TI

c ; T
B
c ; T0;DT;m. Since it

is reasonable to assume that the interfacial region between Ni and
C is thin, the ratio r is expected to be small. The critical
temperatures TB

c ; T
I
c and the cross-over temperature T0 must

satisfy the inequality TB
c oT0oTI

c for the bump to be observable,
and both must be comparable with the standard critical
temperature Tc ¼ 627 K for the model to make sense.

A preliminary estimate of DT and m is not as easy due to the
uncertainty on the number of Bohr magnetons contributing to
each micromagnetic moment. In the expression m¼NBohrmBohrg=2
giving the magnetic moment in terms of the Bohr magneton, the
gyromagnetic factor g ¼ 1:92 is known for Ni [18], while the
number NBohr of Bohr magnetons is not.

While it is certain that DT-1 is proportional to the Ni thermal
expansion coefficient aNi, calculating the proportionality factor
would require a detailed knowledge of the electronic wave
functions contributing the elementary magnetic moment, which
includes the knowledge of NBohr. As a mere qualitative insight, one
expects that DT-1 increases with the size of the units, since the
moment–moment effective distance should be more sensitive to
temperature changes, the larger the size.

At this stage, the best we can do is to choose some significant
values of the number NBohr per micromagnetic moment, and best-
fit the other parameters accordingly. The selected values are
NBohr ¼ 2;5;10;20;50;100. The results obtained are shown in
Figs. 4 and 6. The best-fit values r¼ 0:15, TB

c ¼ 682 K, and
T0 ¼ 699 K turn out to be independent on NBohr, while TI

c

displays a very weak, non monotonous dependence. In contrast,
DT is strongly dependent on NBohr ðDTpN-1

BohrÞ, as shown in
Table 1.

The low temperature behavior of Mcalc
x ðTÞ shown in Fig. 4 turns

out to be almost insensitive to NBohr. Fig. 6 refers to NBohr ¼ 5 and
shows a good agreement between calculated and measured
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Fig. 6. High temperature signal and the observed bump. (a) The gray thick line

contains all the five best-fit curves corresponding to NBohr ¼ 2;5;10;20;50; (b)

curve for NBohr ¼ 100 that begins exceeding the experimental error bars.

Table 1

Best-fit results from the data, showing the very weak dependence of TI
c on NBohr

and the inverse proportionality between DT and NBohr.

NBohr 2 5 10 20 50 100

T ðIÞc (K) 734.5 735.5 734.5 735.9 735.5 735.9

DT (106 K) 3.069 1.364 0.614 0.341 0.136 0.075
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values from room temperature to about TB
c . The curves for the

other values of NBohr are indistinguishable within the range
indicated, and have not been reported.

In the bump region T4TB
c , the calculated Mcalc

x ðTÞ displays in
turn a weak dependence on NBohr for NBohr ¼ 2;5;10;20;50 (and
for all intermediate values). This can be seen from Fig. 6(a), in
which the thickness of the gray line includes the five best-fit
curves. The bump is very well reproduced, largely within the error
bars. The value NBohr ¼ 100, instead, is a limit case, above which
the best-fit curves begin to exceed the error bars (Fig. 6(b)).
Figs. 6(a) and (b) show that the model is not reliable about the
minimum of Mcalc

x ðTÞ, just below the bump. In this small interval
of temperatures, the calculated values systematically drop too
steeply with respect to the measured values.

The preceding results indicate that the model reproduces the
data very well except in the small transition region between the
low temperature range, dominated by bulk region, and the high
temperature range, dominated by the interfacial region. This may
be due to three different reasons. First, the model neglects any
possible B–I interaction, that should be relevant right in the
intermediate region where /mI

xSC/mB
xS. Indeed, the relatively

small difference between the cross-over temperature T0 ¼ 699 K
and the critical temperature TB

c ¼ 682 K is suggestive of some kind
of magneto-elastic B–I interaction. Second, the present mean-field
calculations cannot account exactly for the behavior of the B
domain magnetization in the neighborhood of TB

c , where renor-
malization group techniques would be required. Third, the
present model is based on a stepwise picture of the critical
temperature TcðzÞ of the layers, as a function of the distance from
the Carbon coating layer. A more realistic smoother decrease from
TI

c to TB
c would probably ‘‘fill in’’ the deep minimum displayed by

the calculated magnetization just below the bump.
As a concluding remark, the weak dependence on NBohr of the

calculated curves (Fig. 6) shows that the size of the elementary
units carrying the magnetic moments is not relevant for the
model’s ability to reproduce the experimental data, at least for
NBohro100. Such flexibility, however, is contingent upon the
condition that DT in Eq. (3) varies with NBohr according to Table 1.
It should be noticed that DT-1 increases almost linearly with NBohr,
which supports the predicted increase with the size of the
magnetic units [30,31]. The scarce dependence of the critical
temperatures on NBohr is not surprising, given that we are fitting a
set of data corresponding to fixed values of the Curie tempera-
tures. What can be argued is that the effective moment-moment
coupling between units containing NBohr magnetons decreases as
N-2

Bohr for Tc to be almost the same.
6. Conclusion

While attempting to assess the performance of EH in
measuring the critical exponents of the ferromagnetic to para-
magnetic transition, we have observed an unexpected increase in
the magnetization above the nominal Curie temperature of a
Nickel thin film coated with a thin layer of Carbon. The signal, in
the form of a high-temperature ‘‘bump’’ is unequivocally
significant, as EH, the technique we employed for the measure-
ments, has sufficient sensitivity to detect it above noise and
experimental uncertainties. It would be highly desirable if our
holographic measurements were supported by different experi-
mental techniques. This comparison, however, looks rather
difficult, due to the small mass of the EH samples, that require a
very high sensitivity of the probe, not accessible with standard
vibrating sample magnetometers or differential scanning calori-
meters. A possible alternative, superconducting quantum inter-
ferometer devices offer a high sensitivity and flexibility, but they
can hardly operate above 100 3C, due to the difficulty of
maintaining the superconducting state of the probe.

We interpret the signal as an effect of the perpendicular
anisotropy present at the interface between the nickel film and
carbon coating. More specifically, we describe the phenomenon as
a strain-induced spin reorientation transition of the moments at
the interface, off-plane at low temperature and in-plane at high
temperature, due to the temperature dependence of their
anisotropic exchange coupling constant. We presented a theore-
tical model capable of explaining the phenomenon within a
mean-field approach. The model is based on a temperature
dependent, moment–moment coupling anisotropy and accounts
for the most relevant feature of the experimental signal, i.e. the
clear separation, on the temperature scale, of the bump with
respect to the bulk contribution. We showed that the model
predictions are in excellent agreement with our observations. Our
observations may be significant for understanding the complex
interfacial phenomena occurring in strongly correlated multilayer
thin films.
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A puzzling aspect of the scenario we have explored is the � 8%
increase of the bulk Curie temperature with respect to the
reference value. Our measurement has been carried out by means
of a model-dependent best-fit procedure within a mean-field
approximation. One might wonder whether such an unexpected
increase may be caused by the inadequacy of the model itself,
and/or of the approximation used. We do not believe that this is
the case, for two reasons: (i) the model for the bulk magnetization
contains TB

c as the unique free parameter, and there is practically
no mixing with the other parameters characterizing the interface;
(ii) the residual external field, determined with careful measure-
ments in Ref. [12], is so small that any ‘‘smearing out’’ effect that
might spoil the location of TB

c , is to be considered quite negligible.
In those conditions, we can take the best-fit value of TB

c as a
reliable expression for the real Curie temperature. The physical
reasons for the increase of TB

c are still unknown at the moment,
and our current efforts are focusing on unraveling this mystery.
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