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Outline

Initial conditions of heavy ion collisions: their role in quantifying
the Properties of the Perfect Liquid

I Different approaches to model the initial stages of HICs

I Constraining initial conditions from global data.

I Open problems, what can we learn for small size systems ?
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The early stages of heavy ion collisions“Standard Model” of Heavy-Ion Collisions

initial state

pre-equilibrium

QGP and
hydrodynamic expansion

hadronization

hadronic phase
and freeze-out

• Initial State:
- fluctuates event-by-event
- classical color-field dynamics

• Pre-equilibrium:
- rapid change-over from glue-field dominated 

initial state to thermalized QGP
- time scale: 0.15 to 2 fm/c in duration
- build-up of transverse velocity fields?

• QGP and hydrodynamic expansion:
- proceeds via 3D viscous RFD
- EoS from Lattice QCD

• hadronic phase & freeze-out
- interacting hadron gas
- separation of chemical and 

kinetic freeze-out

Effects of initial stages are inevitable on bulk particle production
regardless of any final stage effect.

Initial wave function →
high occupancy states

below pT < Qsat AAA
BBB
CCC

These modes will
show collective behaviour

It is essential get an ab initio description of the early stage of HICs
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Ab initio description of Initial state

Two essential ingredients are:

I A good description of initial state geometry and fluctuations.

I An ab initio mechanism of multi-particle production.

→ input to viscous hydrodynamic simulation
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Initial state geometry and fluctuations

Initial state fluctuations
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In addition a good framework of multi-particle production is needed
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MC-Glauber: A simple model of initial condition
Model of multiplicity : Kharzeev, Nardi nucl-th/0012025

dN

dη
= npp

(
xNcoll + (1− x)

Npart

2

)
,

npp → multiplicity in p+p collisions, x → “hardness” scale, Ncoll → binary collisions, Npart → participants.

Intrinsic correlation between the multiplicity and the initial shape.

Multiplicity fluctuation introduced as : PNB
n (n̄, k) = Γ(k+n)

Γ(k)Γ(n+1)
n̄nkk

(n̄+k)n+k

Each n-n collision as identical sources with mean n̄ & width ∼ 1/k

Model of Energy density profile : Bzdak, Schenke, PT,Venugopalan 1304.3403

MC−Glauber

(participant centered)

MC−Glauber 1

(smeared 0.4 fm)

MC−Glauber 2

(smeared 0.4 fm)

MC−Glauber

(binary centered)

→ no unique implementation of energy deposition (x, k, σ0 → free parameters)

→ An ab initio mechanism of multi-particle production is missing.
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Color Glass Condensate : Multi-particle production
Dumitru, Gelis, McLerran, Venugopalan 0804.3858

Correlated multi particle production from disconnected diagrams
connected by color averaging.
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2-particle correlation→ ridge.
n-particle correlation→ negative-binomial fluctuation.

Gelis, Lappi, McLerran 0905.3234

1/Q2
s Dusling, Venugopalan 1302.7018↖

Yang-Mills introduces non-local gauge-field correlation over length scale
1/Qs → Glasma flux tube picture. → Negative Binomial distributions

Schenke, PT, Venugopalan 1403.2232
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Are there additional sources of fluctuations ?
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CGC initial conditions

Development over past decade :
Kharzeev, Levin, Nardi, hep-ph/0111315, Drescher, Nara 0707.0249

I KLN model, f-KLN, MC-KLN: k⊥-factorization (dilute-dense
approximation) with UGDs dependent on Npart,
((Qs)(x⊥)2 ∝ Npart(x⊥)).

Albacete, Dumitru 1011.5161

I MC-rcBK: Monte-Carlo implementation of k⊥-factorization
with rc-BK UGDs constrained by HERA-data.

Schenke, PT, Venugopalan 1202.6646

I IP-Glasma : IP-Sat initial condition (constrained by HERA
data) and solutions of Classical Yang-Mill equations.
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Different models of initial conditions.

I.C. Geometry kT−factorization Classical Yang-Mills

framework 2-component CGC CGC
model perturbative non-perturbative

E-by-E � � �
Sub-nucleonic × × �
fluctuation

Time × × �
evolution

pre-equilibrium × × �
flow

NBD by by �
fluctuation hand hand
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Initial eccentricities in different models

MC-Glauber eccentricities → strong dependence on implementations.

εne
inΨPP

n = −
∫
d

2

r rne inφ ε(r , φ)∫
d 2r rn ε(r , φ)

with r3 weight for n = 1

MC-Glauber (Gaussian density profile)
band → participant/binary centered  0
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Constraining different models of initial conditions
Retinskaya, Luzum,

Ollitrault 1311.5339

εn’s are strongly
model dependent →
correlations are better
ways to compare.

Constraining di↵erent models of initial conditions
Retinskaya, Luzum, Ollitrault 1311.5339

"n’s are strongly model dependent ! correlations are better ways
to compare.
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FIG. 1. (Color online) Root-mean-square values of (�2, �3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions at�

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di�erent values of �/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t0 goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t0. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "2

and "3 in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"2, while "3 remains the same.

Once all sources of uncertainties are taken into ac-
count, one is left with an allowed region in the ("2, "3)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "2 and
triangularity "3 obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "3 is solely created by fluctuations of the
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FIG. 1. (Color online) Root-mean-square values of (�2, �3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions at�

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di�erent values of �/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t0 goes
along earlier freeze-out. Both e�ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t0. The situation is di�erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e�ect that

causes stronger collective flow tends to increase both "2

and "3 in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"2, while "3 remains the same.

Once all sources of uncertainties are taken into ac-
count, one is left with an allowed region in the ("2, "3)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of (�2, �3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

�
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions at�

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di�erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "2 and
triangularity "3 obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "3 is solely created by fluctuations of the

RHIC-AGS meet 2015, BNL 10/23

4

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.1 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

Ê
Ê

Ê
Ê
Ê

Ê

Ê

‡
‡

‡
‡
‡

‡

‡

Ï
Ï
Ï

Ï
Ï

Ï
Ï

Á
Á

Á
Á
Á

Á

Á

·
·

·
·
·

·
·

Ì
Ì
Ì

Ì
Ì

Ì
Ì

0.1 0.15

0.1

0.15

rm s ∂3

rm
s∂

2

t0=0.5 fm êc, quadratict0=1 fm êc, quadratict0=1 fm êc, linear

FIG. 1. (Color online) Root-mean-square values of ("2, "3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions atp

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
points correspond to di↵erent values of ⌘/s, from 0 to 0.24
(from left to right) in steps of 0.04. The shaded band is the
area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t0 goes
along earlier freeze-out. Both e↵ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t0. The situation is di↵erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e↵ect that

causes stronger collective flow tends to increase both "2

and "3 in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"2, while "3 remains the same.

Once all sources of uncertainties are taken into ac-
count, one is left with an allowed region in the ("2, "3)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of ("2, "3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

p
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions atp

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di↵erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "2 and
triangularity "3 obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "3 is solely created by fluctuations of the
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FIG. 1. (Color online) Root-mean-square values of ("2, "3)
implied by hydrodynamic calculations in combination with
ALICE data for the 5% most central Pb-Pb collisions atp

sNN = 2.76 TeV. Squares: t0 = 1 fm/c with quadratic
freezeout. Circles: t0 = 1 fm/c with linear freezeout. Dia-
monds: t0 = 0.5 fm/c with quadratic freezeout. Closed sym-
bols correspond to energy density weighting, open symbols
to entropy density weighting. For each symbol type, the 7
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area between two curves of the type (5) with C = Cmin and
C = Cmax, where the values of Cmin and Cmax are chosen
such that all hydro points lie within the band.

flow for a given value of ⌘/s, resulting in smaller values
of "n. Although this result may seem natural, it is not
trivial as it looks: the freeze-out temperature is adjusted
so as to match the pt spectrum, so that smaller t0 goes
along earlier freeze-out. Both e↵ects essentially compen-
sate each other at RHIC energies [8], so that final results
were insensitive to t0. The situation is di↵erent at LHC
energies: in general, hydrodynamic results are less sen-
sitive to the hadronic phase [68] and to the freeze-out
temperature, which results in a stronger sensitivity of "n

to initial flow.
In general, the takeaway message is that any e↵ect that

causes stronger collective flow tends to increase both "2

and "3 in such a way that the coe�cient C in Eq. (5) is
almost unchanged.

In fact, the largest contribution to the thickness of
the uncertainty band comes not from properties of the
medium or physical parameters, but instead from the
linear-response approximation itself: weighting with en-
tropy rather than energy yields slightly smaller values of
"2, while "3 remains the same.

Once all sources of uncertainties are taken into ac-
count, one is left with an allowed region in the ("2, "3)
plane, corresponding to an allowed interval for the coe�-
cient C in Eq. (5). The same procedure can be repeated
for other centrality intervals, and at lower energy. The
value k = 0.6 in Eq. (5) gives a good fit for all centralities
at LHC, while k = 0.5 gives a better fit at RHIC. These
allowed regions are displayed as shaded bands in Fig. 2.
The uncertainty becomes larger as centrality percentile
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FIG. 2. (Color online) Shaded bands are root-mean-square
values of ("2, "3) allowed by experimental data in combina-
tion with hydrodynamic calculations, for Au-Au collisions
at

p
sNN = 0.2 TeV (left) [10] and Pb-Pb collisions atp

sNN = 2.76 TeV (right) [11] in various centrality windows
(from top to bottom). Symbols are predictions from various
models of initial conditions (see text for details).

increases, which is mostly due to the di↵erence between
energy and entropy weighting. The minimum and maxi-
mum values of C are listed in Tables I and II for RHIC
and LHC, respectively. In the same centrality range, the
allowed band at LHC is slightly higher than at RHIC,
but they overlap.

IV. TESTING INITIAL STATE MODELS

We now use the values of the rms ellipticity "2 and
triangularity "3 obtained from data and hydrodynamic
calculations as a filter for existing models of the initial
state. Since "3 is solely created by fluctuations of the
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with η/s = 0.16, and (c) sWN initialization with η/s = 0.16. For n = 2 and n = 3 the linear correlation is still
valid. Also, the effect of shear viscosity and initialization on Cn remain qualitatively the same. On the other hand,
in Fig. 6 the correlation between ε4 and v4 in central collisions is drastically different from the correlation in the
20 − 30 % centrality class. In the 0 − 5 % centrality class the linear correlation coefficient c(ε4, v4) becomes much
closer to 1 when compared to the peripheral case. It can be as large as ∼ 0.81 obtained for the sWN initialization
with η/s = 0.16. This behavior is expected since in Ref. [21] it was shown that ε4 becomes a better estimator for v4

in central collisions.

B. distributions of vn

So far the event-averaged values of vn have been extensively studied. In order to observe what can be learned by
looking at vn probability distributions, it is convenient to remove the average from the distributions, and study the
relative fluctuations using the scaled variables

δvn =
vn − 〈vn〉ev

〈vn〉ev
, and δεn =

εn − 〈εn〉ev
〈εn〉ev

. (10)

In this way changes in the probability distributions due to changes in the average values are removed.
It was shown in the previous subsection that vn and εn have a strong linear correlation for n = 2 and 3. As discussed

in the Appendix, if two variables are linearly correlated, and 〈d〉 = 0, the variances of the relative distributions are
equal. Since viscosity has only a small effect on the correlations of vn and εn, we expect that σ2

vn
≈ σ2

εn
, independent of

viscosity. In such a case the information about the fluid response to the initial geometry is contained in the coefficients
Cn controlling the average 〈vn〉ev, while the relative fluctuations of vn originate from the relative fluctuations of εn
and do not depend on viscosity of the fluid.

FIG. 7. Probability distributions: a) P (δv2) and P (δε2), b) P (δv3) and P (δε3), and c) P (δv4) and P (δε4), in the 20 − 30 %
centrality class with sBC initialization and two different values of η/s, η/s = 0 and η/s = 0.16.

FIG. 8. Probability distributions: a) P (δv2) and P (δε2), b) P (δv3) and P (δε3), and c) P (δv4) and P (δε4), in the 20 − 30 %
centrality class with η/s = 0.16 and two different initial conditions, sBC and sWN.

To test this assumption, and to see whether similarity extends beyond variances, we plot the probability distributions
P (δvn) and P (δεn) in 20 − 30 % centrality class in Fig. 7 using the sBC initialization and two values of viscosity,
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.

We present event-by-event distributions of v2, v3, and
v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
tion, we scaled the distributions by their respective mean
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the ATLAS collaboration [40, 41]. 1300 events. Bands are
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value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn

end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn

distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4 [43].

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 44–48]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
can drive the system to isotropy and generate substan-

Strong sensitivity to the initial conditions → constrain on initial
conditions : Similar measurements at RHIC can further constrain these models at low energy.
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ously discussed multi-particle correlations present in ini-
tial gluon production have been ignored in this and all
other calculations that are based on collective final state
effects. One explanation of our p+Pb results is that these
initial state contributions could significantly modify the
result for v2 and v3 if final state effects are not able to
overpower them–the latter seems to be the case in A+A
collisions [22]. Alternatively, the disagreement with the
measured v2 and v3 could stem from simplified assump-
tions about the (spherical) shape of gluon distributions
in the proton1. Deformed parton distributions in the pro-
ton would lead to larger initial eccentricities within our
model and could generate significantly larger anisotropic
flow. This implies that the new measurements at RHIC
and LHC could provide unprecedented insight into the
detailed shape of a proton at high energy [30, 31]. We
shall later comment on open questions that both these
explanations will have to address.

We begin our systematic study by demonstrating that,
for a fixed shear viscosity to entropy density ratio η/s =
0.18, anisotropic flow data from heavy-ion collisions at
LHC is well described by fluid dynamic simulations us-
ing the IP-Glasma initial state described in [28]. The
IP-Glasma energy density and flow velocities serve as in-
put to the fluid dynamic simulation music as described
in [8]. Here we choose the initial time τ0 = 0.4 fm/c
for the fluid dynamic simulation.2 We select centralities
based on the gluon multiplicity distribution at τ0, ob-
tained from ∼ 40, 000 IP-Glasma events. This centrality
selection method neglects possible corrections due to en-
tropy production during the fluid dynamic evolution and
effects from hadronization. It is however close to the ex-
perimental procedure and avoids having to simulate the
fluid dynamic evolution for tens of thousands of events.
After kinetic freeze-out at Tkin fo = 135 MeV (chemical
freeze-out occurs at Tchem fo = 150 MeV) and resonance
decays, we determine vn for n ∈ {2, 3, 4, 5} of charged
hadrons in every event by first determining the event-
plane angle ψn = (1/n) arctan(〈sin(nφ)〉/〈cos(nφ)〉) , and
then computing vn = 〈cos(n(φ−ψn))〉 , where 〈·〉 are av-
erages over the charged hadron distribution functions.

In Fig. 1 we present results for the mean 〈vn〉 as a func-
tion of centrality compared to experimental results from
the ATLAS collaboration [32]. Here we study signifi-
cantly more peripheral events than in previous studies
[8]. The agreement is excellent from the most central to

1 Gluon distributions in the proton are extracted from fits of model
parameters to combined H1 and ZEUS data on inclusive struc-
ture functions. These give excellent χ-squared fits to diffractive
and exclusive HERA data [29]. However, these data may not
fully capture the shapes of gluon distributions.

2 The effects of varying τ0 have been studied previously. They are
small even if τ0 is decreased by a factor of two [8]. Increasing
τ0 beyond the quoted value will, in this framework, impact the
amount of flow generated.

50% central events. For more peripheral events our re-
sults are up to 10% larger than the experimental data,
with differences being largest for v2. Between 0% and
20%, the calculated v3 slightly underestimates the ex-
perimental result.
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FIG. 1. (Color online) The event averaged pT -integrated 〈vn〉
as a function of centrality compared to experimental data
from the ATLAS collaboration [32].

We next present the computed event-by-event dis-
tributions of v2, v3, and v4 and the correspond-
ing initial state eccentricities defined as εn =√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2/〈rn〉, where 〈·〉 is the av-
erage weighted by the deposited energy density. We com-
pare to data in the respective maximally peripheral bin
measured by the ATLAS collaboration [32]. All distribu-
tions are scaled by their mean value. More central bins
have been studied previously in [8].

The ε3 distribution already provides a good description
of the measured v3 distribution, while ε2 and ε4 distri-
butions are significantly narrower. However, non-linear
effects in the fluid dynamic evolution modify the shape of
the distributions such that the calculated vn distributions
agree with the experimental result. This result strongly
supports the importance of fluid dynamics in heavy-ion
collisions. We have checked that the scaled distributions
are only weakly dependent of the value of η/s, as was
previously found in [33].

Having established that even fairly peripheral events
are well described by the IP-Glasma+music model, we
now move on to applying the model to p+Pb and p+p
collisions. We shall first determine whether the predicted
system size (with and without fluid dynamical expansion)
is consistent with HBT measurements for all systems.

To be able to compare the initial size as well as
the maximal size of the system during the evolution to
the measured HBT radii, we define rmax as the (angle-
averaged) radius where the system reaches the minimal
threshold energy density εmin. This defines a size equiv-
alent to the size of the system at freeze-out at a given
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ously discussed multi-particle correlations present in ini-
tial gluon production have been ignored in this and all
other calculations that are based on collective final state
e�ects. One explanation of our p+Pb results is that these
initial state contributions could significantly modify the
result for v2 and v3 if final state e�ects are not able to
overpower them–the latter seems to be the case in A+A
collisions [22]. Alternatively, the disagreement with the
measured v2 and v3 could stem from simplified assump-
tions about the (spherical) shape of gluon distributions
in the proton1. Deformed parton distributions in the pro-
ton would lead to larger initial eccentricities within our
model and could generate significantly larger anisotropic
flow. This implies that the new measurements at RHIC
and LHC could provide unprecedented insight into the
detailed shape of a proton at high energy [30, 31]. We
shall later comment on open questions that both these
explanations will have to address.

We begin our systematic study by demonstrating that,
for a fixed shear viscosity to entropy density ratio ⌘/s =
0.18, anisotropic flow data from heavy-ion collisions at
LHC is well described by fluid dynamic simulations us-
ing the IP-Glasma initial state described in [28]. The
IP-Glasma energy density and flow velocities serve as in-
put to the fluid dynamic simulation music as described
in [8]. Here we choose the initial time �0 = 0.4 fm/c
for the fluid dynamic simulation.2 We select centralities
based on the gluon multiplicity distribution at �0, ob-
tained from ⇠ 40, 000 IP-Glasma events. This centrality
selection method neglects possible corrections due to en-
tropy production during the fluid dynamic evolution and
e�ects from hadronization. It is however close to the ex-
perimental procedure and avoids having to simulate the
fluid dynamic evolution for tens of thousands of events.
After kinetic freeze-out at Tkin fo = 135 MeV (chemical
freeze-out occurs at Tchem fo = 150 MeV) and resonance
decays, we determine vn for n � {2, 3, 4, 5} of charged
hadrons in every event by first determining the event-
plane angle �n = (1/n) arctan(hsin(n�)i/hcos(n�)i) , and
then computing vn = hcos(n(���n))i , where h·i are av-
erages over the charged hadron distribution functions.

In Fig. 1 we present results for the mean hvni as a func-
tion of centrality compared to experimental results from
the ATLAS collaboration [32]. Here we study signifi-
cantly more peripheral events than in previous studies
[8]. The agreement is excellent from the most central to

1 Gluon distributions in the proton are extracted from fits of model
parameters to combined H1 and ZEUS data on inclusive struc-
ture functions. These give excellent �-squared fits to di�ractive
and exclusive HERA data [29]. However, these data may not
fully capture the shapes of gluon distributions.

2 The e�ects of varying �0 have been studied previously. They are
small even if �0 is decreased by a factor of two [8]. Increasing
�0 beyond the quoted value will, in this framework, impact the
amount of flow generated.

50% central events. For more peripheral events our re-
sults are up to 10% larger than the experimental data,
with di�erences being largest for v2. Between 0% and
20%, the calculated v3 slightly underestimates the ex-
perimental result.
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FIG. 1. (Color online) The event averaged pT -integrated �vn�
as a function of centrality compared to experimental data
from the ATLAS collaboration [32].

We next present the computed event-by-event dis-
tributions of v2, v3, and v4 and the correspond-
ing initial state eccentricities defined as "n =�
hrn cos(n�)i2 + hrn sin(n�)i2/hrni, where h·i is the av-

erage weighted by the deposited energy density. We com-
pare to data in the respective maximally peripheral bin
measured by the ATLAS collaboration [32]. All distribu-
tions are scaled by their mean value. More central bins
have been studied previously in [8].

The "3 distribution already provides a good description
of the measured v3 distribution, while "2 and "4 distri-
butions are significantly narrower. However, non-linear
e�ects in the fluid dynamic evolution modify the shape of
the distributions such that the calculated vn distributions
agree with the experimental result. This result strongly
supports the importance of fluid dynamics in heavy-ion
collisions. We have checked that the scaled distributions
are only weakly dependent of the value of ⌘/s, as was
previously found in [33].

Having established that even fairly peripheral events
are well described by the IP-Glasma+music model, we
now move on to applying the model to p+Pb and p+p
collisions. We shall first determine whether the predicted
system size (with and without fluid dynamical expansion)
is consistent with HBT measurements for all systems.

To be able to compare the initial size as well as
the maximal size of the system during the evolution to
the measured HBT radii, we define rmax as the (angle-
averaged) radius where the system reaches the minimal
threshold energy density "min. This defines a size equiv-
alent to the size of the system at freeze-out at a given

the collision, we expect a greater effect on photon aniso-
tropic flow; this will be examined in a subsequent work.
We emphasize that preequilibrium dynamics that is not
fully accounted for may still influence the amount of initial
transverse flow.

The effect of changing the switching time from !switch ¼
0:2 fm=c to !switch ¼ 0:4 fm=c is shown in Fig. 5. Results
agree within statistical errors, but tend to be slightly lower
for the later switching time. The nonlinear interactions of
classical fields become weaker as the system expands and
therefore Yang-Mills dynamics is less effective than hydro-
dynamics in building up flow at late times. Yet it is reassur-
ing that there is a window in time where both descriptions
produce equivalent results.

Because a constant "=s is at best a rough effective mea-
sure of the evolving shear viscosity to entropy density ratio,
we present results for a parametrized temperature dependent
"=s, following [38]. We use the same parametrization (HH-
HQ) as in Ref. [38,39] with a minimum of ð"=sÞðTÞ ¼ 0:08
at T ¼ 180 MeV, approximately at the crossover from
quark-gluon plasma to hadron gas in the used equation of

state. The result, compared to "=s ¼ 0:2 is shown for
20%–30% central collisions in Fig. 6. The results are indis-
tinguishable when studying just one collision energy. The
insensitivity of our results to two very different functional
forms may suggest that the development of flow is strongly
affected at intermediate times when"=s is very small. Also,
since second order viscous hydrodynamics breaks down
when!#$ is comparable to the ideal terms, our framework
may be inadequate for too large values of "=s.
We compare results for top RHIC energies, obtained

using a constant "=s ¼ 0:12, which is about 40% smaller
than the value at LHC, to experimental data fromSTAR [40]
and PHENIX [1] in Fig. 7. The data arewell described given
the systematic uncertainties in both the experimental and
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FIG. 5 (color online). Comparison of vnðpTÞ using two differ-
ent switching times !switch ¼ 0:2 fm=c (wide) and 0:4 fm=c
(narrow). Experimental data by the ATLAS Collaboration using
the EP method [4] (points). Bands indicate statistical errors.
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FIG. 6 (color online). Comparison of vnðpTÞ using constant
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FIG. 7 (color online). Comparison of vnðpTÞ at RHIC using
constant "=s ¼ 0:12 and a temperature dependent ð"=sÞðTÞ as
parametrized in Ref. [38]. Experimental data by the PHENIX [1]
(open symbols) and STAR [40] (preliminary, filled symbols)
Collaborations. Bands indicate statistical errors.

PRL 110, 012302 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

4 JANUARY 2013

012302-3

the collision, we expect a greater effect on photon aniso-
tropic flow; this will be examined in a subsequent work.
We emphasize that preequilibrium dynamics that is not
fully accounted for may still influence the amount of initial
transverse flow.

The effect of changing the switching time from !switch ¼
0:2 fm=c to !switch ¼ 0:4 fm=c is shown in Fig. 5. Results
agree within statistical errors, but tend to be slightly lower
for the later switching time. The nonlinear interactions of
classical fields become weaker as the system expands and
therefore Yang-Mills dynamics is less effective than hydro-
dynamics in building up flow at late times. Yet it is reassur-
ing that there is a window in time where both descriptions
produce equivalent results.

Because a constant "=s is at best a rough effective mea-
sure of the evolving shear viscosity to entropy density ratio,
we present results for a parametrized temperature dependent
"=s, following [38]. We use the same parametrization (HH-
HQ) as in Ref. [38,39] with a minimum of ð"=sÞðTÞ ¼ 0:08
at T ¼ 180 MeV, approximately at the crossover from
quark-gluon plasma to hadron gas in the used equation of

state. The result, compared to "=s ¼ 0:2 is shown for
20%–30% central collisions in Fig. 6. The results are indis-
tinguishable when studying just one collision energy. The
insensitivity of our results to two very different functional
forms may suggest that the development of flow is strongly
affected at intermediate times when"=s is very small. Also,
since second order viscous hydrodynamics breaks down
when!#$ is comparable to the ideal terms, our framework
may be inadequate for too large values of "=s.
We compare results for top RHIC energies, obtained

using a constant "=s ¼ 0:12, which is about 40% smaller
than the value at LHC, to experimental data fromSTAR [40]
and PHENIX [1] in Fig. 7. The data arewell described given
the systematic uncertainties in both the experimental and
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Extracted higher ⌘/s ratio at LHC(⇠0.18-0.2) compared to RHIC
(⇠0.12).

RHIC-AGS meet 2015, BNL 11/21

IP-Glasma + MUSIC → good description of P(vn) and 〈vn〉 in Pb+Pb
and Au+Au → higher η/s at LHC(∼0.18-0.2) than RHIC (∼0.12).

Ryu, Paquet, Shen, Denicol, Schenke, Jeon, Gale 1502.01675

IP-Glasma + MUSIC + UrQMD (+bulk viscosity)→ better description of
the shape of pT − spectra → reduces shear viscosity by 50% at LHC.

Niemi, Eskola, Paatelainen 1505.02677

A multi-observable analysis of global data (NLO p-QCD + saturation +
hydro (“EKRT”)) → extract η/s(T ) at RHIC and LHC.

RHIC-AGS meet 2015, BNL 12/23



Participant-plane correlations

Schenke, PT, Venugopalan work in progress Zhi, Heinz 1104.0650
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Event-plane correlations
Schenke, PT, Venugopalan work in progress Zhi, Heinz 1104.0650
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Constraining initial conditions at RHIC
Full overlap events → very low spectators and very high multiplicity. The

STAR results → ultra-central U + U and Au + Au collisions.
→ selected using combined cuts on multiplicity and ZDC (spectators)

ZDC L ZDC R

Heinz and Kuhlman nucl-th/0506088, Goldschmidt, Qiu, Shen, Heinz 1502.00603
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the symmetry axes of the two nuclei approximately par-
allel. This suppresses the contribution from side-on-side
configurations under the left peak of the idealized double-
hump structure. At the same time, slightly misaligned
tip-on-tip collisions fill in the dip between the two humps
from the idealized case [9]. The result is a single-peaked
multiplicity distribution whose center moves left (towards
lower multiplicities) as the cut on the number of specta-
tor nucleons is loosened.

Nevertheless, for sufficiently tight spectator cuts, we
still expect the collision events corresponding to the left
edge of the multiplicity distributions shown in Figure 3 to
have a larger contribution from strongly deformed side-
on-side collisions than the events from the right edge
(which will be mostly tip-on-tip collisions with small or
zero source eccentricity). Following our previous sugges-
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FIG. 4: Normalized eccentricity distributions, after making
cuts on the multiplicity distributions for the two event classes
shown in Figure 3 (top panel: 5% spectator cut; bottom panel:
0.5% spectator cut). Looser spectator cuts lead to broader
eccentricity distributions and less well-defined average eccen-
tricities.

tion [1] to select source eccentricities by cutting the multi-
plicity distribution of “zero spectator” collisions, we per-
form such cuts on the more realistic distributions shown
in Figure 3. Figure 4 shows that it still possible in this
way to select event classes with a given average source ec-
centricity: By taking the 0.5% of events with the lowest
spectator count from Figure 3 (solid histogram) and cut-
ting once more on the 5% of events with the lowest mul-
tiplicity, we obtain the eccentricity distribution shown
by the black histogram in the bottom panel of Figure 4.
This event class has an average source deformation εx

of about 18%, corresponding to Au+Au collisions with
impact parameters around 5.5 fm. On the other hand,
taking the same 0.5% spectator cut and selecting the 5%
events with the largest multiplicities we obtain for the ec-

centricity distribution the gray histogram in the bottom
Figure 4; this distribution peaks at εx = 0 and has a very
small average spatial deformation.

If one loosens the spectator cut to 5% instead of 0.5%
(dotted histogram in Figure 3) and performs the same
multiplicity selections (5% lowest or largest multiplici-
ties, respectively), one obtains the eccentricity distribu-
tions shown in the top panel of Figure 4. Clearly, these
distributions are much broader than with the tighter
spectator cut, and the average eccentricities shift down
from 17.7% to 14.2% for the low-multiplicity selection
and up from 2.2% to 4.3% for the high-multiplicity selec-
tion. Note that, since the looser spectator cut allows for
an increased contribution from non-zero impact param-
eters, the eccentricity of the nuclear overlap region can
actually exceed the ≈ 25% ground state deformation of
the single-uranium density distribution projected on the
transverse plane. This gives rise to the right tail of the
black histogram in the top panel of Figure 4. A typical
event from this tail is shown in Figure 5. One sees that
the 5% spectator cut allows for sizeable nonzero impact
parameters and numbers of spectator nucleons, and that
very tight ZDC cuts are required to ensure almost full
overlap of the two uranium nuclei.
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FIG. 5: Distribution of spectator nucleons for 200 AGeV
U+U collisions [8]. The inset shows initial entropy density
contours (s= 20, 40, 60, 80, 100 fm−3 from the outside in) for
a high-eccentricity event (εx = 0.325) which is included in a
“5% spectator cut” event sample, as indicated by the arrow.
The impact parameter of this collision is b= 3.14 fm, and it
produces Nspec =87 spectator nucleons.

The detailed shapes of the eccentricity distributions
shown in Figure 4 are expected to depend somewhat on
our parametrization (1,3) of the initial transverse den-
sity distribution of the produced matter. It was shown
in Ref. [4] that initial conditions motivated by the Color
Glass Condensate picture of low-x gluon saturation in
large nuclei at high energies [3] produce transverse den-
sity distributions which fall off more steeply near the edge
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FIG. 5: Distribution of spectator nucleons for 200 AGeV
U+U collisions [8]. The inset shows initial entropy density
contours (s= 20, 40, 60, 80, 100 fm−3 from the outside in) for
a high-eccentricity event (εx = 0.325) which is included in a
“5% spectator cut” event sample, as indicated by the arrow.
The impact parameter of this collision is b= 3.14 fm, and it
produces Nspec =87 spectator nucleons.

The detailed shapes of the eccentricity distributions
shown in Figure 4 are expected to depend somewhat on
our parametrization (1,3) of the initial transverse den-
sity distribution of the produced matter. It was shown
in Ref. [4] that initial conditions motivated by the Color
Glass Condensate picture of low-x gluon saturation in
large nuclei at high energies [3] produce transverse den-
sity distributions which fall off more steeply near the edge

STAR collaboration → study ultra-central (full overlap) events using cuts
on neutron numbers → combination of tip-tip or side-side events

RHIC-AGS meet 2015, BNL 15/23



Correlation between geometry and multiplicity

A new test of initial conditions in deformed nuclear collisions
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Correlation between multiplicity and v2(ε2)

STAR Collaboration 1505.07812

Correlation between multiplicity and v2("2)

STAR Collaboration 1505.07812
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FIG. 3. (Color online) v2{2} of all charged particles as a
function of the normalized multiplicity within |�| < 1.0. The
upper panel shows the results for the top 1% most central
events based on the smallness of the ZDC signal

, while the lower panel shows the results for the top 0.1%.
The lines represent Glauber and IP-Glasma simulation
slopes calculated from the eccentricity. The small boxes

indicate the possible range of variation of v2 at normalized
multiplicity equal to 0.9 and 1.1 due to uncertainties in the

e�ciency corrections on the x-axis.

the e�ect of the impact parameter is still prominent (oth-
erwise we expect the Au+Au slope to be flat or positive).
The lower panel of Fig. 3 shows the same approach for
the 0.1% most central events. The negative slope for
Au+Au collision is smaller in magnitude, indicating the
e�ects from non-central collisions are reduced and the
variation in multiplicity in Au+Au collisions is mainly
driven by fluctuations. For U+U collisions, however, the
slope becomes more negative as the centrality selection is
tightened. This demonstrates that the variation of mul-
tiplicity in the 0.1% U+U collisions is dominated by the
di�erent geometries made possible by the prolate shape
of the uranium nucleus.

The data in Fig. 3 are also compared to expectations
from our Glauber model calculations and from a gluon
saturation [28] based IP-Glasma calculation [29]. Both
models account for the energy resolution of the STAR
ZDC’s to match the ZDC centrality cut. The variation
in v2 is assumed to be propotional to the variation of the
eccentricity in both models. The Glauber model predicts
a more negative slope for U+U collisions than is observed
and a slightly positive slope for Au+Au collisions. Using
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FIG. 4. (Color online) The slope parameter for 200 GeV
Au+Au and 193 GeV U+U events as a function of ZDC cen-
trality. Smaller ZDC percentage reflects more central colli-
sions. Each successively looser centrality selection includes
the more central data. The systematic uncertainties are
shown as bands.

the parameters from Ref. [26] increases the slope pre-
dicted from the Glauber model (although �2 is smaller,
the e�ect of the smaller di�useness parameter leads to a
larger slope). The IP-Glasma model predicts a less nega-
tive slope in U+U collisions which compares well with the
data. We conclude that the gluon saturation based cal-
culation provides a better description of some aspects of
the U+U and Au+Au data than the Glauber calculation
with a two-component multiplicity model.

Figure 4 shows the slope of v2 vs scaled multiplicity for
di�erent ZDC centrality selections. A linear fit between
normalized multiplicity 0.9 to 1.1 is used to extract the
slope. Systematic uncertainties shown as bands were es-
timated by varying the fit range and e�ciency correc-
tions. Other sources of systematic error are smaller and
sub-dominant compared to the variation due to the range
of e�ciencies used in the error analysis. The U+U data
show a trend, becoming more negative for more stringent
selections while the Au+Au data becomes closer to zero.
Due to large statistical errors, no conclusions could be
drawn from studies of v2{4} versus multiplicity in these
events. To test the e�ect of uranium’s prolate shape on
initial state fluctuations, we also measured v3{2} in cen-
tral collisions and found that v3{2} in the 0.1% most
central collisions are (1.410± 0.006)⇥ 10�2 for U+U and
(1.380 ± 0.008) ⇥ 10�2 in Au+Au collisions (statistical
errors only). The slope of v3 vs multiplicity was small
and negative in both systems at about �0.005 ± 0.002.

In summary, we measured v2{2} and v2{4} for mini-
mum bias, and nearly fully overlapping Au+Au and U+U
collisions at

�
sNN = 200 and 193 GeV respectively.

The prolate shape of the uranium nucleus is reflected
in v4

2{4} which is positive for high multiplicity U+U col-
lisions while v4

2{4} is negative or close to zero for high
multiplicity Au+Au collisions. The knee structure pre-
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larger slope). The IP-Glasma model predicts a less nega-
tive slope in U+U collisions which compares well with the
data. We conclude that the gluon saturation based cal-
culation provides a better description of some aspects of
the U+U and Au+Au data than the Glauber calculation
with a two-component multiplicity model.

Figure 4 shows the slope of v2 vs scaled multiplicity for
di�erent ZDC centrality selections. A linear fit between
normalized multiplicity 0.9 to 1.1 is used to extract the
slope. Systematic uncertainties shown as bands were es-
timated by varying the fit range and e�ciency correc-
tions. Other sources of systematic error are smaller and
sub-dominant compared to the variation due to the range
of e�ciencies used in the error analysis. The U+U data
show a trend, becoming more negative for more stringent
selections while the Au+Au data becomes closer to zero.
Due to large statistical errors, no conclusions could be
drawn from studies of v2{4} versus multiplicity in these
events. To test the e�ect of uranium’s prolate shape on
initial state fluctuations, we also measured v3{2} in cen-
tral collisions and found that v3{2} in the 0.1% most
central collisions are (1.410± 0.006)⇥ 10�2 for U+U and
(1.380 ± 0.008) ⇥ 10�2 in Au+Au collisions (statistical
errors only). The slope of v3 vs multiplicity was small
and negative in both systems at about �0.005 ± 0.002.

In summary, we measured v2{2} and v2{4} for mini-
mum bias, and nearly fully overlapping Au+Au and U+U
collisions at

�
sNN = 200 and 193 GeV respectively.

The prolate shape of the uranium nucleus is reflected
in v4

2{4} which is positive for high multiplicity U+U col-
lisions while v4

2{4} is negative or close to zero for high
multiplicity Au+Au collisions. The knee structure pre-

Schenke, PT, Venugopalan 1403.2232

I Stronger correlation in MC-Glauber compared to IP-Glasma
I Opposite slope for ultra-central Au+Au events.

! STAR results ! IP-Glasma results are more consistent with data. !
can not be explained in conventional two component model + eikonal

energy deposition picture. Moreland, Bernhard, Bass 1412.4708

RHIC-AGS meet 2015, BNL 15/22

Schenke, PT, Venugopalan 1403.2232

I Stronger correlation in MC-Glauber compared to IP-Glasma
I Opposite slope for ultra-central Au+Au events.

→ STAR results → IP-Glasma results are more consistent with data. →
can not be explained in conventional two component model + eikonal

energy deposition picture. Moreland, Bernhard, Bass 1412.4708

RHIC-AGS meet 2015, BNL 17/23



Correlation between multiplicity and eccentricity (n > 2)
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Spectator Asymmetry to constrain initial state
For non-deformed nuclear collisions : Chatterjee, PT 1412.5103

→Sensitive to nucleonic scale fluctuations
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Spectator Asymmetry to constrain initial state
For deformed nuclear collisions : Chatterjee, PT 1412.5103

→Sensitive to azimuthal angle of orientations.
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Open issues

I Imperfect matching of initial conditions to hydro : loss of
information/multi-particle correlations.

I Full 3+1 D simulation of initial state.

I Ab initio modelling of initial state at lower energy collisions.

I Description of light-heavy ion and heavy ion data using same
approach.
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Small systems
A dedicated session on Wednesday morning

Schlichting, Schenke 1407.8458

Gaussian color charge distributions (MV type) around valance
quark + JIMWLK evolution.

Purely initial state (CYM) evolution → sizeable vns in p+A
Schenke, Schlichting and Venugopalan 1502.01331

Azimuthal harmonics from initial color fields in forward
proton-nucleus scattering T. Lappi 1501.0550

Breaking of rotational invariance of color fields → higher order
angular correlations Dumitru, McLerran, Skokov 1410.4844
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Summary

I Understanding the initial stages is essential in the modelling of heavy
ion collisions and quantifying the properties of the created medium.

I A framework including initial geometry and different sources of
quantum fluctuations and ab initio framework of multi-particle
production is required to describe the initial dynamics of heavy ion
collisions.

I A multi-observable analysis of global data at RHIC and LHC can
better constrain the initial state.

I A wide range of future measurements including small systems will
further improve our understanding of initial conditions.
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