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What’s	  the	  ma=er	  with	  pA	  today?	  
Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 7: Top: Scatter plot of number of participating nucleons versus impact parameter; Bottom: Scat-
ter plot of multiplicity versus the number of participating nucleons from the Glauber fit for V0A. The
quantities are calculated with a Glauber Monte Carlo of p–Pb (left) and Pb–Pb (right) collisions.

interaction:
dσinel = πdb2NN[1− e−(σsoft+σhard)TNN(bNN))] , (6)

where σsoft is the geometrical soft cross-section of 57 mb [28] related to the proton size and
σhard the energy dependent pQCD cross-section for 2→ 2 parton scatterings. Further, as in the
clan model, there is a Poissonian probability

P(nhard) =
⟨nhard⟩nhard

nhard!
e−⟨nhard⟩ (7)

for multiple hard collisions with an average number determined by bNN:

⟨nhard⟩= σhardTNN(bNN) . (8)

Hence, the biases on the multiplicity discussed above correspond to a bias on the number of hard
scatterings (nhard) and ⟨bNN⟩ in the event. The latter correlates fluctuations over large rapidity
ranges (long range correlations). As a consequence, for peripheral (central) collisions we expect

17

In Pb+Pb collisions: 
•  Npart is tightly correlated 

with b 

•  Multiplicity (somewhere) 
is tightly correlated with 
Npart 
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Fig. 7: Top: Scatter plot of number of participating nucleons versus impact parameter; Bottom: Scat-
ter plot of multiplicity versus the number of participating nucleons from the Glauber fit for V0A. The
quantities are calculated with a Glauber Monte Carlo of p–Pb (left) and Pb–Pb (right) collisions.

interaction:
dσinel = πdb2NN[1− e−(σsoft+σhard)TNN(bNN))] , (6)

where σsoft is the geometrical soft cross-section of 57 mb [28] related to the proton size and
σhard the energy dependent pQCD cross-section for 2→ 2 parton scatterings. Further, as in the
clan model, there is a Poissonian probability

P(nhard) =
⟨nhard⟩nhard

nhard!
e−⟨nhard⟩ (7)

for multiple hard collisions with an average number determined by bNN:

⟨nhard⟩= σhardTNN(bNN) . (8)

Hence, the biases on the multiplicity discussed above correspond to a bias on the number of hard
scatterings (nhard) and ⟨bNN⟩ in the event. The latter correlates fluctuations over large rapidity
ranges (long range correlations). As a consequence, for peripheral (central) collisions we expect

17

Not so in p+Pb! 
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in Pb+Pb 

Do they in p+Pb? 

They do resemble charged particles … 
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They do resemble charged particles … 
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Binary 
Collisions 

Centrality	  in	  Pb+Pb	  

<Npart> 
0-5% 382 ± 1% 

5-10% 330 ± 1% 
10-20% 261 ± 2% 
20-40% 158 ± 3% 
40-80% 46 ± 6% 

Phys.Lett. B707 (2012) 330-348 Participants Spectators 

<Ncoll> 
1683 ± 8% 
1318 ± 8% 
923 ± 7% 
441 ± 7% 
78 ± 9% 

7 
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Same	  Approach	  for	  Centrality	  in	  p+Pb?	  

<Ncoll>=<Npart>-1 
0-5% 15.5 (+11 -5)% 

5-10% 13.5 (+8 -6)% 
10-20% 12 ± 6% 
30-40% 8.8 ± 6% 
60-90% 3 ±7% 
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ATLAS uses the Pb-going side (backward) region, similar to RHIC experiments 
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Centrality	  Dependence	  of	  Mul7plicity	  in	  
ATLAS	  
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•  Naively, we may have expected 
centrality scaling with <Npart> 

•  That’s not the case! 

•  Essentially we are measuring 
the correlation between two 
multiplicities (ok, one is a 
transverse energy) and 
observing that they do not scale 
the same way  

•  There is a basic question of 
what should be in the 
‘denominator’?   
What is the baseline and what 
is the measurement? 
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Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 1: Distribution of the sum of amplitudes in the V0A hodoscopes (Pb-going), as well as the NBD-
Glauber fit (explained in the text). Centrality classes are indicated by vertical lines. The inset shows a
zoom-in on the most peripheral events.

with ρ0 the nucleon density, which provides the overall normalization, a radius of (R= 6.62±
0.06) fm and a skin depth of a= (0.546±0.010) fm, based on data from low energy electron-
nucleus scattering experiments [38]. Nuclear collisions are modelled by randomly displacing
the projectile proton and the target Pb nucleus in the transverse plane. A hard-sphere exclusion
distance of 0.4 fm between nucleons is employed. The proton is assumed to collide with the
nucleons of the Pb-nucleus if the transverse distance between them is less than the distance cor-
responding to the inelastic nucleon-nucleon cross-section of 70±5 mb at

√
s= 5.02 TeV, esti-

mated from interpolating data at different centre of mass energies [39] including measurements
at 2.76 and 7 TeV [40]. The VZERO-AND cross-section measured in a van der Meer scan [31]
was found to be compatible, assuming negligible efficiency and EM contamination corrections,
with the Glauber-derived p-nucleus inelastic cross-section (2.1 ± 0.1 b). The Glauber-MC de-
termines on an event-by-event basis the properties of the collision geometry, such as Npart, Ncoll
and TpPb, which must be mapped to an experimental observable.

Assuming that the average V0A multiplicity is proportional to the number of participants in an
individual p–A collision, the probability distributionP(n) of the contributions n to the amplitude
from each p-nucleon collisions can be described by the NBD, defined as:

P(n;µ,k) = Γ(n+ k)
Γ(n+1)Γ(k)

·
(µ/k)n

(µ/k+1)n+k
, (3)

where Γ is the gamma function, µ the mean amplitude per participant and the dispersion pa-
rameter k is related to the relative width given by σ/µ =

√

1/µ+1/k. From the closure of
the NBD under convolution, it follows that the conditional probability P(n|Npart), i.e. Npart
repeated convolutions, is equal to P(n;Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated V0A distribution, obtained by convolving
the Glauber Npart distribution with P(n|Npart), is fitted to the measured V0A distribution. The
fit is performed excluding the low V0A amplitude region, V0A< 10. We note however that

7

Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 2: Values of ⟨Ncoll⟩ extracted from CL1, V0M, V0A, ZNA and by ordering the events according to
the impact parameter distribution (b). The systematic uncertainty, given by the quadrature sum of the
uncertainty from the Glauber parameters and the MC-closure test, are drawn around the values obtained
with b.

participants in the Glauber calculation would increase by only 2.5% for NSD events. This was
estimated with a modified Glauber calculation to exclude SD collisions [23].

The systematic uncertainties are evaluated by varying the Glauber parameters (radius, skin
depth and hard-sphere exclusion distance) within their known uncertainty. The uncertainties
on ⟨Ncoll⟩ are listed in Table 3, by adding all the deviations from the central result in quadrature.
The uncertainties range from about 4-5% in peripheral collisions to about 10% in central colli-
sions. Note that, as TpPb =Ncoll/σ inelNN , the uncertainties on σ

inel
NN and ⟨Ncoll⟩ largely cancel in the

calculation of TpPb. However, edge effects in the nuclear overlap are large for TpPb in peripheral
collisions.

The procedure was tested with a MC-closure test using HIJING p–Pb simulations [28] with
nuclear modifications of the parton density (shadowing) and elastic scattering switched off. In
the MC-closure test the V0A distribution obtained from a detailed detector simulation coupled
to HIJING was taken as the input for the fit with the NBD-Glauber method. The difference
between the ⟨Ncoll⟩ values calculated from the fit, and those from the MC truth used in the
HIJING simulation range from 3% in central to 23% in peripheral events (see Table 3). The
large uncertainty in the peripheral events arises from the small absolute values of Ncoll itself. In
this case a small absolute uncertainty results in a large relative deviation. The total uncertainty
on ⟨Ncoll⟩ for each centrality class with the CL1, V0M or V0A estimators is obtained by adding
the uncertainty from the variation of the Glauber parameters with those from the respective
MC-closure test in quadrature.

The NBD-Glauber fit is repeated for the multiplicity distribution of the SPD clusters (CL1) and
for the sum of V0A and V0C, V0M, in the same centrality classes as for V0A. The ⟨Ncoll⟩
values as a function of centrality are given in Table 3 and shown in Fig. 2 for the various

9

ALICE has taken the approach of 
measuring many multiplicities: 

•  CL1: clusters in |η|<1.4 
•  V0A: amplitude in Pb-going side 

2.8<η<5.1 
•  V0C: amplitude in p-going side 

-3.7<η<-1.7 
•  V0M: V0A+V0C 
•   ZNA: neutron signal on Pb-going 

side ZDC 
And then defining from each a different 
centrality estimator 
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Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 16: Pseudorapidity density of charged particles measured in p–Pb collisions at √sNN = 5.02 TeV
for various centrality classes and estimators. The different panels correspond to different centrality esti-
mators: CL1 (top left), V0M (top right), V0A (bottom left), ZNA (bottom right).

7 Results and implications for particle production
7.1 Charged Particle Density

The measurement of the centrality dependence of the particle multiplicity density allows a dis-
crimination between models that describe the initial state of heavy ion collisions. In [23] we
described the charged particle pseudorapidity density in minimum bias collisions. The same
analysis was repeated, dividing the visible cross-section (see Sec.2) into event classes defined
by the centrality estimators described above, and the ⟨Npart⟩ values associated to each centrality
interval were calculated using the methods discussed in Sec. 3, 4, 6.

The results of the charged particle multiplicity density as a function of the pseudorapidity are
presented in Fig. 16 for different centrality intervals and different centrality estimators. The
fully correlated systematic uncertainty, detailed in [23], is 2.2% and is shown, but is smaller
than the marker size in the figure.

In peripheral collisions (60-80% and 80-100%) the shape of the distribution is almost fully
symmetric and resembles what is seen in proton-proton collisions. In more central collisions,
the shape of dNch/dη becomes progressively more asymmetric, with an increasing excess of
particles produced in the direction of the Pb beam compared to the proton-going direction.
The shape of the pseudorapidity density function is sensitive to details of particle production
models. For example, it was found in [23] that in minimum bias reactions the ηlab dependence is
described relatively well by HIJING [55] or DPMJET[51], with a gluon shadowing parameter
tuned to describe experimental data at lower energy, whereas the saturation models [56–58]
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Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 17: Asymmetry of particle yield, calculated as ratio of the pseudorapidity density integrated in
0 < η < 0.5 to the one in −1.5 < η < −1 as a function of the pseudorapidity density integrated at
mid-rapidity for various centrality classes and estimators.

exhibit a steeper ηlab dependence than the data. We have quantified the centrality evolution
of the pseudorapidity shape for the different centrality estimators by analyzing the density at
mid-rapidity, and the asymmetry of particle yield between the proton and the Pb peak regions,
as the ratio of dNch/dη at 0< η < 0.5 and −1.5< η <−1.0, symmetrically around the centre
of mass. This is shown in Fig. 17.

The left side of Figure 18 shows the dNch/dη integrated at mid-rapidity divided by the number
of participants as a function of ⟨Npart⟩ for various centrality estimators. The systematic un-
certainty is smaller than the marker size. For the V0A centrality estimator, in addition to the
⟨Npart⟩ from the standard Glauber calculation, the results obtained with the implementation of
Glauber-Gribov model (with Ω= 0.55) are also shown. For CL1, V0M, and V0A, the charged
particle density at mid-rapidity has as steeper than linear increase, as a consequence of the
strong multiplicity bias, which is strongest in CL1, where the overlap with the tracking region
is maximum. This trend is not seen in the case of the Glauber-Gribov model, which shows a
relatively constant behaviour for the integrated yield divided by the number of participant pairs,
with the exception of the most peripheral point.

For ZNA, there is a clear sign of saturation above Npart ∼ 10, as the ⟨Npart⟩ values are closer to
each other. Most probably, this is due to the saturation of forward neutron emission. We note
that none of these curves point towards the pp data point. This suggests that the geometry bias,
present in peripheral collisions, together with the multiplicity bias for CL1, V0M and V0A, has
a large effect on this centrality class.

In contrast, the results obtained with the hybrid method, where the NPb−sidepart and the Nhigh−pTpart
give very similar trends, show, within ±10%, scaling with Npart, which naturally reaches the
pp point, well within the quoted uncertainty of 8% on the Npart values. In addition, they show
that the range in Npart covered with an unbiased centrality selection is more limited than what is
obtained using estimators based on particle multiplicity. The latter do not select on the collision
geometry but rather on the final products of the collision. This effect is emphasized in the right
plot, which shows the same quantity Nch divided by Npart as a function of Nch. Here the limited
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Integrated multiplicity plotted against Npart 
 

Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 18: Pseudorapidity density of charged particles measured in p–Pb collisions at mid-rapidity per
participant as a function of Npart (left), or as a function of the mid-rapidity density (right), for various
centrality estimators.

range in Nch reached with the ZNA selection is clearly visible. The data for CL1, V0M, V0A,
and ZNA show the bias discussed in Sec. 5, while the data extracted with the hybrid model, as
well as those scaled by Glauber-Gribov Npart, with the exception of the most peripheral point,
scale linearly with Npart, and extrapolate to the pp value. This indicates the sensitivity of the
Npart-scaling behaviour to the Glauber modelling, as well as the importance of the multiplicity
fluctuations.

7.2 Nuclear modification factors

As discussed in section 5, the various centrality estimators induce a bias on the nuclear modifi-
cation factor depending on the rapidity range they cover. In contrast to minimum bias collisions,
where ⟨Ncoll⟩= 6.9 is fixed by the ratio of the pN and p–Pb cross-sections, in general, Ncoll for
a given centrality class cannot be used to scale the pp cross-section, or to calculate centrality-
dependent nuclear modification factors. For a centrality selected event sample, we therefore
define QpPb as

QpPb(pT;cent) =
dNpPbcent/dpT

⟨NGlaubercoll ⟩dNpp/dpT
=

dNpPbcent/dpT
⟨TGlauberpPb ⟩dσpp/dpT

(15)

for a given centrality percentile according to a particular centrality estimator. In our notation
we distinguish QpPb from RpPb because the former is influenced by potential biases from the
centrality estimator which are not related to nuclear effects. Hence, QpPb can be different from
unity even in the absence of nuclear effects.

The pT distribution of primary charged particles in minimum bias collisions is given in [59].
The charged particle spectra are reconstructed with the two main ALICE tracking detectors,
the Inner Tracking System and the Time Projection Chamber, and are corrected for the detec-
tor and reconstruction efficiency using a Monte Carlo simulation based on the DPMJET event
generator [51]. The systematic uncertainties on corrections are estimated via a comparison to a
Monte Carlo simulation using the HIJING event generator [28], while the pT resolution is esti-
mated from the space-point residuals to the track fit and verified with data. The total systematic
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Figure 10: Left: Glauber-Gribov PH(�NN) distributions (see text) for⌦ = 0.55 and 1.01. Right: Glauber
and Glauber-Gribov Monte Carlo Npart distributions for 5.02 TeV p+Pb collisions obtained from 1 million
simulated events each.

collisions. For fixed Npart, the ⌃EPb
T distribution from the WN model can be obtained as an n-fold con-

volution, where n is equal to Npart, of the corresponding p+p A-side FCal P ET (⌃EA
T ) distribution. This

convolution is straightforward to implement because transverse energy distributions in p+p collisions
are typically well described by gamma distributions [55]

gamma(x; k, ✓) =
1
�(k)

1
✓

✓ x
✓

◆k�1
e�x/✓. (7)

The gamma distribution has the property that an N-fold convolution of a distribution with parameters k
and ✓ yields another gamma distribution with the same ✓ parameter and a modified k parameter, k0 = Nk.
For a set of inelastic collisions having a distribution of Npart values, the corresponding WN dNevt/dET
distribution would be obtained by summing the gamma distributions over di↵erent Npart values weighted
by P(Npart) (as in the right panel of Figure 10).

Attempts to fit the measured ⌃EPb
T distribution in p+Pb collisions, using the WN-convolved gamma

distributions with k0 and ✓0 as free parameters, yield unsatisfactory results. The Glauber Npart distribution
has the wrong shape to allow even an approximate description of the distribution shown in Fig. 2. As
a result, for this analysis, a generalization of the WN model was implemented taking advantage of the
convolution properties of the gamma distribution. The generalization parameterizes the Npart dependence
of the k and ✓ parameters of the gamma distribution as

k
⇣
Npart
⌘
= k0 + k1

⇣
Npart � 2

⌘
,

✓
⇣
Npart
⌘
= ✓0 + ✓1 log

⇣
Npart � 1

⌘
. (8)

For k1 = k0/2 and ✓1 = 0, this model reduces to the WN model. The log(Npart � 1) term allows for a
possible variation in the e↵ective acceptance of the FCal due to an Npart-dependent backward shift in the
p+Pb centre-of-mass system [56]. This model provides a reasonable description of the measured ⌃EPb

T
distribution for both the Glauber and two Glauber-Gribov Npart distributions. Two alternative parame-
terizations for k

⇣
Npart
⌘

and ✓
⇣
Npart
⌘

were used to evaluate systematic uncertainties. One of these kept
✓ constant, ✓

⇣
Npart
⌘
= ✓0 while allowing for a quadratic dependence of k on Npart. The other included

both a quadratic term in k
⇣
Npart
⌘

and the logarithmic term in ✓
⇣
Npart
⌘

but fixed k1 = k0/2 to reduce the
number of free parameters.

To limit the number of free parameters when fitting the ⌃EPb
T distribution, k0 and ✓0 were obtained by

fitting the PYTHIA8 and PYTHIA6 detector-level ⌃EA
T distributions to a gamma distribution convoluted
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Without invoking centrality 
bias corrections, multiplicity 
scales with centrality! 
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Are	  EW	  Bosons	  Good	  For	  Centrality?	  
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EW	  Bosons	  To	  Define	  Centrality	  
Variable	  ~	  <Ncoll>	  

• Agreement with scaling measured 
• Reverse our assumptions – assume scaling calculate 
geometric factor necessary for ‘perfect’ scaling 
• Derive geometric factors from EW bosons 
• Competitive uncertainties 
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Some	  Cau7on	  
•  We need to be sure we understand initial state 

nuclear corrections to the PDF 
•  EW bosons-centrality correlations may also be 

subject to bias 
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More	  Reason	  for	  Cau7on	  

•  We need to be sure we understand initial state 
nuclear corrections to the PDF 

nPDF corrections may be centrality dependent 
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More	  Reason	  for	  Cau7on	  

•  We need to be sure we understand initial state 
nuclear corrections to the PDF 
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And understanding those corrections may be 
centrality model dependent! 
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By	  the	  way	  …	  
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Centrality dependent rapidity dependence is 
something we need to understand for multiplicity too 
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How	  about	  Biases?	  
•  Biases	  don’t	  disappear	  for	  EW	  bosons	  
•  Several	  models	  out	  there	  that	  aim	  to	  explain	  the	  correla=on	  

between	  different	  centrality	  observables	  and	  hard	  processes	  
–  Dennis	  and	  Peter	  have	  a	  model	  based	  on	  idea	  that	  hard	  scaDering	  

yield	  is	  propor=onal	  to	  mul=plicity	  for	  each	  NN	  collision	  
–  PHENIX	  studies	  with	  HIJING	  
–  ‘Simple’	  p	  conserva=on,	  see	  e.g.	  jet	  measurements	  

•  EW	  bosons	  may	  be	  the	  best	  way	  to	  test	  these	  …	  
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Fig. 14: ⟨Ncoll⟩ values obtained with the hybrid method under the three assumptions discussed in the text.
The systematic uncertainty, shown as a grey band around the Nmultcoll points, represents the 8% uncertainty
on the ⟨Ncoll⟩MB.
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Fig. 15: Signal in the proton-going direction ZNC as a function of Nmultcoll . The red line shows a linear fit
to the first four data points.

centrality classes. This confirms the consistency of the assumptions used, but it does not prove
that any (or all) of the assumptions are valid.

We note that these values, in particular NPb−sidecoll , agree within 12% with those calculated with
the SNM (see Fig. 2 and Table 3), except for the most peripheral reactions, where the SNM
is inaccurate. In addition, we plot in Fig. 15 the zero degree signal from neutral particles in
the proton-going direction ZNC vs Nmultcoll . Over a wide range of centralities (10-100%) a linear
anti-correlation is observed. This is consistent with a longitudinal energy transfer of the proton
proportional to the number of binary collisions.
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A	  modest	  proposal	  

•  EW	  bosons	  may	  be	  the	  common	  denominator	  
for	  tricky	  centrality	  studies	  

• Maybe	  eventually	  used	  to	  calibrate	  centrality	  
•  Calibra=on	  includes	  biases	  

–  Elides	  the	  problem	  of	  what	  we	  call	  a	  
measurement	  and	  what	  we	  call	  a	  bias	  

•  Can	  be	  compared	  across	  experiments	  
•  All	  pA	  experimentalists:	  Measure	  centrality	  
dependence	  ofEW	  bosons!	  
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A	  less	  modest	  proposal	  
•  Build	  a	  centrality	  detector!	  
•  ALICE	  method	  uses	  neutrons	  in	  ZDC	  but	  the	  ‘dynamic	  
range’	  is	  limited	  looking	  only	  at	  spectator	  neutrons	  

•  Build	  downstream	  detectors	  that	  can	  measure	  all	  
spectators	  
–  Use	  accelerator	  magnets	  as	  mass	  spectrometer,	  and	  detect	  
fragments	  with	  iden=fied	  A/Z~Nspec	  

•  Calcula=ons	  for	  Au+Au	  @	  RHIC	  in	  NIM.	  A	  768,	  170	  (2014)	  
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A	  less	  modest	  proposal	  
•  Full	  simula=on	  for	  pA	  needed	  with	  details	  of	  pA	  
accelerator	  structure	  for	  LHC	  or	  RHIC	  

•  Could	  answer	  many	  ques=ons	  …	  
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Figure 10: Resolution of Npart determination for calculations using the DPMJet
and the QGSM generators in di↵erent centrality bins (filled markers) and for
di↵erent choices of detector technologies (open markers). Calculated resolu-
tion is compared to the estimation based on the data, which is derived from
publications [23, 25].

plotted versus hNparti. The error bars correspond to the systematic uncertain-
ties which are given in the same publication. The results of the calculations
for DPMJet and QGSM models are shown in the same centrality intervals as
the data estimate, calculated using N

rec
part. These estimates include the width

of the centrality intervals and the intrinsic resolution of the method, but not
the resolution of the detector, which is discussed below. As one can see the
resolution depends on the choice of generator and is comparable to currently
used techniques.

To address the question of intrinsic resolution of the method and the contri-
bution which is coming from possible choice of detector technology to be used in
the detector stations, the resolution was calculated with the DPMJet generator
in narrow N

rec
part intervals. The resulting curves are shown in Fig. 10 with open

markers. Open squares corresponds to the case when each A

f

is measured per-
fectly, i.e. the true A

f

is accepted for each detected particle. The open circles
(“charge and position”) correspond to the case in which the Z

f

of the fragment
is measured perfectly, but the mass is taken at an average value of all spectators
with measured Z

f

at the x-position in the detector. The open diamond (“charge
only”) markers correspond to the case when the coordinate is not reconstructed
at all, but the mass is taken as an average mass of all fragments for a given Z

f

.
The curves are all similar, because the dominant factor which determines the

resolution is the loss of spectator fragments coming from increased deflection
due to Fermi motion (see Fig. 6). The curves are not flat at Npart ⇡ 250, this
is an artifact of the asymmetry cut shown in the insert of Fig. 8.
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Summary	  

• Many	  non-‐trivial	  observa=ons	  in	  pA	  centrality	  
measurements	  α	  mul=plicity	  correla=ons	  

•  Ambiguity	  about	  ‘anomalous/novel’	  phenomena	  
vs	  centrality	  defini=ons	  

•  S=ll	  at	  a	  stage	  where	  more	  measurements	  may	  
give	  more	  informa=on	  

• Measuring	  EW	  bosons	  may	  help	  break	  the	  
impasse	  …	  


