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Extracting the electron-boson spectral functiona?F (w) from infrared and photoemission data
using inverse theory
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We present a method for extracting the electron-boson spectral funetfeiw) from infrared and photo-
emission data. This procedure is based on inverse theory and will be shown to be superior to previous
techniques. Numerical implementation of the algorithm is presented in detail and then used to accurately
determine the doping and temperature dependence of the spectral function in several familiesTf high-
superconductors. Principal limitations of extractia§F(w) from experimental data will be pointed out. We
directly compare the IR and angular-resolved photoemission spectroaébfy) and discuss the resonance
structure in the spectra in terms of existing theoretical models.
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I. INTRODUCTION data. Unlike previous techniques which are valid onlyTat
=0 K, our method can be applied ahy temperature.

The electron-boson spectral function is one of the most The paper is organized as follows. First in Sec. Il we
important properties of a BCS superconduétdm. conven-  outline the numerical procedure of solving integral equa-
tional superconductors the electron-phonon spectral functiotions. In Sec. lll we demonstrate the usefulness of our
has been successfully obtained using tunnélargd infrared  method by applying it to previously published data for
(IR) spectroscop¥:® The situation is more complicated in YBa,Cu;0;7_5 (Y123). In Sec. IV model calculations of the
cuprates where the mechanism of superconductivity is still &pectral function will unveil some important problems en-
matter of debate. Based on IR data it was suggested vembuntered when solving integral equations. Section V dis-
early that charge carriers in cuprates might be stronglyusses the origin of negative values in the spectral function
coupled to some collective boson mdtiéwas subsequently and methods for dealing with them. In Sec. VI the effect
proposed that this collective mode might be magnetic insuperconducting energy gap has on the spectral function will
origin.”~® Within this scenario electrons are strongly coupledbe analyzed. In Sec. VII we study the temperature depen-
to a so-called “41 meV” resonance peak observed in inelastidence of the spectral function for optimally doped
neutron scattering spectroscodS) (Refs. 10 and 1 The  Bi,Sr,CaCyOg,; (Bi2212. In Sec. VIII inverse theory is
peak is believed to originate from antiferromagnetic spinapplied to ARPES data and the spectral function of molyb-
fluctuations that persist into the superconducting state; cowdenum surface Md10 and Bi2212 have been studied. Fi-
pling of electrons to this mode in turn leads to Cooper pairnally, Sec. IX contains quantitative comparison of the spec-
ing. However, recently this view was challenged by a pro-tral functions of optimally doped Bi2212, extracted from
posal that charge carriers might be strongly coupled tdoth IR and ARPES data; the observed results are critically
phononst**> This controversial suggestion has revitalized compared against existing theoretical models. In Sec. X we
the debate about whether a collective boson mode is respogsummarize all the major results.
sible for superconductivity in the cuprates. An accurate and
reliable determination of the electron-boson spectral function
has become essential. Il. NUMERICAL PROCEDURE

In this paper we propose a different way of extracting the
spectral function from IR and angular-resolved photoemis- The(optical scattering rate of electrons in the presence of
sion spectroscopyARPES datal® The proposed method is electron-phonon coupling &t=0 K is given by the famous
based on inverse theotyand will be shown to have numer- result of AllenZ°
ous advantages over previously employed procedures. An
advantage of the method is that it eliminates the need for "
differentiation of the data, that was previously the most seri- 1 - 2m d0(w - Q) ?F(Q) (1)
ous problem. The inversion algorithm uncovers extreme sen- o) ol ’
sitivity of the solution to smoothing, and offers a smoothing
procedure which eliminates arbitrariness. Since the spectral
function is convoluted in the experimental data, some inforwhere oF(w) is the electron-phonon spectral function. The
mation is inevitably lost; we will use inverse theory to set thescattering rate 1{w) can be obtained from complex optical
limits on useful information that can be extracted from theconductivity o(w)=0(w) +ioy(w):
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where w, is the conventional plasma frequency. Recentlywhere 1/{w,T) are experimental datdfrom Eq. (2)],
Marsiglio, Startseva, and Carbctteave defined a function K(w,{,T) [contains the prefactofr/w from Eq. (4] is a

W(w): so-called kernel of integral equation, aadF(w,T) is the
unknown function to be determined. When discretized in
1 d? 1 both w and () Eg. (5) becomes
W(w) = ———|o——|, (3
27 dw m(w) 1 N
=D, AQ’F(Q;, K(w;,Q:,T), 6
which they claim to beW(w)=a’F(w) in the phonon w;, T) ng i@ P DK@, . T) ®)

region® It is easy to showby substitution, for examp)ehat
Allen’s formula Eq.(1) and Eq.(3) are equivalent expres-
sions, provided 1A w=0)=0. Equation(3) is frequently y=Ka, (7)
used to extract the spectral function in the cuprates from IR . .
data®21-27 Obviously this method introduces significant nu- Where vector y corresponds to Ilw;,T), vector a to
merical difficulty since thesecondderivative of the data is @°F(€;,T) and matrixK to K(w;,{;,T).%? The problem is
needed. The experimental data must tembiguously reduced to finding vectdd, i.e., the inverse of matriX. To
smoothed “by hand” before E¢B) can be applied, otherwise perform this matrix inversion we adopt a so-caldgular
the noise will be amplified bydouble differentiation and Vvalue decompositioiSVD),** because it allows a physical
will completely dominate the solution. An alternative ap- insight into the inversion process and offers a natural way of
proach is to fit the scattering rate with polynomials and thersmoothing. MatrixK is decomposed into the following form:
perform differentiation analyticall§/:?® Note also that al- — Il di AT
though Eq.(3) is valid only atT=0 K, it is frequently ap- K =Uldiagw)) JV', ®
plied to higherT, even at room temperature. where U and V are orthogonal matriceJT=U"! and V"
Here we propose a different method of extracting the=V™%), and diagw;) is a diagonal matrix with elements;.
spectral function. It is based on the following formula for the The inverse oK is now trivial: K=V [diag(l/wj)]uT and
scattering rate afinite temperatures derived by Shulgd  the solution to Eq(7) is then simply

with i=1,N. In matrix form

al.;2930
a=Ky=V[diag1iw)]UTy. 9
- - Q : o :
:Zf d0e?F(Q,T)| 20 cotI-(—) The elements of dlagona_ll matriw; are calledsingular
1o, T) ol 2 values(sv9; they are by definition positive and are usually

0 0 arranged in decreasing order. If all of them are kept in(E).
_ ot _ w~ the exact solution, i.e., the best agreement with the original
(w+Q)cotf‘< 2T >+(w Q)coth( 2T )} data, is obtained. If needed, and it almost always is when
(4) solving integral equations, the smoothing of the solutioot
the experimental datds achieved by replacing the largest
which in the limitT— 0 K reduces to Allen’s result Eq1).21 ~ 1/W; in Eq. (9) with zeros, before performing matrix multi-
Unlike Eq. (1) which has a differential form Eq3), there is plications. This is a common proceplure of filtering out high-
no such simple expression for E@). Therefore in order to 'equency components in the soluti¢h.
o_btainaZF(_w) from Eqg.(4) one must _apply inverse theo’r’y._ Il AN EXAMPLE
Like most inverse problems, obtaining the spectral function
from the scattering rate data is an ill-posed problem which To demonstrate the usefulness of this procedure we first
requires special numerical treatment. The spectral functio@nalyze the existing IR data for underdoped ¥Ba&Og ¢
appears under the integral, an operator which has smoothirkjith T.=59 K (Ref. 33. The spectral functiohV(w) for this
properties. That means that some of the information orfompound was previously determined using E2), after
o?F(w) is inevitably lost. Using inverse theory our goal will 1/7(®,T) had beenheavily) smoothed Here we apply the
be to extract as much useful information as we can, and séumerical procedure described in the previous section on the
the limits on lost information. same data set. We start with 4d,T=10 K) data in the
Numerically the procedure of solving an integral equationrange 10-3000 ci, and form a linear set of 300 equations
reduces to an optimization problem, i.e., finding the “best’to be solvedN=300 in Eq.(6)], i.e., 300-element vectois
out of all possible solution®. Different criteria can be andy and a 300300 matrixK [Eq. (7)]. We then decom-
adopted for the best solution, such &_3:closeness to the pose matriXK [Eq.(8)] and choose how many of its singular
data in the least-square ser{ae will call this solution “ex-  values we are going to keep. Finally we invert the matrix and
act’) or (i) smoothness of the solution. The most usefulsolve the system for vectda [Eq. (9)], i.e., a’F(w) in the

solution is often a tradeoff between these two. range between 10 and 3000 dmat 300 points.
Equation(4) is a Fredholm integral equation of the first ~ The left panels of Fig. 1 show the results @iF(w) cal-
kind;3! it may be rewritten as culations for YBaCu;Og 6 at 10 K, for six different levels
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that the main peak is due to coupling of charge carriers to a
collective Bosonic mode and that it occurs at the frequency
show the experimental {w) along with 1/.,(w) calculated from A+, WhereA is the maximum gap in t_he density of states
the corresponding spectral functifieq. (4)]. The top panels showa and s is the frequency of the Bosonic mode. They also
previously published spectral functidiRef. 8 obtained from the ~claimed that in optimally doped Y123 the spectral weight of
scattering rate smoothed by hand. The other five pairs of panels at8€ peak matches that of neutr¢wr,7) resonance and is
the data obtained using inverse theory. Different numbers of singusufficient to explain the high transition temperature in the
lar values are kept in the calculations, which results in differentcuprates. On the other hand Abanetval?® argued that the
levels of smoothing. Note that the vertical scale in panels B1 ananain peak due to coupling to the collective mode should be
Clis different. at 2A+w.. Moreover, they argued that the fine structure at
higher frequencies inF(w) has physical significance: the
and/or methods of smoothing. The right panels show theecond dip above the main peak should bea#A and the
scattering rate 1 w), along with the calculated scattering next peak atw=2A+2w,,
rate 1/, (w), obtained by substituting the corresponding From Figs. 1 and 2 we conclude thextremecaution is
o’F(w) on the left back into Eq4). The top panel$éAl and  required when performing numerical procedures based on
A2) display a previously published solutfoobtained using the data smoothed by hand. In Fig. 2 the strongest peak at
Eq. (3) after the data had been smoothed by hand. The nesaround 480 crit is fairly robust, although its spectral weight
two panels(B1 and B3 present the exact solution using does change a few percent. However, the other structures are
SVD, with all 300 singular values different from zero. This very dependent on smoothing. The strongest dip shifts from
solution does not appear to be very usdfte the vertical 780 cn* with 11 svs, to 760 cit with 12 svs and 750 cm
scalg, although it gives the best agreement between the exwith 13 svs. In the data smoothed by hand it is at 730%cm
perimental data 1fw) and calculated scattering rate The spectral weight of the dip also varies. It was suggested
1/7.4(w) (panel B2. One might say that the solution con- by Abanovet al® that the main dip, not the peak, is a better
tains too much information, as it unnecessarily reproduces afn€asure of the frequencyAz ;. However, based on our
the fine details in the original I{w) data, including the calculations (Fig. 2) the dip is even more sensitive to
noise. The remaining panels show SVD calculations with 3¢moothing than the peak. Other peaks and dips do not dis-
(C), 20 (D), 15 (E), and 10(F) biggest svs different from play any correlation with the number of svs, i.e., the level of
zero. Surprisingly only a few singular valuéless than 10% Smoothing.
of the total numberare needed to achieve a similar spectral
function as obtained previously by smoothing the data by
hand(panel A). Indeed Fig. 2 shows that approximately 12 IV. MODEL CALCULATIONS
or 13 nonzero singular values are needed. Note, however,
that neither of the curves matches exactly the curve obtained The question we must now try to answer is how many svs
from the data smoothed by hand. to keep in inversion calculations. To address this issue we
The o?F(w) spectraFig. 2) display a characteristic shape have performed calculations based on a model spectral func-
with a strong peak at 480 ch followed by a strong dip at tion with two Lorentzians:

FIG. 1. Spectral function?F(w) for underdoped YBgCu;0; 6
with T,=59 K. The left panels show?F(w) and the right panels

104529-3



DORDEVIC et al. PHYSICAL REVIEW B 71, 104529(2005

] Singular Values
~41.0 0 50 100 150 200
7 4 T T T T ¥ T i
405
~.10.0
410
05| . 4 F 405
. e 1 [
2 00 \Mﬁa 00 o
NE 1 1 LA 1 1 l.’l"
10} 100sv. J L 10 s.v. 10 €
05 | o1 0F 405
0.0 7 ™~ 0.0
L | 1 i 1 1 E
1.0 | 50 s.v. 4 F 5s.v. 410
05 || N 4 L /\/\_ 0.5
g [ L= 0.0
E L 1 1 1 L 4 E L 1 1 1 L 4 L 4
0 1000 2000 3000 1000 2000 3000 : - : :
0 50 100 150 200

Frequency [cm’] Singular Values

FIG. 3. Model calculations of a spectral function with two FIG. 4. Sinqular values at different temperatures. Top panel- first
Lorentzians[Eqg. (10)]. The exact solution, with all 300 svs, does (bi ') 200' gu r Vm rR' b ttlm nel- FI)I 100” .fr Fr)npARPI.E\IS
not agree well with the model because small singular values pro: Igges svs Tro » bottom panet: a svs o )

duce numerical instabilities in the solution. On the other hand, if tooWhen analyzing temperature dependence of the spectral function

few svs are kept unphysical negative regions appear. The mod?Egr;l%tals.cit;_tir_?]c:ns(g?a?%pggrlﬁtee’og]s;urg rr:g ?gr%fa.setgehae\ﬁ
spectral function is recovered with 50-100 svs. '9 : 10. ' ping dep

dence studiegat the same temperatyrévertical cuts,” i.e., the
same number of svs, should produce similar levels of smoothing.

2 2 2 2
Wy W Wy, W
CYZF((L)) - p.a + p.b ) ) ) ) ) )
(02— 022+ (y,0)%  (0f— 09+ (yp0)?’ unlike the model calculation shown in Fig. 3, in calculations

(10) with real data those two criteria are not well separated.
Therefore one must be very careful when quantitatively ana-
with w2 ,=50 000 cm?, w,=500 cm?, v,=200 cn?, wZa lyzing the fine structure and their spectral weight#tF (w),
=250 000 cm?, w,=2000 cm?, and y,=800 cmm®. This as different levels and/or methods of smoothing can cause
analytic form was chosen to mimic the real spectral functionspurious shifts of the peaks and/or redistribution of their
in cuprates[see, for example, Fig. 6 beldqwFrom this weights. For example, visual inspection of7l4(w) on the
o?F(w) the scattering rate was calculat@tbt shown using  right-hand side of Fig. 1 cannot distinguish between different
Eq. (4) and then the formalism of inverse theof@ec. I)  levels of smoothingcompare 1t.,(w) in panels C2, D2, or
was applied. Figure 3 shows the model spectral functiorE2], however, even the smallest differences manifest them-
(gray lines along with the spectral function determined us- selves in the spectral functions in the left panels.
ing inverse theoryblack lines. We see that the exact solu- An advantage of using inverse theory for extracting
tion (with all 300 sv$ does not agree well with the model, o’F(w) is that we carguantifythe smoothing procedure by
this is due to numerical instabilities induced by the smallesspecifying the number of svs different from zero in Eg),
svs. As we reduce the number of gest off the smallegtthe  thus eliminating arbitrariness related with smoothing of ex-
agreement improves and for 100 and 50 svs the inversioperimental data by hand. This is especially important when
reproduces the original spectral function. As we reduce thguantitatively comparing results from two different )
number of svs further the agreement begins to deteriorateurves. Note, however, that if the data sets have different
and negative values in’F(w) appear again. Obviously these signal-to-noise levels, keeping the same number of svs will
negative values are not real and simply reflect the fact thatesult in different levels of smoothing. We will encounter this
too few svs do not contain enough information to reproduceroblem below when we study the doping dependence of
the original data. Note, however, that even with very few svsa’F(w) in Y123, since available data are from different
the main features of the spectral function are reproduced, aburces.
the main peaks and dips are roughly at correct frequencies Similar problems arise when analyzing temperature de-
(see, for example, calculations with 20, 15, and 10).svs pendence of the data. Keeping the same number of singular
Their spectral weights are not reproduced though. values is again not the best way to achieve similar levels of
The optimal number of svs is always a tradeoff betweersmoothing. Figure 4top) shows the absolute values of the
numerical precision and closeness to the data. Unfortunatelfirst (biggesit 200 svs at different temperatures. They drop
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quickly (note the log scajeand such smally; produce large
oscillations in the solution. To avoid that one cuts off, i.e.,
replaces 1w, with zeros in Eq.(9). As Fig. 4 (top) shows,

svs are also very temperature dependent, and there are dif-
ferent ways to make the cut. As mentioned above, keeping
the same number of svs different from z¢teertical cut”) is

not a good way, as that would imply including smaller svs at
higher temperatures and therefore higher frequency compo-
nents into the solution. In such cases it is better to make
“horizontal cuts,” i.e., keep the svs in the same range of
absolute values. This implies different numbers of svs at dif-
ferent temperatures, but the oscillations in all the solutions
should be approximately the same.

- 600

400
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- 600

400

[, wo] 1/}

L

o’F(w)

200

V. PROBLEM OF NEGATIVE VALUES | 600

An obvious problem with thesérigs. 1 and 2 and pre-
vious (Refs. 8 and 22—27calculations is that they all pro-
duce nonphysicahegative valuesn the spectral function.
The latter function is proportional to the boson density of
statesF(w) and therefore cannot be negative. The important . g
issue we must address is the origin of these negative values. 0 1000 2000 1000 2000 3000
As shown in Fig. 3 negative values can appear because of Frequency [cm™]
numerical problems: either because small svs produce nu-
merical instabilities, or because too few svs do not contain FIG. 5. Model calculations of spectral function from the BCS
sufficient information to reproduce the original data. Thesescattering rate. The left panels display the calculated spectral func-
negative values are not real and can be eliminated either HiPn a’F(w) and the right panels display the BCS scattering rate
choosing an appropriate number of svs, or by some oth Iso shown with dotted lines _in the left panetsd 1_/rca|(w) cal-_
numerical technique, as we will show below. culated from the spectral function on the left. A gap in the density of

However, negative values can also have a real physicﬁtates prpduces similar structuredfF(w) as does the coupling to
origin, and they cannot be eliminated by any numerical pro@ Bosonic mode.
cedure. Namely, all the methods we have discu$ged.(1)
and(3), or (4)] were developed for theormal state, but are  run from zero to infinity, and the sum in E() runs only up
frequently used in thépseuddgapped staté>34In order to  to 3000 cm.

illustrate the insufficiency of these models to account for a Numerically one applies the constraints during an itera-
(pseudagap in the density of states we have performed intive inversion proces¥: The initial solutiona, for the itera-
version calculations on the BCS scattering rate. Figure %ion can be obtained either from E) or more generally
shows that scattering rat@ight panel$ calculated within ~ using a so-called regularization:

BCS withI'=2A=400 cni?, atT/T,=0.1. The spectral func- T2 (1T =

tions calculated with different numbers of svs, i.e., different Kly= (KK +aH)3, (1)
levels of smoothing are shown in the left panels. SurprisinglywhereH is a so-called regularization matrix adds a regu-
they look very similar to those produced by the coupling oflarization parameter. Fo6=0 (no regularizatioh Eq. (11)
carriers to the collective Bosonic modsee Figs. 1 and)2 reduces to Eq(7). Equation(11) can also be solved using
there is a strong peak roughly at the frequency of the gapSVD. Once the initial solutiod, is found, one applies itera-
followed by a strong dip and fine structure which is smooth-tion, imposing the constraint’F(w)=0 in every step:

ing dependent. — - T/ - -

The main issue now is whether one can distinguish be- 8ns =PI = BoH)a, + BK (v - Hay)], (12)
tween real, physical negative values arising because of th@hereg is the iteration parameter aldenotes an operator
gap in the density of states and those arising because @hat sets all the negative values in the solution to zero. The
numerical instabilities. Using inverse theory we can also adresults of these calculations for YB2u,Ogg with T,
dress this problem. A so-calletbterministic constraift can =59 K are shown in Fig. 6. The initial soluticiop panels
be imposed on the solution during the inversion processyas obtained from SVD with 20 svs and no regularization.
These deterministic constraints reduce the set of possible s@his solution was then iterated different numbers of times:
lutions from which the best solution will be picked. In the 100 (panel B, 200 (C), 500 (D), and 1000(F). For each
case of the spectral function an obvious constraint isntermediate solution the scattering rate rl{w) (gray
a®F(w)=0 for all w. However, other constraints are also lines) was calculated using Eg4).
possible. In fact one of them, thafF(w)=0 above some  Clearly as the number of iterations increase the agreement
cutoff frequency(3000 cn?), was implicitly assumed in all between 1Hw) and 1/.,(w) becomes better, but it never
previous calculations, as the limits in the integral in E8.  becomes as good as the one with negative valogspanel.

400

200
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FIG. 6. Spectral functiom?F(w) for underdoped YBgCu;0g 6

with T,=59 K. A deterministic constraini’F(w)=0 is applied it- . _ .
. o . YBa,CuzOg g9 With T,=57 K (Ref. 36, (B) YBa,Cuz;Og g9 With
eratively [Eq. (12)]. The top two panels show the initial solution T,=59 K (Ref. 8, and(C) YBa,CusOg o5 With T.=91 K (Ref. 36.

W't.h 20 svs. The other four sets of p_anels_, display intermediate SOAll curves are for the lowest measured temperaflrelO K. Ver-
lutions for several different levels of iterations.

tical cuts, i.e., the same number of singular val(l&s, were made
Q{/L:ir all three data sets. The right panels display(d) data along

ith 1/7.,(w). Dashed lines are the results of iterative calculations.
Relatively good fits without negative values dfF(w) can be ob-
u{ained for both YBaCusOg 0 Samples, but not for YB&LUOg o5

FIG. 7. Doping dependence of spectral functigi(w) for (A)

It appears that the numerical process converges, althou
very slowly, to the solution with negative values: some fre-
quency regions in’F(w) have simply been cut off by the
program. The position of the main peak is not affected, b

its intensity has been reduced significantly. We also empha-, ) ] ) )
size that the structure in the spectral function at Sions(dashed lineswithout negative values in the spectral

>1000 cm? is essential for obtaining linear frequency de- fu_nctlon. Thafc is not the case fo.r the.6.95 sample where

pendence of 1#w) up to very high frequencies. We will Wlth(?ut negative va!ues the inversion fa|ls batee dashed

return to this important issue in Sec. IX below. line in the bofttom—ngh.t pangl This |nd|catgs t'hat the form
Therefore in the case of YB&U,O, ¢, We have been able of the scatter'lng rate is probably a comblnatlpn of coupling

to eliminate negative values and at least in principle obtairf® the collective _mode7and a gap in the density of states, as

«?F(w) which is always positive. This indicates that the POinted out by Timusk!

structure in the spectral function {predominantly due to

coupling to the Bosonic mode and not the gap in the density v|. ELECTRON-BOSON COUPLING VS ENERGY GAP

of states. On the other hand, we have not been able to obtain . . ) o

a good BCS scattering rate without negative values in the2AS demonstrated in previous sections similar shapes of

spectral function(not shown. This is not unexpected as the & F(w) are produced by coupling to the Bosonic mode and a

form of the spectral function is entirely due to a gap in thegap in the density of states when equations for the normal

density of stategno Bosonic mode which Eqgs.(1) and(4)  state[Egs.(1) or (4)] are used. It is essential to discriminate

do not take into account. We have encountered a similafhese two contributions because they usually appear together.

situation in some cuprates. Figure 7 displays inversion calT0 address this problem we have to apply Allen’s formula for

culations for several Y123 samples with different dopingthe scattering rate in the superconducting stite:

levels andlor T YBa,CuOggq With T,=57 K36

w-2A 2
YBa,CuyOp 6o With To=59 K2 and YBaCusOpes With T, —— =27 [ 40— Q)QZF(Q)E< Ji- L)_
=91 K 3% All calculations are foT =10 K, with a fixed num- o) ©lJg (0-0Q)?
ber of 15 svs. As can be seen from Fig. 7 the peak system- (13)
atically shifts to higher energies as doping andincrease:
430 cmt in x=6.6 with T,=57 K, 480 cm? in the second In this equationE(x) is the complete elliptic integral of the

x=6.6 with T,=59 K, and 520 cm' in x=6.95. For both 6.6 second kind and\ is a gap in the density of states. Far
samples we have been able to obtain relatively good inver=0 Eqg.(13) reduces to Eq(1) for the normal state. Numeri-
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FIG. 9. Model spectral functiomF(w) (thin line) is used to
calculate the scattering rate 4.4(w) from Eq. (13). For A=0 the
calculated scattering rate resembles (&) of underdoped
YBa,Cu;05 6o (Fig. 7). However, for finite values of the gap the
calculated scattering rate resemblesr(l) of optimally doped
YBa,CusOg o5 there is anovershootfollowing the suppressed re-
gion (Fig. 7).

0 500 1000 1500 2000 0 1000 2000 3000
Frequency [cm '] qualitatively looks like that of underdoped YR2u;Og ¢ at
higher frequencies it is linear and is suppressed below a cer-
FIG. 8. Spectral functiona’F(w) for optimally doped  tain energy(black line. However, for the finite values of the
YBa,CuzOg o5 calculated from Eq(13) for the scattering rate in the gap (A=200 Cm’l)llr(w) looks more like that of optimal

i H Al . .
superconducting state. Different values of the dap0-200 cm”  yBa,Cu,04 o5 there is overshoot just above the suppressed
were used in the calculations. FA=0 there is a pronounced dip region (gray line

following the main peak. However, when finite values of the gap
are introduced the negative dip gradually disappears and the ma
peak shifts to lower energies.

. Based on these model calculations it appears that the re-
gbonse of YBCO on the underdoped side is dominated by
coupling to the Bosonic mode, whereas at optimal doping the
e gap plays a more prominent role. Indeed recent ARPES and
|L}_unneling measurements have shown that the Fermi surface
of cuprates is continuously destroyed with underdogid.

On the underdoped side antinodal states do not éthisty

are incoherentand the IR response is dominated by nodal
states which are coherent and not gapped. On the other hand,

panels display calculations with=0, which are equivalent the IR response at optimal doping is more complicated, be-
to previous calculations using E) (Fig. 7). As we already ~c2use both antinodagapped and nodalnot gappeti states

discussed, the spectrum is dominated by a pronounced ped¥€ coherent and contribute to the IR response.

followed by a large negative dip. Unlike YB@usOg ¢ for

which this negative dip can, at least in principle, be elimi- )

nated, the dip in YB#Cu;05 95 cannot be eliminatedFig. 7) VIl ELECTRON BOZ?;SEECTRAL FUNCTION

and in the previous section we suggested that the origin of

the dip is the energy gap in the electronic density of states. In this section we analyze the temperature dependence of

Indeed when finite values of the gap are used in(E§). this  the spectral function for optimally doped Bi2212 wiily

negative dip following the main peak is strongly suppressed=91 K. The same data set has been analyzed béfosing

the calculated spectral function is positive for almost all fre-Eq. (3). The calculated spectrdig. 10 look qualitatively

quencieqFig. 8). similar to those obtained on Y12@ig. 2), with a strong
The problem with Eq(13) is that it is based on agwave  peak in the far-IR range followed by a dip, and a high-

energy gap al=0 K. These two assumptions imply that the frequency contribution that extends up to several thousand

scattering rate must be zero below,2which is never the cm™. To achieve similar levels of smoothing at different

case with cuprates because of th@vave gap and because temperatures a “horizontal cut” has been méfgig. 4, top.

the data were taken at finite temperature. In spite of this, In the normal state aT=100 K we identify a peak at

Eq. (13) is useful because it can provide some insight into=400 cnm® (50 me\). Note that the peak is at somewhat

charge dynamics in cuprates. Figure 9 displays calculation®wer energy than in Ref. 27, which can be traced back to the

of the scattering rate based on the model spectral functionse of Eq.(3), which is strictly speaking valid only at

a?F(w) shown by the thin line. When the gap is zerorld) =0 K. We also note that the peak is observed abByeain-

cally Eq.(13) is again the Fredholm integral equation of th
second kind and the same numerical procedure for its so
tion can be used.

We have performed the inversion of the data for optimally
doped YBaCu;Og g5 Using Eq.(13). Figure 8 shows inver-
sion calculations for different values of the gAp The top
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Bi2212 with analytical functions and then used these models to si-
T E—° T T T T 3

multaneously fit both the IR and ARPES spectra. The maxi-
mum entropy methodMEM) has recently been used to in-
vert ARPES data and obtaia’F(w) for the beryllium
surface B€1010) (Ref. 19 and LSCO* Here we apply the
same inversion method we used for IR to ARPES. The pro-

STANNGE

2T 50K | B11] ] cedure of extracting?’F(w) is based on the standard expres-
1} 4T 12 sion for the real part of quasiparticle self-enefjyw):*®
/~— L 1 & "
0 = 1 0-
z |V L 3 S1(0) :J anZF(Q)Re[\If<— ¥i “’)
L : 14 © 0 2 2aT
oy 2 80K €11 [c2 3,
1 -_ __ i 1 - 1 . Q + w
v ] L IP —w( - , (14)
I T N A where W(x) is the digamma function. The real part of the
2r 100K D17 [D2 14 self-energy,(E,) can be obtained from ARPES datd%s

21(EW) = E¢ - &, (15

whereE, is the renormalized dispersion measured in ARPES
experiments and is the bare electron dispersion. As the
latter function is not independently known, a common pro-
cedure when using Eq15) is to assume a linear bare dis-
FIG. 10. Temperature dependence of the spectral functioP€rsion(e~k) and no renormalization at higher energies,
a?F(w) for optimally doped BjSrL,CaCuOg_s with T.=91 K. As  i.e., Ex=¢, above =250 meV. Expressior{14) is again a
temperature increases the main peak shifts to lower energies arkeredholm integral equation of the first kind and the same
loses intensity, but seems to persist even abive numerical technique described in Sec. Il can be used for its
solution. Similar to IR, by-hand smoothing of the data is not

like the (, ) resonance detected in INS only in the super-n€eded, as the SVD procedure will allow us to smooth the
conducting staté? solution by reducing the number of nonzero svs. Since the

As temperature decreases beldw the peak shifts to rgsolution of ARPES data is poorer than I.R' in gll calcula}—
higher energies: 430 cthat 80 K, 520 cr! at 50 K, and tions we used vectors and matrices with dimensions 100 in-
560 cnit at 10 K. At the lowest temperature the spectralStéad of 300. _ - .
function is almost identical to that previously reportéd,  AS an example of _th'sz procedure, in Fig. 11 we first
which confirms that at 10 K Eq¢3) and (4) are equivalent. present spectral functioa“F(w) calculated from ARPES
According to theoretical consideratiéé in the supercon- data for molybdenum surface MdL0).** As before, the left-
ducting state the peak should be offset from the resonand@_,ﬁ“d panels show the calculated spectral function a_nd the
frequency of the(w, ) peak(ws=43 me\) by one or two nght' panels measured the ARPES dlsperﬁand the dis-
gap valuegA=34 meV, Ref. 50 At 10 K the peak is at 70 Persion calculated from Eq14), Ecq, Using the corre-
meV, somewhat lower thal+w.=77 meVe and signifi- sponding spectral function on the left. The spectral function
cantly lower than 2+w.=111 meV?2s This result is in con- has a characteristic shape, with a strpng peak at around
trast with optimally doped Y123 where the IR peak at 66200 cmi! and weaker structure at both higher and lower fre-

meV (Fig. 7) is in relatively good agreement with + e, quencies. Similar to IR, the position of the main peak is
=27 meV+41 meV=68 me¥. fairly robust against smoothing, but weaker peaks and dips

are not. The dashed lines in the left-hand panels represent
o*F(w) calculated based on band structfftéow data reso-
VIIl. INVERSION OF ARPES DATA lution and loss of inforr_nation during the inversion do not
allow us to resolve the fine structure @iF(w) that has been
Recently it has been argued based on ARPES'#ata predicted numericall§® At higher energiegw =400 cni?)
that in cuprates electrons are strongly coupled to phononge spectral function is effectively zero, in accord with band-
and that such strong coupling might be responsible for hightructure calculations.
Te. In light of these suggestions there have been several at- These relatively simple calculations for molybdenum sur-
tempts to determine’F(w) from ARPES datd”*"**Inver-  face M(110) have uncovered the limitations of inversion of
sion by Vergaet al*° was based on the imaginary part of the ARPES data. Fine details of the spectral function, especially
self-energy2,(w), obtained from the real pak;(w) through  narrow peaks, cannot be resolved as they are convoluted in
Kramers-Kronig transformation. The spectral function wasthe experimental datEq. (14)]. The maximum information
then calculated by differentiation of,(w), a procedure that can be obtained is tHeequency regiorwhere there is
which necessarily requires smoothing by hand. On the othesignificant contribution toa?F(w). It has recently been
hand, Schachinget al*! have modeled the spectral function claimed based on MEM inversion of ARPES data that the

L L L L L 1 L L n
0 500 1000 1500 0 1000 2000 3000
Frequency [cm™]
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bars the main peak does not shift with temperature: it is at

' PURE ' E 10 440 cmi! at both 130 and 70 K. However, the peak does
20 s.v. K .
1 ¢ g s & narrow and gains strength at 70*KBelow 70 K ARPES
1k Boea] 50 dispersion displays almost no temperature dependence. Note
AN also that unlike IR, there seems to be fewer problems with
VAV I 1100 negative values in ARPE&F(w) calculations. In particular
L i . . g there is no pronounced dip following the main peak, which
06F 15 s.v.| ] might be related to the fact that the APRES scans were taken
3 0sk i A along the(wr, ) direction where the magnitude of the gap
ST r 1-50 3 goes to zero. Another important difference compared with IR
© 0.0 o NN =S is that there is no high-frequency component in ARPES: the
Vv L 4-100 whole contribution to a?F(w) is concentrated atw
06 E | T | 1 LN 0 =750 le.
I 10 s.v. |
031+ 1 L 1 50
IX. IR-ARPES COMPARISON
== N 1-100 In the previous section the inversion calculations have
Py ! ! uncovered several important differences between the spectral
0 500 1000 023 024 function extracted from IR and ARPES. In all ARPES calcu-
Frequency [cm ] k[A]

FIG. 11. Spectral functiom®F(w) of Mo(110) surface at 70 K
extracted from ARPES datéRef. 44. Three different levels of
smoothing are shown with 10, 15, and 20 svs. Dotted lines in th

left panels represent the theoretical spectral functi®ef. 45.

e

lations the strong dip following the main peak was absent,
which we suggested was due to the absence of the gap along
the (7, 77) symmetry direction. More importantly, there was
no high-frequency contribution extending up to several thou-
sand cmtin any ARPES calculations. In this section we will
make an explicit comparison between IR and ARPES spec-

sharp peaks identified in2F () spectra are due to specific tral functions and discuss their similarities and differences.

phonon mode$?4? Based on our calculations we speculate

First it should be emphasized that ARPEZ(w) from

that it is unlikely that such fine details of the spectra could beEd- (14) is not the same as the IR from Ed4) and (4).43*!
resolved by any inversion procedure. L !
Figure 12 presents the data for optimally doped Bi22122rages over the Brillouin zone. More importantly, ARPES

(T,=91 K) at 130 and 70 K taken along the nodal direction.Probes the equilibriuma®F(w) (smgzle-partlcle prope_rtvy
Similar to IR calculations in Fig. 10, to achieve approxi- Whereas IR measures transpot;F(w) (two-particle
mately the same level of smoothing, different numbers of sv@roperty.*> Recently Schachingergt al. discussed the
values were kept in calculations at different temperaturesdifferencé! and suggested that in the simplest case these two
eight (out of 100 at 130 K and ten at 70 K. Within the error functions might differ only by a numerical factor of 2-3.

Bi2212

130K Al ]

ARPES is a momentum resolving technique, whereas IR av-

Therefore it would be very instructive to directly compare
the spectral functions extracted from IR and ARPES. How-

oal ] A2 ever, technical reasons make this comparison difficult.
T 1L 1 100 Present resolution of ARPES data sfL0 meV is at least
02 /\ N A one order of magnitude less than (Bpically =1 meV in
o Y VU | B the frequency range of interg¢sfThis large discrepancy in
\ - £ —-200 . . . L .
L 02p Y | —E. Jm resolution requires different levels of smoothing, which can
2 ; 2] : : Lo 3 affect the solution. Therefore we cautiously compare calcu-
= oaf " 1 B2 & lated o’F (w)’s, relying only on robust features, as discussed
02} 1T 7-100 in the previous sections.
0.0 ] The most complete comparison can be made for optimally
02 1T 1200 doped Bi2212, for which high quality IRRef. 27 and
ARPES(Ref. 46 data sets exist, all obtained on the samples

1
0 500 1000 1500

Frequency [cm ']

1 1
0.00 0.08 0.06

1
0.09

kf

from the same batcH. Although data at different tempera-
tures are available, we believe that will not change the main
results and conclusions in any significant way, as ARPES

FIG. 12. Temperature dependence of spectral funcitf(w)

of optimally doped Bi2212 extracted from ARPES dationg data display little temperature dependence below 7¢f K.

nodal direction using inverse theory. Left panels showfF(w) Flgyre 13 ShOWSaIZF(w) fr.om both IR andzARPES for
spectra calculated from Eq14), and right panels show ARPEs OPtimally doped Bi2212 withT.=91 K. The a*F(w) from
quasiparticle dispersio, (gray symbolsand calculated dispersion ARPES is multiplied by a factor of 3. The agreement be-
Exca (full lines) using the corresponding spectral function on thetween the positions of the main peak in both data sets
left. Also shown with dashed lines are bare quasiparticle dispersion&=500 cni?) is very good. This agreement is actually sur-
€ used to calculat®(w) [Eq. (15)]. prising and unexpected. As discussed in Secs. Ill and VII, the
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r T Energy [eV]
Bi2212 T =91 K 1 00 02 04 06 08
R0 & 0.0 O;2 0;4 0;6 0;8 et S
——3* ARPES (T=70 K) (up to 0.25 eV)
~~~~~~~~ 3* ARPES (T=70 K) (up to 0.5 eV) . 2r A1 A2

| 1 /\/\/\/\ ik
] . / 1
YBa,Cu,0,, (A)
_1 1 L 1
7 2l 2000 itr. B1]
1 . =
0 1000 2000 3000 ¥ & =
Frequency [cm™]
FIG. 13. Comparison of spectral functiorgF(w) extracted 5l c1.
from IR and ARPES data for optimally doped Bi2212 wilh
=91 K. Note thate®F(w) from ARPES is multiplied by a factor of 14 | 1
3. The dashed line is an ARPES calculation with a different bare 18
dispersion(with renormalization effects up to 0.5 gV 0 1,

main peak in the IR spectral function should be offset from . . . s 0
0 2000 4000 6000 @ 2000 4000 6000

the frequency of the neutron pealk by either on& or two?® .
gap valuesA. On the other hand, in ARPES data the gap Frequency [cm’]
should not play a role: the data were taken along the nodal L,
directions where the gap is zero. Therefore almost perfect FIG. 14. Spectral functl_om F(f’) extracted from IR data for

. underdoped YB#ZwOgg with T,=59 K and calculated up to
agreement between Fhe positions of IR and ARPES peak20.85 eV. The top panels display calculations with negative values
(and disagreement with the INS peak—see Sec) Millop-

. . . . (Sec. I). The middle panels are iterative calculations with 2000
ﬁgiigyllsdtﬁg?eds Bi2212 is puzzling and calls for further theo- iterations (Sec. V). In both cases a significant contribution to

) . . &®F(w) persists up to very high frequencies. The bottom panels
Another important difference between IR and ARPES isgjspiay the results of calculations of 4.4(w) with high-frequency

the contribution in IR that extends up to very high energies contripution toa?F(w) cutoff (above 1000 crif). In this case the
There is no such contribution in any ARPES data we haveaculated scattering rate tends to saturate at higher energies.
available(Sec. VIlI). Therefore based on ARPES data alone

one can argue that the ob_served cqntnbunom%ﬁ(w) 'S renormalization above a certain cutoff frequency. We have
either due to phonons or spin fluctuations. On the other han%mployed these assumptions in all our calculations, with a
the high-frequency component i.s always present in_IR and i§utoff of typically =250 meV. The use of both of the’se as-
nt_acessary_to keep 5:(/0)_) Increasing, ap_prOX|ma2ter linearly sumptions in highly unconventional systems like cuprates is
with . Figure 14 displays calculations o#“F(w) for 4 estionable and requires further theoretical treatrfent.
YBa,Cus0p,6 With T,=59 K up to almost 1 e¥.Both inver- In order to check the effect upper cutoff energy has on the
sion with negative value@op panel$ and iterative calcula- solution, we have performes?F () inversion for optimally
tions with positive valuesmiddle panelsresult in a spectral doped Bi2212(Fig. 12 assuming that the renormalization
function with significant contributions up te=0.85 eV. If persists up to 0.5 eV, instead of 0.25 eV. Figure 13 also
this contribution is cut off, for example at 1000 ¢hbot- 65 this new calculation with a dashed line and obviously

tom panel$, the calculated scattering rate deviates stronglynere s very little difference: the main peak is in good agree-
from experimental data, as 4c(w) tends to saturate above ment and” there is no significant contribution above

~2000 cn*. This reg,ultz argues against phonons as the ori-=gng cmt, even though the renormalization extends up to
gin of the structure im°F(w), as phonon spectrum cannot 5 ey, We speculate that in order to obtain a spectral func-
extend up to such high frequencies. However, a phonon coRion similar to IR, either the renormalization must persist up

tribution below~1000 cm™* cannot be ruled out. _to several eV or some more sophisticated form of the bare
The absence of high-frequency contribution in ARPES isgispersione, must be useft

puzzling and seems to indicate that the difference between
the IR and ARPES spectral function might be more than just
a numerical prefactor. On the other hand, it may also signal
intrinsic problems with our procedure of extractidg(E,) A different numerical procedure of extracting electron-

from ARPES dispersioft As mentioned in Sec. VIII, bare boson spectral function from IR and ARPES data based on
electron dispersiorg, is not known and some assumptions inverse theory has been presented. This method eliminates
must be made before E@L5) can be used. The most com- the need for differentiation and smoothing by hand. How-

mon assumptions aré) linear bare dispersiog and(ii) no  ever, we also showed that the information is convoluted and

X. SUMMARY AND OUTLOOK
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fine details ofa’F(w) cannot be extracted, no matter what extends to much higher than typical phonon frequencies, the

numerical technique one uses. This especially holds foresult which argues against phonon mechanism.

ARPES, whose current data resolution is particularly poor Finally, the observed differences between IR and ARPES

compared to IR. have prompted us to speculate th&F(w) from these two
Using this procedure we have extractetF(w) from IR experimental techniques might contain qualitatively different

and/ or ARPES data in a series of Y123 and Bi2212 samplesaformation. Alternatively, we suggest that the whole concept

The calculations have uncovered several important differpf coupling of charge carriers to collective boson modes in
ences between IR and ARPES spectral functions. All IRthe cuprates needs to be revised.

spectral functions contain, in addition to a strong peak at low

frequencies <500 cni'), contributions that extend up to

very high energiestypically several thousand ¢r). On the ACKNOWLEDGMENTS
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