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Supercomputing “Swim Lanes”

http://www.nextplatform.com/2015/11/30/inside-future-knights-landing-xeon-phi-systems/

https://forum.beyond3d.com/threads/nvidia-pascal-speculation-thread.55552/page-4

“Many Core” CPUs
GPUs

(Both will have unified memory spaces...)
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CUDA Unified Memory

New technology!

Unified memory enables “lazy” transfer on demand – will mitigate/eliminate 
the “deep copy” problem!
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CUDA UM (The Old Way)
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CUDA UM (The New Way)

Pointers are “the same” everywhere!
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OpenMP Evolving Toward Accelerators

http://llvm-hpc2-workshop.github.io/slides/Tian.pdf

New in OpenMP 4
● To support distributed-memory systems the user is asked to provide extra 

information about memory dependencies.
● When we have unified memory how should we use this extra information?
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OpenMP Accelerator Support – An Example (SAXPY)

http://llvm-hpc2-workshop.github.io/slides/Wong.pdf
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OpenMP Accelerator Support – An Example (SAXPY)

http://llvm-hpc2-workshop.github.io/slides/Wong.pdf

Memory transfer
if necessary.

Traditional CPU-targeted
OpenMP might

only need this directive!
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● Do Nothing (i.e., allow the system to use on-demand paging).
● Ignore UVM (i.e., copy data to the device as if UVM were not there).
● Request data be moved, or “prefetched”, to the device (before 

kernel execution) and back to the host (after kernel execution).
● Don't move the data, but ensure that page tables and other 

metadata are setup for data that might be accessed on the device.

How To Use OpenMP Mapping Information Under UVM
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Some Performance Data - SAXPY
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This does not fit in device memory
and over-prefetching is bad!
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Some Performance Data - SAXPY

Prefetch Compute

This won't work if the data won't all fit...

How about this (pipelining)...

Prefetch
(Partial)

Compute
(Partial)

Prefetch
(Partial)

Compute
(Partial)

(Now everything fits)
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Some Performance Data - SAXPY
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Good performance with
pipelining!
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When On-Demand Prefetching Is Good...

for (int I = 0; I < N; ++I) {
  something(A[I], B[I], C[I]);
  if (test(A[I], B[I], C[I])) {
    something_else(D[I], E[I]);
  }
}

If this is rarely true...

Then on-demand fetching of data from
D and E might be cheaper than the

cost of preemptive copying!

Cost
preemptive

 = (cost per page for prefetch) * (total size)/(page size)

Cost
on-demand

 = (cost per page for on-demand fetch) * (total size)/(page size) * (probability of access)
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When On-Demand Prefetching Is Good...

p = probability of access.

(Cost
on-demand

 / Cost
preemptive

)(p) = 1 for p = 1/3 based on testing on OLCF's SummitDev (P100/NVLINK)

If the access probability is, on average,
greater than this (per page) then it is

better to prefetch (if everything will fit).

How much space is available on the device? With UVM, only the OpenMP runtime can estimate this...
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The Big Picture

Profiling data
(Used to estimate access probabilities)

libomptarget
(Keeps track of available device memory,

uses cost models,
implements pipelining)

Compiler (LLVM)
(Analyses to collect profiling data

and access patterns for pipelining;
provides results to runtime)

CUDA and Linux with HMM
(Heterogeneous Memory Management)

[Hopefully coming soon!]
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https://llvm-hpc4-workshop.github.io/

https://llvm-hpc4-workshop.github.io/
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