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We set up a 3D cubical spatial domain of 48 pum simulation length, corresponding to a
theoretical beam propagation time from side to side of 160 fs. Within this domain, the first and
last 4um 1s set as vacuum, followed by the actual geometry of the plasma column, which has a
trapezoidal shape corresponding to a linear ramp-up/down behavior of 5 pm for the incoming
(left side) and outgoing (right side) traveling beam, and a flat volumetric region of 30 um length
of effective plasma channel as in Fig. 1.

Specifically, the vacuum and linear ramp model are established in the domain since first,
the system has no physical boundaries, and second, when simulating the interaction volume, we
use a gradually linearly increasing tapered edge to reduce any reflection artifacts that will occur
when outgoing radiation modes are propagated from the induced plasma dipole sources.
Therefore any reflection is considered numerical noise and not due to physical boundaries, which

are undesired and unphysical.
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Figure 2: A) On-axis (x=0) transverse induced fields prior to collision. B) Electric field as a function of propagation time
along the longitudinal axis. C) Axial view of the plasma dipole formation during the laser’s induced field collision.
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Figure 2A shows the counter-propagating laser pulses parallel to the z-axis. Both laser’s
beam profiles include a beam waist radius of 5 pm and beam duration of 30 fs. Gaussian profile
short beams with a Sum radius allow the formation of a cylindrical channel within the total

plasma domain, and therefore the main slab to account for laser-plasma interaction. In addition,
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theoretical models. Unfortunately, the analysis conducted over the course of this internship was
not able to provide satisfactory results. The Center electric field results in the diagram (Figure 3)

are shown below.

Preformed Plasma lonized Plasma

Intensities at the Center in Ez Intensities at the Center in Ex

3
2 2 35 4 0 .5 1 15 2 25 3 35
t(sec) 10 t (sec)

Figure 3) Electric field measurements at the center of the simulation plot
The results from Figure 3 yield a dipole formation starting at 1e-13s; however, the relaxation is
too short. This makes the dipole oscillation frequency difficult to determine. The main problem
here is that the time step for the traveling laser pulses is 40fs. This means that values for the
electric field are skipped over, for reality is continuous. More computational power is needed to

properly study these lower intensity models.

Future Plans
More research is needed to better understand the recent simulations. The resulting data
does not match the results from previous simulation runs. The conclusions from this data need
more time for analysis in order to determine what interactions have occurred. One way to better
understand the data is by increasing the resolution of the time step. A smaller time step would
increase the resolution. The increase in the resolution would allow for more data to work with.
Our future goal is to implement the non-linear effects of quantum electrodynamics (QED)

on laser-plasma interactions over preformed or ionized targets. Research is being done to
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Anomaly detection algorithm research and testing with benchmark
datasets for the performance analysis of high-performance
computing applications running at exascale

Arnav Agrawal, Department of Physics, Cornell University, [thaca, NY, 14850
, Dr. Line Pouchard, Computational Science Initiative, Brookhaven National Laboratory,
Upton, NY, 11973

Abstract

Simulations of physical phenomena, such as climate modeling, high energy physics, and
galaxy interactions, are driven partly by high performance computing (HPC) systems run
at exascale. These simulations can run for days, even weeks, producing a large volume of
output data, called trace data, that cannot practically be stored and analyzed after the com-
pletion of the program. Instead, the trace data must be analyzed in situ, or in the memory
of the computer. Efficiency of the simulations is pivotal, and for this, we must look at run
times of individual functions within the program. This data allows researchers to detect
and understand performance anomalies that can come about as a result of simulation pa-
rameters, workflow contention inside the computer, and slight inaccuracies in the underlying
code. In this project, we study two anomaly detection (AD) algorithms, Histogram-based
Outlier Score (HBOS) and Streaming Standard Deviation based anomaly detection (SSTD),
and validate their behavior using various synthetic data sets created in Python. We use
Chimbuko, a framework that analyzes the trace data of a program, to simulate running
the data in streaming mode, that is, in batches instead of in bulk (1). We find that the
HBOS algorithm surpasses every other algorithm per the AUC metric, especially after a
small initialization step. As a result of this project, I have learned many new concepts in
data science and machine learning. In addition, I have become a far more effective scientific
communicator.
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1. Introduction

Anomaly detection is the process from which we find data points that are different from
the rest of the data set. This process of finding outliers is relevant to every field of study.
In scientific fields in particular, with the steady rise of computing power, more and more
scientists are using coding as a tool to drive forward their research. It therefore becomes
more important every day for scientists to be confident that their programs are running
efficiently and as intended. Many of these programs run for days, weeks, even months, as
they simulate complicated phenomena such as the spread of Covid-19 across the globe. The
trace data produced by these programs is far too voluminous to be analyzed in bulk, instead,
it must be analyzed in situ, in batches. Chimbuko is a performance analysis framework that
does just this. It uses anomaly detection algorithms to detect performance anomalies of a
program in situ.

Our project focuses on testing two anomaly detection algorithms to determine which is
better at detecting global outliers, and limiting the number of local outliers detected. Global
outliers are anomalies that are different from the entire data set. Local outliers are anomalies
that are different from the rest of their batch (keeping in mind that we are splitting up each
larger data set into batches, the process of which I will describe later).

The two algorithms we focus on are

e HBOS [2], groups data points into various bins based on their value to create a his-
togram

e SSTD: Considers data points to be an outlier if they are greater than X standard
deviations away from the mean of the data (in this case 12)

There are other algorithms we looked at, but these two were our main priorities.
In what follows, I will talk about preliminary research (Section 2), discuss methods
(Section 3) and results (Section 4), and reflect back on the project as a whole (Section 5).

2. Preliminary Research

Before working with with the HBOS and SSTD algorithms, we tested other algorithms
from the clustering library in NumPy. These included the DBSCAN and BIRCH algorithms.
We also tested a couple of other well-known algorithms such as moving quartile, isolation
forest, and local outlier factor.

In order to test the efficacy of these algorithms, we created synthetic data sets in Python,
an example data set of which is shown below in Figure 1. This data set was created using the
numpy.random library, specifically the gamma distribution function. The two clear outliers
were added manually, albeit in random locations in the data set. Imagining that we have
plotted a time series of functions and their run times, the two axes are accordingly labeled
"Entry Time”, denoting the time stamp in milliseconds of when that function ran, and 'Run
Time’, denoting the run time of that function.

There was a varying level of success with which the aforementioned clustering algorithms
were able to detect outliers in our data sets. The success could also be varied by changing
the parameters of the algorithms, and different parameters would often result in different
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algorithms performing well for different data sets. That is to say, the same algorithm would
not necessarily perform well for various data sets, we would need to manually change its
parameters to optimize performance for different data sets. While the specifics are not too
important, the fact that these algorithms required user adjustment to optimize is a very
important point to note.

The HBOS algorithm, on the other hand, does not require any user adjustment. Further-
more, it is an unsupervised algorithm, meaning that given an unlabeled training data set, it
can pick out the anomalies and normal data points. A description of the HBOS algorithm,
and a Python implementation of it, was given to us [1].

Our project focuses primarily on testing HBOS and SSTD, using a Chimbuko simulator,
to determine which is better at detecting global outliers, and limiting local outliers.

Gamma dist. params, size = 2000, shape=1.5, scale = 0.6
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Figure 1: Example time series synthetic data set, sampled from a gamma distribution.
Notice the two clear outliers.

3. Methods
3.1. Procedure

Concisely, the steps taken for the project were as follows:

1. Understand how Chimbuko works by reviewing literature
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6.

. Look at clustering-based algorithms in the Sci-kit learn cluster module to understand

why these algorithms are inferior for our purposes
Review the literature on HBOS to see why it is expected to detect more outliers on a
greater array of data set
Create a variety of synthetic data sets in Python using the numpy.random library
(a) Done by sampling 2000 points from a distribution, such as a Gamma distribution,
and manually adding global outliers to the data set
(b) Varied the number of outliers added, the ‘center’ of the distribution, the number
of modes, and the type of distribution (gamma, normal, etc.)
Pass each data set into the Chimbuko simulator, running the HBOS and SSTD cases
separately
Evaluate the run using the ROC-AUC metric, defined in the next subsection

3.2. ROC-AUC Evaluation Metric

We evaluated the performance of algorithms using the ROC-AUC metric, an industry
standard. This metrix is used to predict the probability that the anomaly detection model
ranks a positive instance more highly than a negative instance, as pertaining to the anomaly
score of the instance. The ROC is plotted using the true positive rate and false positive
rate of the algorithm, and then the area under that curve is calculated, giving the AUC. A
diagram is shown in Figure 2 and Figure 3.

Figure 2: Graph showing the calculation of AUC from ROC. Graph from
https://towardsdatascience.com/understanding-auc-roc-curve-68b2303cc9ch.
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Figure 3: Graph showing examples of anomaly scores on a line plot. An AUC of 1.0
means that all the anomaly scores of actual anomalies are higher than the anomaly scores
of normal data points. Graph from https://towardsdatascience.com/understanding-auc-roc-
curve-68b2303cc9ch.

4. Results

After extensive testing, we found HBOS to be significantly better at detecting anomalies
than SSTD, especially with multimodal data sets. We show AUC score of some sample data
sets below, along with plots of some of the relevant runs, before and after using Chimbuko

w/ the two AD algorithms.
Here are some example data sets, in blue, and the Chimbuko output, in black and red,

with the red being outliers detected by the AD algorithm within Chimbuko.
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Figure 4: Sample single modal data set
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Fig. 1 After using Chimbuko simulator
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Figure 5: HBOS and SSTD output using Chimbuko of Figure 4
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Gamma 1 params, size = 2000, shape=1.5, scale = 0.6
Gamma 2 params, size = 2000, shape=500, scale = 0.6
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Figure 6: Sample two-mode data set
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Figure 7: HBOS output using Chimbuko of Figure 6
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Fig. 1 After using Chimbuko simulator
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Figure 8: SSTD output using Chimbuko of Figure 6
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Gamma 1 params, size = 2000, shape=1.5, scale = 0.6
Gamma 2 params, size = 2000, shape=500, scale = 0.6
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Figure 9: Sample two-mode data set with outliers in between the distributions, as opposed
to on the ’end’

This table summarizes the results well.

Figure 10: Summarized results of the runs above. Notice how HBOS is much better at
detecting anomalies in the multimodal case, but neither algorithm was able to handle the
anomalies in the 'center’.

10
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5. Conclusion

After extensive testing, we concluded that the HBOS algorithm is superior to the SSTD
algorithm for anomaly detection, as expected. This is due to several reasons. Although the
algorithms performed similarly in single modal testing, HBOS was far better at detecting
anomalies in multimodal data sets, as seen in Figures 4 and 5 above. This came at the
cost of slightly more false positives, as shown in the FPR column of the results table above.
However, we noticed that the AUC metric placed far more emphasis on the TPR than the
FPR, allowing HBOS to score a high 0.9 for this metric on the bimodal data set, compared
to the 0.5 scored by SSTD. In addition to this quantitative analysis, there are a few perks
of using HBOS that should be considered. First of all, HBOS is an unsupervised algorithm,
meaning that it needs no training data set to be used. Further, the user is not required to
manually set an algorithm parameter (e.g. the number of standard deviations away from
the mean in SSTD) as in most clustering algorithms. We notice that HBOS struggled to
detect outliers with values in between the two modes. Future studies should focus on this
and determine what about the internal histogram structure is causing this.
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Abstract

The process of analyzing the performance of tomography algorithms is based on
reconstructing a 3D (or three dimensional) structure, from 2D projections. Tomography is a
technique of displaying the representation of the interiors of the human body or other 3D objects,
using x-rays or ultrasound. The process to create these images is based on mathematical
reconstruction algorithms. We have written code in Python, a high-level programming language.
It has built-in data structures to handle big data and perform complex mathematics. Moreover,
we’ll be using NumPy, Numerical Python, the core library in Python used for scientific
computing. It allows for efficient operations on data structures used in machine learning, such as
vectors and matrices. Since computers portray images as a sequence of numbers, 2D images can
be represented as a matrix. That led to the start of implementing fundamental image processing
techniques. I created a Graphical User Interface (GUI) application that allows a user to easily
access different operations (Brighten, Darken, Invert, Blur) and perform those operations on an
image of their choice. I’ve also placed buttons on the application that allow you to create the
sinogram of an image, which is then used to create a tomographic image. We began analyzing
the Filtered Back Projection (FBP) algorithm, a commonly used algorithm in Tomography. An
important adjustable parameter for the FBP are the 5 filters. I collected a set of ten images and
created a table to record the root mean square (RMS) error for each filter. RMS measures the
accuracy of the reconstructed image. On average, the ‘Ramp’ filter contained the lowest RMS
error, and the ‘Hann’ filter contained the highest. As a result of this summer, I’ve been exposed

to many new features in Python as well as enhancing my programming skills.

Background
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Computed Tomography (CT) is a technique based on x-ray transmission through an
image to create 3D images from a sequence of 2D projections. Tomography has many
applications in the real world with ties to the medical and materials science fields, for instance.
In 2D Tomography, the images of sections are formed by generating a set of parallel rays
through a 2D image. In digital imaging, the smallest controllable element of a picture is a pixel.
Essentially, each ray goes through a single pixel in the projection. The Radon transform is the
creation of an image from the collection of several projections that are created by the rays. In

other words, it is a linear transformation of the original image as shown in Figure 1.

Figure 1. An
original image and
it’s Radon
transform.

There are two major categories of reconstruction methods that exists: analytical
reconstruction and iterative reconstruction. This project focused on the analytical reconstruction
of images. The Filtered Back Projection (FBP) algorithm is a classic technique for computerized
tomographic imaging. It’s well known in part because of its computational efficiency. The FBP
algorithm requires choosing a filter, which can impact performance. I wrote code in python,
which allows for efficient operations on data structures, to compare the different filters in the

algorithm.
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Methods and Materials

At the start of my 2021 summer has internship, I was unfamiliar with most terms in
relation to Tomography, but [ was familiar with Python. Its high-level built-in data structures to
handle big data and perform complex mathematics. In Python, we accessed the Numerical
Python (NumPy) library which added support for large, multi-dimensional arrays and matrices,
along with a large collection of high-level mathematical functions to operate on these arrays. As
previously stated, NumPy is the core library for scientific computing in Python. I had to install
many libraries, along with NumPy, onto my laptop in order to access these functions. Some of
these libraries included: Matplotlib, PIL, Skimage, and PyQt6. In order to create a program that
allows you to process images, this was necessary. With the help of my mentor, this included
writing commands in my computer’s terminal to download these libraries.

I started off by practicing basic linear algebra computations, which consisted of writing
programs to create a matrix and a vector and compute the matrix vector product. Matrix
multiplication is a binary operation that creates a matrix from two matrices. This is relevant for
Tomography because images can be represented as a matrix. In Figure 2.1, I performed basic
operations on 2D vectors that focused on rotating points on a graph, by a given angle, using a
built-in plotting library in Python called Matplotlib, to create animated and interactive
visualizations. The rotation of a vector can be expressed using the following equation shown in

figure 2.

The Rotated
Vector
expression

R [::n:-jﬁl' —sin-ﬂ]’x] [:r:nu:rsé-' ysinﬂ] Figure 2.
v = = i

sinf!  cosf Y zsinf 4+ ycosl
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Figure 2.1. On the left, is the code written that produces the original points (green), then after
the Rotated Vector expression, it plots the rotated points (blue).

I then had to practice solving systems of linear equations, solving Ax = b. That is, you
have a matrix A and a vector b and wish to find a vector x, in which Ax = b. Although there are
many iterative algorithms that solve this expression, I compared two algorithms that can
approximately calculate a solution:

= Fort=1,2,..,1000:
Xer1 =X — u (AT Ax - AT b)
= Fort=1,2,..,1000:
Xer1 =X —u (AT (Ax - b)
The top algorithm is the original, while the one under it is a simplified version that uses less
computations. The code in Figure 3, represents the simplified version. So, what I was trying to
find was the speed of both programs, or more precisely the speed of the calculations in the
algorithms above. After running each program 10 times, I found that the original algorithm took
52.90 seconds longer on average. I used the ‘time.time()’ function in Python in order calculate

the speed of the calculations.
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Figure 3. The
code written
to time the
simplified
version of the
original
algorithm.

That led to the start of implementing basic image processing techniques. For the
grayscale images we are using, the pixel values range from 0 (black) to 255 (white). In order to
implement these image processing procedures, I used NumPy, Matplotlib and PIL (Python
Imaging Library). I worked on four different operations: darkening an image, brightening an
image, inverting an image and blurring an image. The results are shown below in Figure 4. Since
we’re dealing with the grayscale images, an approach to brightening an image is merely just
making the pixel values larger. Similarly, to darken an image, you want to make the pixel values
smaller. To invert an image, I was given the formula ‘newPixel = 255 — oldPixel’ in order to

make the light pixels dark and the dark pixels light.

Figure 4. After processing the original image through the desired functions, this is the result.
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The next steps were adding these functions to a Graphical User Interface (GUI)
application (Figure 5) that lets a user do these operations. In order to do this, I had to download
the PyQt6 library which basically sets up the application’s framework. I created buttons on the
application window that lets a user easily access these operations. Along with those buttons, I
added a couple more; a button so that user is able to select an image, one to get the Sinogram of
an image and a button for each of the 5 filters in the Filtered Back Projection algorithm. In order
to get these operations to access the selected image by the user, I sent the array of the selected
image to the desired function if the button was clicked. In order to keep that image, I had to
replace the array of the selected image with the array of the new image that is being processed.

Figure 5. The GUI application

with a randomly selected
image being displayed.

Results and Discussion

I then began analyzing the FBP algorithm and its filters. The filters in this reconstruction
algorithm are used to reduce high frequency noise in the projection images. Filtering is a

technique for modifying or enhancing an image. Filters can very much improve the image
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resolution, in fact, the goal of the filters is to compensate for loss of detail in the image while

reducing the noise.

Ramp (o) Cosine (0) (Sh)epp-logan Hamming (o) Hann (o)
o

.0208 .0305 0234 .0305 .0365
.0126 .0191 .0141 .0222 .0233
.0157 .0205 0172 .0229 .0237
.0185 .0289 .0210 .0335 .0351
.0198 .0320 .0299 .0375 .0395
0152 .0203 .0167 .0230 .0238
.0133 .0180 .0145 .0203 0211
.0198 .0304 .0227 .0353 .0369
.0299 .0529 .0360 .0627 .0661
0112 .0133 .0118 .0147 .0150
Avg = Avg = Avg = Avg = Avg =
.0177 £ .005 .0266 *.011 .0200 *.008 .0307 £.014 .0321 £.016

Figure 6. This table shows the recorded RMS error after reconstructing a set of ten images with

each filter.
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Figure 7. The reconstructed
image on the left was
created using the ‘Hann’
filter. The one on the right
represents the
reconstructed image with
the ‘Ramp’ filter.

After collecting a set of ten images I created a table to record the RMS error for each
reconstructed image after processing it through the FBP algorithm with each filter. I first
downloaded example images from google, then I had to create the sinogram of each image.
‘Ramp’ as you can see in the table in Figure 6, had the lowest RMS error by average, as well as
the lowest standard deviation, while ‘Hann’ has the highest. After creating the Sinogram, I was
then able to do the reconstruction as shown in Figure 7. To calculate the standard deviation, I
created a table using Excel and was able to insert the standard deviation function to calculate
how dispersed the data is in relation to the mean. I could conclude that Ramp is the best filter to
utilize in order to suppress high frequency noise in the reconstructed image. Although, ‘Hann’
had the highest RMS error, to the human eye it seems like it creates the better image, in my
opinion.

All in all, I would like to take the time to thank my mentor, Thomas Flynn for his
patience with me and his teaching ability. I wouldn’t have been able to complete this project
without his assistance and as a result I was exposed to new programming skills, software, and

techniques. This project was supported in part by the U.S. Department of Energy, Office of
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Science, Office of Workforce Development for Teachers and Scientists (WDTS) under the

Community College Internships Program (CCI).
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l. Abstract

The study of cyber security incorporates visualization tools and techniques used to assist
research malware analysis including threat information expressions. In our research, we use a
virtual operating system as our primary environment to ensure safer and more secure malware
analyses. The tools installed in this environment, STIG, Stix-Viz, and Stix elevator allow users to
input a threat model file and visualize its contents and relationships. STIG also allows users to
construct these relationships if missing. The Stix elevator allows its user to convert a .xml file
into a .json through Python script. STIG only functions with .json file types and Stix-Viz only
functions with .xml files. We first acquire the threat information from the CISA (Cybersecurity
and Infrastructure Security Agency) website (use-cert.cisa.gov), and then convert this
information into a format the tools can understand. We visualize and compare these threats
with other threats to better understand their structure and implications. Results show
similarities and differences which we can use to identify threat types and their source. By
analyzing malware and visualizing structure threat information and expression, we can better
share the threat information to understand how these threats work and create methods to
defend against emerging malware and threat issues within cyber security. Through this
research | can try new tools that allow me to work closely with old, new, and emerging data
related to cyber security attacks.
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II. Introduction

A threat information visualizer assists its users by displaying threat information in
varying formats such as graphs and charts. This helps to organize extensive code and provides a
visual approach to understanding threat information associate with cyber-attacks using different
techniques such as malware. These visualizers shorten the process of categorizing extensive code
and overall reduces time spent during research and detection of new threats. By understanding
threat information faster, researchers can develop better defense against these emerging cyber
threats.

This experimental research focuses primarily on analyzing Structured Threat Information
expression (STIX) containing various indicators of compromise (IOC). Majority of IOCs files
are in XML format. In recent years, JSON IOC files have become more popular because of
advantages, e.g., JSON has a more compact style than XML, it is often more readable. Our
subject will be an example of threat information from a malware referred to as ARTFUL-PIE. *
This example threat information expression is from a Trojan created by the North Korean
government under the name of HIDDEN COBRA. # We will be using three primary tools to
carry out this research. These tools are StixViz, Stix Elevator, and STIG. In this experiment, we
followed an order of steps that can be repeated on other threat information examples analogous
to the same resources and tools. The research was conducted in a virtual machine environment,
where the tools were downloaded and run.

The process goes as follows, acquire the appropriate threat information IOC files from a
trustworthy source or website (usually in .xml format). After acquiring this information, import

the xml file into the Stix-Viz. With this tool, we can begin the process of analyzing the threat
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information visually. The information will be displayed in a visual format of objects, and
relationships. Objects have unique images displayed as icons, and relationships are arrows that
connect the different objects with one and other, creating a visual representation of the chosen
threat information expression. Stix-Viz works only for XML IOC files and also, the relationships
cannot be edited if needed. Therefore, we will convert the .xml file into a format that is quicker,
more compact, and conventionally easier to read and comprehend. This format will be a .json
file. This conversion step is essential to progress within this experiment since the tools only read
and write in the formatted .json file type.

For this experiment, we will be using an open-source tool to efficiently convert the xml
file to a json file. This tool is the Stix elevator. After the file is converted appropriately, we will
then import the file into the Linux virtual machine where we can run the program STIG. STIG is
a visualizer that reads the json file type. Additionally, the program allows users to manually
create the relationships. One of the major issues we encountered is that, during the conversion
step, relationships can go missing, leaving an incomplete threat expression. Nevertheless, this
can be resolved through visually analyzing the json file, and then comparing the threat
information with the image created using the original .xml file before it’s conversion. After
recreating these relationships, the threat information is now completed and converted into a

versatile format.

III. Methods

A. Obtaining Threat Information
The first step to this process is obtaining the threat information expression from a reputable
source. For this research, the threat model was provided. The subject for this research involved

the threat information on the ARTFULPIE malware. Threat information expressions can be
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found on government websites that collect similar categories of information to share amongst a
vast community. A reputable source to find a subject analogous to the one used in this research

involves the website https://us-cert.cisa.gov/. This website is controlled by the United States’

Cyber and Infrastructure Security Agency (CISA) under the Department of Homeland Security
(DHS). ! The website is frequently updated with emerging cyber related threats and updates.
After visiting this website, you can search and select a document that discusses a chosen
malware attack. Malware examples are denoted as MAR in the beginning of its file name,
following a series of numbers. After selecting the appropriate document, the report will contain
a downloadable link which ends with the file type .stix. After clicking the link, you will
download and save the page or file as a .xml document. The threat information expression of the

malware chosen is now suitable to be uploaded and run using the Stix Visualization tool.

Figure 1. This image displays the file type displayed on the us-cet.cisa.gov website

B. Using the Stix-Viz
After obtaining the appropriate threat information example, the xml file is then uploaded into

the pre-installed program. This program was installed through an open-source GitHub repository
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called Stix Project. The Stix-Viz is a program developed to visualize Structure Threat
Information eXpressions (STIX) documentation in the format of a node link-tree with its root at
the top of the structure. ® The Stix viewer only reads files in the xml format. The program
provides three methods of visualizing the document. This includes graph view, timeline view,
and tree view. For this research, the two methods we used were graph and tree view. Both views
display the threat information into node object types represented as square icons and with
relationships connecting the objects represented as arrows stemming from one object to the next.
Through this visual representation, the threat information expression can now be analyzed by
moving the icons around, identifying which relationships they share amongst one another, along
with their corresponding relationship types. The program breaks up code into various categories
that allow the code to be read quicker. The program does not allow for the user to manually edit
the relationships and objects within the program. Nevertheless, by viewing the information in a

graph-like view, it is easier to understand the functionalities within the malware threat
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information sample. The .xml file type has drawbacks which make it less versatile regarding its

ease of use. In the .xml format, the code is significantly lengthier and complex.

Figure 2. This image displays the ARTFULPIE.xml in the tool Stix-Viz

This research focuses on analyzing structured threat information in a versatile format. After
carefully documenting and analyzing the information of the ARTFULPIE.xml malware example,
the file will then be converted into a language better fit for the research, which adds more
capability, is easier to understand its code, and faster to analyze. This format will be in the .json
document type. A .xml file is an acronym for Extensible Markup Language which uses code and
tags to describe a document. A .json file is short for JavaScript Object Notation, which is a
lightweight and data-interchange format. It’s easier for humans to read and write, and easier for
machines to parse and generate. > This makes .json files more versatile for analyzing structured

threat information expressions.
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C. Converting with the Stix Elevator

To successfully convert the .xml file into the desired .json format, we use another open-
source tool called Stix Elevator. The Stix Elevator converts the STIX 1.x to STIX 2.0 or 2.1. The
program was developed by Oasis-Open and can be installed from their public GitHub page. The
program functions within the python programming language. > Furthermore, to convert the file
we would run a python environment’s terminal and use the commands stix2-elevator.py (file
name)> outputtest.json to create a json file conversion of the ARTFULPIE.xml file we are using
in this example. Once the file is converted, it can be observed in a text editor. There you can
observe the changes made in the coding language. We will now need to use the text editor to
manually remove comments and warnings created by the Stix elevator. This step is important
because the next program will not run the new .json file type without the correct edit. After
removing the undesired text, import the file into the chosen virtual machine. For this research,
we used VMware to create a Linux (Ubuntu) virtual operating system capable of running the

STIG program, which is another visualization tool used for its different functionalities.

Figure 3. This image displays the Stix Elevator in python terminal. Figure 4. This image shows the python tool used.
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D. Using STIG

Once the .json file created by the ARTFULPIE.xml threat information is uploaded into the
virtual machine, we then run and use the program STIG. The tool STIG is short for Structured
Threat Intelligence Graph and was created by Idaho National Lab. The program can be installed
from their GitHub page. This tool can create, edit, query, analyze and visualize threat
intelligence. 2 To upload the program into STIG, we drag and drop the json file into the program.
Nevertheless, the program will then generate a visual representation of the ARTFULPIE .json
file. The visual representation should be similar to its .xml format previously displayed in the
Stix-Viz. An issue that does arise within this research was missing relationships that were once
connected in the file’s original .xml version. After converting the file, multiple relationships
connecting different objects are no longer present. This has been an open issue associated with

STIX Elevator and remain unsolved so far.

Figure 5. This image shows ARTFULPIE in the STIG tool.

E. Missing Relationships
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Since the subject is in its .json format, it is easier to find where the missing relationships
occur. This can be identified in the code. STIG visually displays these missing relationships
making the process less difficult to identify. Additionally, STIG has functionalities capable of
correcting the missing relationships manually taking less time. To create a new relationship, the
user clicks an object and drags the cursor to the object they wish to create a relationship with.
They will then choose the relationship type in the information panel for the relationship. This

process reduces the time it would take to carry out the same task by writing the code.

Figure 6. This
image shows the
missing
relationships in
the STIG tool. The
red ovals show
object with
missing
relationships, and
the green shows
ovals shows
objects with their
correct
relationships. The
yellow arrow show
relationship
manually added.

Nevertheless, STIG corrects the problem with missing relationships. There are a multitude of
reasons why relationships go missing during conversion. A reason why relationships can become
missing is the Stix elevator's inability to correctly create the appropriate identity for objects
because the program lacks source code to identify the specific object type. Since the field is

frequently growing, new updates are always being made to improve its capabilities.

F. Manually Reconstructing the Missing Relationships

Office of Educational Programs, 2021 Compilation of Internship Reports 45



To correctly reconstruct the missing relationships in STIG, we must first identify the object
and relationship types within both tools’ images. This process is done because Stix-Viz is the
original and unaltered file of our ARTFULPIE.xml threat information. The .xml displays all the
correct relationships before conversion. By comparing both visual representations, we use the
.xml image to recreate the .json equivalent image in STIG. To match the correct objects, we look
at the names and hashes of each object in Stix-Viz that correspond with the names in STIG.
Then, we create the appropriate relationships that were no longer there by simply connecting
arrows. Both programs use different naming conventions for their relationship and object types.
To recreate the relationships correctly, I would first document all the relationships and create a

chart which identifies each object and relationship type between both tools.

IV. Results

After reconstructing the appropriate relationships and nodes using both tools, we can see
that we were successfully able to visually analyze the threat information obtained and convert the
xml ARTFULPIE example into the .json file which is a more desirable format for analyzing

threat information.

Figure 7. This image shows the ARTFULPIE example

. : . Figure 8. This image shows the ARTFULPIE example after
before adding the relationships

adding the relationships
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V. Conclusion

Now that the file is in a versatile format, the structured threat information expression can
be used to help others visually understand the threat information and create methods of
defending and protecting against new and emerging threats. This information can be used in
tools to create a database of threats that are capable of being recognized just by their visual
structured threat information, disregarding the need to extensively analyze lengthy code. By
improving this process, threat information can be shared faster, and individuals will be able to

analyze the similarities and differences between malwares.
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Abstract.

Metal oxide catalysts are used in a wide variety of applications including gas masks to
protect individuals from chemical agents. To better understand these catalysts chemical
properties, and possibly find other catalysts that work better, analytic techniques such as
Atmospheric Pressure X-Ray Photoelectron Spectroscopy (APXPS) and Infrared Reflection
Absorption Spectroscopy (IRRAS) can be performed at Brookhaven National Lab’s Center for
Functional Nanomaterials to probe single atomic layers of these catalysts to better understand
their surface chemistry. To gain useful information from these methods of spectroscopy, data
analysis tools must be used as several hundred spectra can be generated in the relatively short
period of time of a few hours. Thus, it was necessary to use software such as IGOR pro 8 to write
functions to automate much of the data analysis so it can be performed quickly and efficiently. In
this paper, we discuss two sets of functions written, one for APXPS data analysis and the other
for IRRAS data analysis. These functions produce high-quality plots which allow for
visualization of chemical processes occurring on a nanometer scale and are a tool that will be

useful for future APXPS and IRRAS data analysis projects as well.
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Introduction.

Metal oxide catalysts are used in a wide variety of applications from gas masks to
synthesis of petrochemicals. Specifically, chemical processes that occur on the surfaces metal
oxide catalysts are of interest. While these catalysts are used in a variety of industries, better
characterization of their chemical properties may uncover new possible applications. To study
these catalysts in situ, two analytic techniques are widely used: Atmospheric Pressure X-Ray
Photoelectron Spectroscopy (APXPS) and Infrared Reflection Absorption Spectroscopy
(IRRAS). APXPS can be used in “snapshot” mode, which provides time resolved data over long
periods of time by capturing spectra at regular intervals, for example spectra may be taken every
10 seconds for an hour. This method of data collection may generate hundreds of spectra which
are impractical to analyze by hand. Specifically, the generation of two-dimensional color plots
which show the change in spectra over time is quite tedious to perform by hand. Therefore,
functions in IGOR pro 8 were written to represent this data in a useful way. These purposes of
these functions include representing data in 2d image and 3d surface plots, signal averaging,
integration, and displaying specific spectra from image plots. These functions greatly increase
the capacity for data analysis of metal oxide catalysts using APXPS. IRAS is often performed at
a variety of pressures. Often, reference spectra are taken at ultra-high vacuum (UHV) and then
experimental spectra are taken at increasing pressures up to the millibar regime. To get chemical
information from these spectra, it is often necessary to divide one spectrum by another or
perform other mathematical operations between spectra to remove contributions from the gas
phase and from the catalyst surface. To perform these operations quickly and efficiently, a

spectrum calculator was developed.
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Igor Functions.

A series of functions were written to facilitate data processing, some of which were
integrated into a window user interface. Below is a description of the tasks these functions

perform.

APXPS Functions.

Interpolating the Data.

While Igor does have functions to load specific types of data, the data files produced by
the APXPS software commonly used at Brookhaven’s Center for Functional Nanomaterials are
not supported in the prebuilt Igor Pro data loading functions. As a result, code had to be written
in Igor to extract the data from the .xy files produced in the Prodigy XPS data collection

software.

While this function had been written before summer 2020, there was an issue with the
function specifically in loading the snapshot APXPS data. Specifically, the snapshot data loaded
into two waves (Igor’s version of an array), as opposed to a single array. Igor stores waves
differently than many other languages. While python for example, would generally store arrays
with N coordinate pairs as a list of N tuples, or coordinate pairs, Igor only stores the data to be
plotted on the vertical axis. The horizontal axis data is stored in a “start” and a “delta”. From
these values, the x values are calculated on the spot each time the data is plotted. As a result of

this, Igor implicitly assumes that the data being imported has a constant x axis interval.

One of the first problems encountered in loading the APXPS snapshot data into IGOR
was circumnavigating this issue. Using the loading function written by colleagues, it was

possible to load the APXPS .xy files into IGOR, but snapshot data was loaded in pairs of waves,
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and it was unclear as to why this was the case. After loading the data into excel and manually
combing through it, it was noted that the delta, or interval between points was not constant,
which lead the function to classify the data differently and load the X axis data and Y axis data in
as two separate waves. To make the data usable in functions however, it was much more
convenient to have all the data in a single wave. This was achieved using Interpolation. A
function was written which would take as input the X-axis (Binding Energy) and Y axis
(intensity) waves, and interpolate values using a linear interpolation. This was then output as a

single usable wave.

Making Two-Dimensional Color Plots.

Two-dimensional color plots are simple ways to visualize large quantities of data. One
use case of these types of plots, is displaying time resolved data. To display time resolved data
using a two-dimensional plot, the spectra are plotted in two dimensions with a horizontal axis
displaying the x axis (Binding Energy) data of a single wave and a vertical axis displaying time.
The y-axis (intensity) data, in this case the counts or intensity, is displayed as a color at each

point in the spectrum.

To generate these plots, Igor takes as input a 2-dimensional wave, or matrix containing
all the waves that need to be plotted. The horizontal axis data is stored again in a start and delta
value, meaning that all the waves that compose the image plot must have the same interval. This
data structure, however, is not an issue as this is ensured to be the case in the interpolation
function. The matrix is created simply by looping through the raw data waves, interpolating
them, compiling the interpolated waves into a matrix, and then plotting that matrix. The column

number of the matrix corresponds to the time at which the spectrum was taken. The row of the
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matrix corresponds to the intensity of the output measurement, and the index of the matrix row

corresponds to the energy. Which is calculated using the index, start, and delta values.

Once the two-dimensional (2D) color plots were made, making the 3-dimensional (3D)
surface plots is quite simple as they also use the same matrix structure as the 2D plots. As a
result, it was possible to add a single line of code to generate the 3D surface plots in a separate
function. That said, it is also possible to generate these plots directly by making the 2D plot first

and then converting it to a 3D plot.

Displaying Spectra with Cursors.

Sometimes it is useful to see individual spectra at specific locations on the color plot. To
do this, a function was written to take as input the position of cursors which can be placed on the

graph and output the spectrum at their position.

Igor has built in cursors which can be placed on a graph to mark a location. Using these
cursors, a function was created which takes their position as an input, and outputs the spectrum
selected by the cursor. To do this, first the function had to access the location of the cursor. Once
the cursor had been identified, the vertical axis position corresponding to the time that the
spectrum was taken in seconds is calculated. Then, the index of the spectrum can be calculated.

Since the index is related to the spectrum number, the corresponding spectrum can be displayed.

Making A Spectra Display Window.

Initially as a user interface, a dropdown menu was created where the user could input the
base name (a global variable created when loading in the data), the start and end of the spectra to

be plotted, the incident photon energy, the time elapsed between each measurement, and any
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correction terms. This is shown in Figure 1. Upon pressing the “continue” button, the plot would

be generated. This, however, was somewhat clunky and would be much nicer in a user interface.

Figure 1. Initial user interface for the 2D color plot graphing function.

To make an improved user interface, a window was created which can be accessed from
the Igor taskbar. This window, as seen in figure 2, compiles all the previously written
functionalities into a single window which allows a user to load in all of the spectra of interest,

display them in a 2D graph, and use cursors to select the graph of interest and display it.
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Figure 2. Window interface displaying a sample 2D color plot in the top right corner, the graph

in the bottom left corner displays the two spectra selected with cursors from the image plot.
Integration.

An integration function was written to integrate a curve given a start x axis position, end
X axis position, and spectrum name. This integration can be done for not only a single spectrum;
but an entire grouping of spectra. When the integration is carried through an entire group of
spectra, the area under each curve is plotted as a function of the time at which the individual

spectra were taken.
Spectrum Averaging.

A simple spectrum averaging function was also written. The function takes as input a

start and end spectrum, and outputs a wave and plot containing the average of all the waves.
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IRRAS Igor Functions.
Loading Folders of Data.

Similarly, to the APXPS data, the IRRAS data was also contained in formats that are not
easily loaded into Igor. While the files are supported, the IRRAS data is created, each spectrum
is loaded into a separate file in a folder. While Igor can load individual files, it can not load
entire folders easily. As a result, it was necessary to loop through all the files the folder of

interest and load them individually into waves.
Operations on Waves.

IRRAS spectra can be taken at various pressures and conditions. The user can then add,
subtract, multiply, or divide spectra by one other to gain various types of information. As a
result, four functions were written to add, subtract, multiply and divide spectra. Again, similarly
to the APXPS functions this was initially constructed in a dropdown menu, and later refined to a

window. The initial dropdown menu is shown below in figure 3.

please specify the spectrum to be divided
| IrP4_{]II |

Please specify a list of spectra to divide the base spectrum by
"P4_1;P4_2;P4 3" |

Continue Help Cancel

Figure 3. IRRAS initial dropdown sample menu for division.
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To make this more user friendly, a calculator window was constructed, which allows the
user to select spectra to operate on, just like a normal four function calculator. This is depicted in

figure 4.

Figure 4. IRRAS spectrum calculator window.
Experimental Methods.

The scripts were used to plot and analyze a test data set that has been collected previously

using the conditions outlined below.
APXPS Data Collection.

APXPS spectra of PdO were captured in snapshot mode and fixed analyzer transmission
mode (FAT) as a calibration for the apparatus. Snapshot mode spectra were taken every 10
seconds during both the oxidation and reduction of PdO. The oxidation was carried out at 500 C,

and the reduction was carried out at 400 C in the presence of CO at 10~ mbar.
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IR Data Collection.

IRRAS spectra of CO adsorption on a clean CuxO (111) crystal were taken at various

pressures. Spectra were taken at UHV, 10 mbar, 102 mbar, 10! mbar and 1 mbar.
Results and Discussion.
APXPS of Pd and PdO.

The APXPS snapshot data of the oxidation of Pd and reduction of PdO produced the
expected behavior, although further data collection may be beneficial. The reduction of PdO was

not complete, as it was stopped once it was clear reduction was occurring.

Figure 5. (a) 2d image plot of APXPS data showing the oxidation of Pd to PdO. (b) 2d image
plot of APXPS data showing the partial reduction of PdO to Pd. (c) First, middle and last spectra
in the above color plot showing the spectra of Pd, partially oxidized Pd, and fully oxidized PdO
respectively. (d) First middle and last spectra in the above color plot showing PdO, PdO at an

earlier stage of reduction, and PdO at the latest stage of reduction reached respectively.
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As shown in Figure 5c, during the oxidation the first peak is relatively narrow and
centered around 335.5 eV. This peak corresponds to the Pd metal bulk material.! Since it has not
been oxidized yet, the shoulder corresponding the the PdO is small. The mid peak exhibits a
shoulder around 336.7 eV, and these trends continue in the last spectrum, which has even further
reduced Pd peak size and increased PdO shoulder size. It is noteworthy that while some other
studies may show a peak corresponding to the oxide instead of a shoulder, this is due to the
probing depth of the APXPS used. The apparatus used in this experiment probed 2-4 nm into the
sample, meaning that even after a lot of oxidation had taken place at the surface, there was still
significant amounts of bulk material to show a Pd metal signal. It is also noteworthy that the
oxidation is a gradual process happening over a course of about 1500 s, and then leveling off.
This can be seen in Figure 5a, where after 1500 s, the spectra are relatively constant, and no

major changes occur.

The reduction exhibits opposite behavior as the metal oxide is reduced over time. For the
reduction, the first peak (figure 5d) exhibits a strong shoulder corresponding to a significant
amount of PdO present in the sample while also showing a relatively weak peak corresponding
to Pd. As reduction continues, PdO is reduced to Pd which is shown in the spectra as the Pd
metal peak grows, and the shoulder decreases slightly in size. Since reduction was not carried out
until completion, the PdO shoulder does not completely disappear. Again, like the oxidation, the

reduction is a gradual process occurring over a period of around 2000 s.
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IRRAS of Cu20.

IRRAS spectra taken at various pressures were divided by one another using the
following spectrum division expression where “I” is intensity, the light polarizations are

indicated in superscripts, and pressures are indicated in subscripts:

ID
@pressure
IS
@pressure
IP
UHV
IS
UHV

Once this division is carried out, it is possible to compare the resultant spectra. Four

spectra taken at various pressures are depicted below in figure 6.

Figure 6. IRRAS spectra taken of Cu,O at various pressures.

There are multiple noteworthy features of these spectra. The Peaks at 2113 and 2142 cm’!
correspond to adsorbed and gas-phase CO respectively.? An interesting feature of the spectra,

however, is the negative CO; peak that arises at 2342 cm™!. Currently, it is speculated that this
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CO arises because of reactions of CO catalyzed by the Cu,0O. To test this, future experiments
will be conducted using mass-labelled CO to determine the origin of the CO». The other
interesting feature of this peak is that it is negative, whereas the carbon monoxide peaks are
positive. The reason for this is likely due to the nature of the interaction between the P-polarized
light and the bonds in CO as opposed to CO». In CO, adsorption is normal to the plane of the
metal and therefore, the perpendicular (z) component of the P polarized wave is absorbed. This
corresponds to a positive signal.’> The CO; signal on the other hand is adsorbed parallel to the
plane of the metal and therefore the parallel (x) component of the P polarized wave is absorbed.
This corresponds to a negative signal. * For those familiar with IRRAS, this may seem odd,
because metals do not exhibit this complicated interaction with the P-polarized beam. This is
because metal oxides behave differently to traditional metals, as they are dielectric materials

which therefore interact differently with electric fields.’

Conclusion.

Functions in IGOR Pro 8 were written to process large quantities of APXPS snapshot
and IRRAS data. Using these functions, APXPS data of Pd oxidation and PdO reduction was
analyzed to monitor the conditions in situ. This data was used to check whether the reaction was
reaching the desired temperature and pressure to ensure future reactions are actually at the
desired conditions. IRRAS spectra were taken of CO adsorption to Cu2O (111) at a range of
pressures. The various spectra all exhibited the expected peaks for CO as well as a peak for CO»,
which may arise due to catalytic activity of the CuO. To test whether this is the case, further

experimentation will be done using isotopically labeled CO.
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Abstract

It is conceivable that a material can be constructed whose permittivity and permeability values
may be designed to vary independently and arbitrarily throughout a material, taking positive or negative
values as desired. This opens a domain of activity which enables controlling a variety of electromagnetic
applications. This can be accomplished with transformation optics and its core idea is the
correspondence between coordinate transformation and material implementations. The design of a
material can constitutes a time-consuming process when following a trial-and-error procedure. An
alternative is to let a neural network perform the decision-making process. For setting up a neural
network one must train it for learning the right decisions. One of the inputs is a method that enables the
neural network to calculate the way electromagnetic waves are traversing an arbitrary arrangement of
scatterers in a medium. Such methods can be provided by finite element methods (FEM) calculations
and an analytical computational technique of light scattering with the so-called T-Matrix method. The
method used in this project is the T-matrix method.

Background

To analytically calculate electromagnetic scattering off multiple nanoparticles we needed a code
that implemented the T-matrix method. The code that we discovered was the Multiple Sphere T-matrix
(MSTM) FORTRAN 90 code. This code allows for the calculation of time-harmonic electromagnetic
scattering properties of a group of spheres. This program has many uses such as modelling both plane
wave and Gaussian profile incident beam, generating maps of the electric field distributions along any
plane, etc. However, the functionality that is needed for this project is the calculation of cross sections
and far-field scattering matrix elements for both fixed and random orientation. What we’re looking for is
the scattering and extinction cross section values. Now, it will be important to discuss the equations that
are used in the code so that we may arrive at our results. This first equation is the extinction cross
section, and it represents the rate at which the sphere removes energy from the incident light.

Ce:r:t: Z Ce:‘r:t,i

ieEND

int

The second equation is the independent scattering cross section. The usefulness of this sphere is that it provides in
combination with the absorption and extinction cross section, a relative measure of the scattered field intensity.

Ci—sca.i - Z Z Z| mns

n=1 m=—n s=1

The third equation describes the energy balance at a given sphere surface in which it shows the dependent cross
section of the sphere.

Ce;ctgi — C':',—.sca,,fé - Cu,b.s,‘i. — Cd—scmi
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The last equation that will be discussed in this paper shows how the T-matrix method is calculated.

Lo l 2

0 _ E 0
a‘mnp - Z Z TTTWPMQ fqu

=1 k=-1 q=1
Results

In this project we were working with a fixed four-sphere nanoparticles that were with an
incident light of different wavelengths. We set our individual nanoparticle radii to 230 nanometers and
manually set the wavelength by using the length scale factor. The length scale factor is defined as

S — The wavelength that we were working with ranged from 1000nm-2000nm. Additionally, we
Wavelength

set incident light to scatter off the nanoparticle at different polar angle. This resulted in different
scattering and extinction cross section. | gathered the values of all four spheres than | plotted them on
excel so that | can observe the results. In this case | will only show the results for one out of the four
spheres because | didn’t find it necessary to show all. The graphs demonstrate that at different incident
polar angles both the scattering and extinction values will be drastically different throughout the range
of angles we used. The graphs are shown below.
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Conclusion

In conclusion, These T-matrix results are preliminary and need to be cross-checked with the COMSOL
model. This model is done by my colleague Othman Alrawi. The COMSOL method is an FEM which is a more
accurate way of calculating the scattering cross section and extinction but takes some time. Additionally, more
complex geometrical orientation should be explored like multi-layered sphere, random oriented multi-sphere etc.
Finally, more complex shapes should be explored as well so that we can see if this method is valid for those
situations. Both the T-matrix method and the FEM calculations could potentially be an excellent way to cut time on
designing a material that can be used in the real-world.
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My colleague Owen Awari worked on the FEM calculations. We had to discuss specific input parameters

that we wanted to include. We were working with a silicon nanoparticle with a radius of 230 nm,
nanoparticle separation of 2R,4R,6R, and the wavelength is 1000-2000 nm at 20 nm steps. The
preliminary results that | got need to be compared with colleague to verify my results.
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Abstract

The NSLS Il at Brookhaven National Lab offers beamlines and the labs of the Takeuchi
Research group at Stony Brook University provide instruments that can be used to conduct
battery research. An area in which future batteries will be needed in which our group focuses is
in portable devices that require fast charging times. Magnetite is a desirable replacement for
graphite battery anodes because of its high energy density and low toxicity. Accurate analysis
techniques like X-ray diffraction, XRD, and X-ray absorption, XAS, are crucial for material
understanding. During XRD, x-rays were diffracted by the different planes of magnetite powder
and electrode samples to obtain a pattern that after peakfitting and Rietveld refinement,
showed that crystallite sizes were as expected from the synthesis even after the material was
put into an electrode. In XAS, the difference in x-ray intensity before and after hitting a sample
was measured and, after plotting and analysis, the XANES region gave information about the
oxidation state of magnetite used in a pouch cell. Operando data plots showed the reduction of
magnetite as having 3 regions, lithium intercalation, SEI formation, and conversion to FeO then
Fe metal. Electrochemistry tests like cyclic voltammetry, electrochemical impedance testing,
and rate capability can also give insight into how the magnetite performs in a cell. This project
impacts BNL and society because as there is a need for more environmentally friendly
transportation options, magnetite can be used in electric vehicles in a compact, high capacity,
non-toxic battery but in order to do this, the material must be well understood, and this starts

with characterization techniques.
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Introduction

The study of batteries is important in tackling current energy problems. With wind and
solar renewable energy, weather inconsistency causes the need for energy storage and the
solution is large, stationary grid batteries with ample storage capacity. The implementation of
these systems will decrease fossil fuel reliance. Batteries are also important in portable devices,
namely in electric vehicles, as this would also decrease fossil fuel reliance and CO, emissions.
Electric vehicles, EVs, need batteries that will allow them to travel long distances on each

charge and charge quickly.

A material of interest for portable battery applications is magnetite, especially for use in
the anode. Most commonly in lithium-ion batteries, a graphite anode is used but has limitations
like lithium dendrite formation occurring on the surface of the anode that impedes proper
battery function.! Most metal oxides are not very conductive but magnetite is an exception and
can be used in battery anodes.? Magnetite is also appealing because of its low cost, relative
non-toxicity and earth abundance.'? Furthermore, magnetite is a conversion material, meaning
that as it is reduced, magnetite becomes iron metal which is desirable because multiple
electron transfers make a higher capacity material.* There still exist some challenges with
magnetite; iron nanocrystals tend to form upon cycling which causes volume fluctuations and
electrode cracking.! Additionally, degradation takes place at high charge densities.! Many
studies have looked at ways of improving magnetite functionality. One study looked at the
impact of surface treatment on the electrochemistry of magnetite nanoparticles and found that

different ligand molecules used in treatment caused improvement in different aspects of the
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magnetite!. Another study looked at using different polymers as binder in electrodes and a
third looked at using magnetite nanorods vs. nanoparticles in electrodes.??® One study focused
on magnetite as a conversion material, using XAS and isothermal microcalorimetry to find that

while the iron is reduced, an electrolyte reduction is happening as well.*

The use of effective analysis techniques is crucial to the study and improvement of
magnetite. This project highlights several techniques that can be used to get information from
X-ray diffraction patterns from both pristine magnetite powder and pristine magnetite
electrodes and operando XAS spectra from a cycled magnetite electrode. During x-ray
diffraction, x-rays are shot at a sample, powder or electrode. The different planes of the
material cause the rays to be diffracted and sensed by a detector. These rays give the
diffraction peaks observed in the pattern because rays that come from the same plane on the
material constructively interfere, so each peak observed represents a particular plane.” These
peaks can be analyzed to give structural information about the material. VESTA was used to
view the structure of the magnetite. Peakfit software was used to obtain the crystallite size.
Rietveld refinement was also done on the patterns. During XAS, x-rays are shot at the sample
and the difference in intensity in the incident and transmission ion chambers is measured.® This
difference in intensity is plotted versus the energy, the main areas of the plot being the XANES
and EXAFS regions. Operando XAS spectra were taken as the magnetite electrode, in a pouch
cell, underwent the first discharge, or lithiation. Athena was used to normalize the spectra to

see the changing oxidation state and conversion of the material in the XANES region.

Several different electrochemical techniques can be used to analyze magnetite such as

cyclic voltammetry (CV), rotating disk electrode cyclic voltammetry (RDE), electrochemical
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impedance spectroscopy (EIS) and rate capability testing. These tests can show how magnetite
functions in an electrode or in a cell. During cyclic voltammetry, an electric potential is applied
to a working and counter electrode and the current is measured and plotted vs. the voltage.
The procedure can be performed at different scan rates to find how the scan rate affects peak
current and the diffusion layer thickness. Rotating disk electrode cyclic voltammetry uses a
similar concept except that the voltage scan rate remains the same and the rotation rate of the
working electrode changes; once again, a current vs. voltage plot can be made. During
electrochemical impedance spectroscopy, the potential is varied slightly at different
frequencies and the impedance is measured. A Nyquist plot of the imaginary vs. the real part of
the impedance can be constructed to show the different areas of resistance and capacity. Rate
capability testing allows the cell to be cycled at different current densities while the voltage is
measured. From the applied current values and the active mass, the specific capacitance can be
calculated, and rate capability plots and voltage profiles can be made to show how the cycling

rate and number of cycles affect the performance of the cell.
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Research Methods

Sample Preparation and Measurement

Two different forms of the magnetite system were investigated in the present project.
The first form is pristine magnetite powder. X- ray diffraction patterns of this material were
taken on the Rigaku SmartLab X-ray diffractometer in the Takeuchi Research Lab at Stony Brook
University. Two different crystallite sizes of particles were analyzed, 10 nm particles and 30 nm
particles. The second form of magnetite analyzed was magnetite electrodes, one made from
the 10 nm powder, and one from the 30nm powder; the XRD patterns of these samples were
taken at the NSLS Il at Brookhaven Lab. Electrodes are most often synthesized using a slurry
method in which the active material, in this case the magnetite, a carbon additive, and a
polymeric binder are mixed, and this slurry is spread out onto a current collector, a metal foil. A
different set of magnetite electrodes were used for the operando XAS analysis, also conducted
at the NSLS Il. Pouch type cells were constructed with a magnetite cathode, a separator, a
lithium metal anode, and a liquid electrolyte. The casing for the pouch cell is a flexible plastic
metalized foil. 27 scans were taken at different electron equivalencies as the pouch cell
discharged and the magnetite underwent lithiation and conversion. Three standards were also

measured, pristine magnetite Fe30a, Fe;03, and FeO, and the Fe metal reference foil as well.
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X-Ray diffraction analysis methods

For the 2 powder patterns, an analysis was done on Peakfit. The pattern was loaded into
the program and the desired peak isolated by cutting out the other peaks. The background was
accounted for, and the peak was fit using a two-point linear method and a Gaussian fit. When
using Peakfit, the goal is to get the R? value, the error between the fit and the observed pattern,
as close to 1 as possible. The rule of thumb used was values of above 0.99 were considered
adequate. This same peak fitting technique was repeated for all the significant peaks in the
pattern. After fitting, Peakfit gave the full width at half max values, and this was used in the

Scherrer equation to get the crystallite size based on each peak in the pattern.

The next step in the XRD pattern analysis was to perform a Rietveld refinement on all 4
patterns. This technique uses phases of the elements and compounds present in the sample
and matches a calculated pattern as closely as possible to the observed pattern. This method of
fitting is more accurate than fitting each peak individually because it is important to consider
the effect of the other peaks, which come from the unique planes in the material, when fitting a
specific peak. The program used to perform the Rietveld refinements was GSAS Il. This program
accepts data files or tiff images from which the program does the 2D to 1D reduction. The first
step in fitting is to fit the background with an 8t" order Chebychev-1 fit to give the program a
baseline for the pattern. After the background fit is at a good starting point, the phases are
loaded in in the form of CIF files. For the present project, a pristine magnetite phase was used
for the powder and electrode patterns. The program was run for 20 cycles to refine the zero

and lattice cell parameters. This gave the program freedom to make the adjustments necessary
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to get a good initial fit. The cycles were turned back to 3 and the other parameters were
refined. Rietveld refinement is tedious and can be tricky so the parameters for isotropic
crystallite size, isotropic micro strain, and the atomic positions can be modified in many
different orders leading to much trial and error to figure out what worked best. The background
was also refined again after the other parameters. Once the fit was a good visual match and the
Rwp, the combined error value, was below 6%, the rule of thumb for this project, the refinement
was complete. The structure of the finished refinement was exported from GSAS Il and VESTA

was used to verify the structure.

X-ray absorption analysis methods

The first step in the analysis of the operando XAS data was the focus on the XANES
region. When XAS data is plotted as the normalized absorption coefficient vs. energy, there are
3 main regions of the plot, the pre-edge region, the XANES region, and the EXAFS region. The
XANES region gives information about the oxidation state of the element of interest. XAS is
element specific so by choosing the energy of the scan, one can choose which element to
analyze. Athena was used to normalize the XANES spectra. First the standards, Fe30s, Fe;0s3,
FeO, and their references were loaded in. The standards were used to have something with a
known oxidation state to serve as a benchmark for the experimental data. References are used
to track any changes in the intensity of the beam so that the spectra can be calibrated correctly.
The references were calibrated to 7112 eV, the edge energy of iron, and the edge energy of
each of the standards was chosen based on the maximum of the first derivative and then,

finally, the background points were normalized. Next, the operando spectra were loaded in
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with the singular foil reference. The reference was not collected with each scan to reduce the
noise in the patterns. The reference foil was calibrated to 7112 eV and the energy shift was
adjusted to be the same for all the operando spectra. The maximum of the first derivative was
used to find the edge energy points of all the spectra. Once the background points were
normalized, the analysis in Athena was done and the data was exported. The energy(eV) and
the normalized absorption coefficient were plotted in excel to allow for the comparison of the

normalized spectra.

Results

X-Ray diffraction analysis

The XRD patterns of the two powder samples had many similarities, as did the two
beamline electrode patterns. For both pairs, the peaks were found at about the same angles.
The two beamline electrode patterns had peaks at much lower two theta angles as compared
to the two powder patterns due to the difference in wavelength of the two instruments. The
Rigaku SmartLab diffractometer uses a higher wavelength incident beam than the beamlines at
the NSLS Il at Brookhaven, leading to the difference in the angles of the observed peaks. It was
also observed that the peaks are wider on the 10 nm patterns than the 30 nm which makes
sense because smaller crystallite size leads to broader peaks on an XRD pattern. The four XRD

patterns are shown in Figure 1.
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Figure 1: Top left is 10 nm powder XRD pattern. Top right is 10 nm electrode. Bottom left is 30

nm powder. Bottom right is 30 nm electrode.

Peakfit analysis of the 10 nm powder XRD pattern, the peaks analyzed being those at
angles 30.2551, 35.617, and 43.280, gave average crystallite size 10.71 nm, which is close to the
expected 10 nm. Similarly, the peaks that were analyzed on the 30 nm powder pattern, 30.229,
35.598, 43.257, gave average crystallite size 29.987 nm, almost exactly the expected 30 nm.
These findings are a testament to the accuracy of the analysis. Figure 1A in the Appendix

displays the fitted peaks and crystallite sizes for the XRD powder patterns.

The Rietveld refinements of the powder samples gave accurate and expected results.
The 10 nm powder pattern yielded a crystallite size of 13.9 nm with an error of 0.2 nm, close to
the expected 10 nm. The micro strain was quite low, 0.42(4), and is expected when considering

the structure in VESTA because the polyhedra are not stretched out. The lattice parameter was
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8.3623 A with error 0.0003 A and the fit had very little error with a total Rwp of 1.9%. The 30 nm
powder pattern yielded a crystallite size of 40 nm with error 1 nm. This was a bit further from
the expected 30 nm but still within reason. The micro strain was low at 0.16(3) and the lattice
parameter was 8.3668 A with error 0.0002 A. The pattern was very well fit in terms of intensity,
peak broadness and position with an Ry, of 0.80%. The 10 and 30 nm powder post-refinement
patterns and structures as well as their results are shown in Figures 2 and 3 below and Table 1A

in the Appendix, respectively.

Figure 2: Refined XRD pattern for the 10 nm magnetite powder.
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Figure 3: Refined XRD pattern for the 30 nm magnetite powder.

The two magnetite beamline patterns from electrodes were a bit more difficult to
refine. One problem that arose was the presence of a Teflon background in these patterns so
the few Teflon peaks that showed up hindered the fitting of the magnetite phase. The solution
was to only fit the later portion of the pattern, angles above 10 degrees, in which the Teflon
peaks did not show up. The 10 nm electrode gave crystallite size 15.3 nm with error 2.9 nm,
close to the expected 10 nm. This fit had a low micro strain of 0.3(2) and a lattice parameter of
8.396 A with error 0.0001 A. All the peaks matched up in position and intensity giving a total
Rwp of 4.08%. There were similar findings for the 30 nm magnetite electrode. The crystallite size
was close to expected at 31.4 nm but with a slightly larger error of 9 nm. Small micro strain was
seen again with the value being 0.12 with error 0.14. The lattice parameter was 8.3942 A with

error 0.0008 A and the peaks were well fit with a total Rwp of 5.57%. The 10 and 30 nm
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electrode post-refinement patterns and structure as well as their results are shown in Figures 4

and 5 below and Table 1A in the Appendix, respectively.

Figure 4: Refined XRD pattern for the 10 nm magnetite electrode.

Figure 5: Refined XRD pattern for the 30 nm magnetite electrode.
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The low error values and expected values and structures indicate that the use of

Rietveld refinement to obtain these parameters is accurate and reliable.

X-Ray Absorption Spectroscopy

Upon plotting the operando XAS-XANES data from the cycled electrode in Microsoft
Excel, 3 distinct groups could be seen in the spectra. The spectra from the pristine electrode to
2.2 electron equivalents showed a linear trend of decreasing edge energy as electron
equivalents increased. This indicated a reduction of Fe304 spinel to a FeO rocksalt like structure
and the intercalation of lithium ions into the magnetite. As an element is reduced, the nucleus
becomes less positive, making it easier for a core electron to be kicked out of the atom, thus
the reason for lower edge energy for a more reduced metal atom.® The spectra from 2.2 to 4.5
electron equivalents were almost all identical, indicating almost no reduction of iron during that
time. The continued presence of capacity indicated another reduction taking place which was
most likely an electrolyte reduction. The liquid electrolyte in the pouch cell reacts with lithium
ions to produce a solid electrolyte interphase; this interphase acts as a protective barrier for the
electrode but when too thick, can impede ion diffusion.* From 4.5 to 8.1 electron equivalents, it
became apparent that there was a change in the iron taking place. In these spectra, there was
not a huge energy shift but rather the difference noted was in the white line intensity. As the
electron equivalencies went up, the white line intensity went down and there was a more
prominent presence of a peak around 7112 eV, the edge energy of the iron metal. This
indicates that there is a structural change and conversion from the FeO like structure to iron

metal, thus the indication of the full reduction of magnetite at the end of the discharge. The
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XANES plots of the 3 regions of spectra are shown in Figure 6 below. The Fe metal foil reference

spectra are shown on the plots for regions 2 and 3 for comparison.

Figure 6: Operando XANES plots of the magnetite electrode. Top left is region 1 from the
pristine electrode to 2.2 electron equivalents. Top right is region 2, from 2.2 to 4.5 electron

equivalents. Bottom is region 3, from 4.5 to 8.1 electron equivalents.

Figure 7: VESTA structures of Iron metal (left), FeO (center), and Magnetite (right)
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Conclusion

During the study and characterization of materials, accurate and reliable analysis
techniques are crucial for material and mechanism understanding. XRD can be used to identify
crystallite sizes which can provide important insight into a material’s structure. The present
project showed the reliability of this technique from magnetite peakfitting and Rietveld
refinements that gave crystallite sizes exactly as expected for both powder and electrode
samples, a testament to the rangeability of the technique. Tracking the reduction of an
electrode in a battery is crucial to understanding the mechanism and tracking its progress. XAS,
specifically the XANES region, is very useful for this. Operando data of a magnetite electrode
during discharge was seen in the present project and gave information about SEI formation and
conversion of the material to iron metal, something that would have not been possible without
XAS. Magnetite is a promising anode material and its use in portable devices, namely electric
vehicles, can help to create more sustainable power solutions and the study of this material

using versatile and accurate analysis techniques is extremely important.
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Appendix

Table 1A: Refinement data for 10 and 30 nm magnetite powder and electrodes

Sample 10 nm magnetite 30 nm magnetite 10 nm magnetite | 30 nm magnetite
powder powder electrode electrode

Phase Pristine Fe3O4 Pristine Fe3O4 Pristine Fe3O4 Pristine Fe3O4

Space Group Fd-3m Fd-3m Fd-3m Fd-3m

a,b,c (A) 8.3623(3) 8.3668(2) 8.396(1) 8.3942(8)

o, B, v (deg.) 90 90 90 90

C.S (nm) 13.9(2) 40(1) 15.3(2.9) 31.4(9.0)

Microstrain (%) | 0.42(4) 0.16(3) 0.3(2) 0.12(0.14)

Rwp(%) 1.90 0.80 4.08 5.57
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Figure 1A: Fitted peaks and sizes for the 10 nm (top) and 30 nm (bottom) powder patterns.
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Abstract:

At Brookhaven National Laboratory (BNL), my partner and | simulated and
calculated data for a couple of quench detection circuits used while testing
superconducting magnets. Brookhaven National Laboratory designs, tests, and builds
magnets for particle accelerator applications. Currently, they are testing magnets that
will be used for the Large Hadron Collider (LHC) upgrade. BNL is also home to the
Relativistic Heavy lon Collider (RHIC) consisting of 1740 superconducting magnetic
elements built by the Superconducting Magnet Division (SMD).

During our internship at BNL, we researched how we can dissipate high energy
in the circuit without compromising the integrity of the superconducting magnet during a
quench. A superconductor is an ideal inductor that is cooled with liquid helium to
temperatures near absolute zero to achieve no electrical resistance. This allows a large
current to flow freely through the superconductor without power losses. However, if for
any reason during testing, any of the magnet’s voltage tap signals reach a specified
threshold for a certain amount of time, this will represent a rise in temperature at a
particular location, the system’s quench detection systems will quickly activate and
rapidly interrupt the energy flowing through the coil and allow it to be quickly extracted
and discharged through the dump circuit.

During our time at BNL, we simulated multiple quench protection systems. One,
in particular, was in series with a dual 5SKA power supply system. We simulated a couple
of different energy extraction and power supply systems. The magnet under test
determines the setup used. The types of quench protection systems we simulated were
an SCR switch network, which utilized an LC pulse forming network and an

Insulated-Gate Bipolar Resistor (IGBT) switch.
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Introduction:

Brookhaven National Lab is a United States Department of Energy (DOE)
national laboratory that specializes in nuclear and high energy physics research.
Brookhaven Lab (BNL) has housed numerous one-of-a-kind particle accelerators, one
of them being the famous Relativistic Heavy lon Collider, also known as RHIC. RHIC is
an atomic collider consisting of two separate rings approximately 2 miles long that
accelerate heavy lons at the speed of light in opposite directions and collide at various
intersection points. Scientists study these collisions in hopes of understanding the
creation of the universe also known as the Big Bang Theory. To achieve this,
superconducting magnets are used to steer the beam of lons around this ring. A
superconductor allows direct current to flow without electrical resistance. To achieve
this, they are cooled with superfluid helium (He) at temperatures close to absolute zero,
hence why we need cryogenic cooling systems. The superconducting magnet division
is responsible for creating these specialized magnets that steer the heavy lon beams
into collisions, and not just for BNL, but for other national and international particle

colliders .

Figure 1: This shows the basic outline of the Relativistic Heavy lon Collider.

Some of the magnets being tested at BNL are going to be used for the Large
Hadron Collider (LHC). The LHC is a lon collider that accelerates protons or ions to

near the speed of light. It consists of a 27-kilometer ring of superconducting magnets
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with several accelerating structures that boost the energy of the particles along the way.
Located in Geneva, Switzerland it first ran on September 10, 2008, and is expected to
run over the next 20 years with several stops scheduled for upgrades and maintenance
work. The LHC has had many achievements in the past years including world records
and being the first to have the ions collide at 8Tev. The LHC costs about 80% of the
CERN annual budget for operation, maintenance, technical stops, repairs, and
consolidation work in personnel and materials (for machines, injectors, computing,
experiments). Our testing will help lower the cost in operations, maintenance, technical
stops, and repairs as we make testing a more effective and efficient quench protection

system that quickly stops the flow of current and extracts the energy.

Figure 2: This shows a superconducting magnet used for the LHC upgrade.

Power Supply:

In our study, we examined the use of a 5K amp power supply that has an output
of 50VDC and 5kA. The output is then passed through a low pass filter resulting in a
<2% ripple. In Figure 3, the power supply is made up of various stages from a line input
of (3phase) 480V delta/star step down transformation configuration, to a complex dual
bridge SCR rectification system, then through a low pass filter to achieve the desired
output of 50VDC at 5kA with <2% ripple.
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Figure 3: This shows two 5KA power supplies ran in parallel

The 3 phase 480VAC input delta/star configuration introduces a 30 degrees
phase shift necessary for operations. A phase loss relay is used to make sure all three
phases are present for PS protections. Next, a transformer is used to lower the voltage
to a more usable value. The AC then gets rectified via 12 SCR switches that fire at the
perfect timing to create 50VDC with a little ripple. The more stages can reduce the
output ripple even more, but at a higher cost and greater complexities. Connected to
this sequence is an Interphase transformer that is used when two rectifier bridges are
used in parallel to balance the voltages between them the rectified AC then passes
through a low pass filter to make the output a little cleaner. In Figure 4, you can see the
output around 50VDC with a little ripple in it [3].
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Figure 4: shows the output of the 5SKA power supply at 50 Volts DC with a little
ripple.

Quench Protection System:

A critical component of any superconducting system is its energy extraction
circuit. Energy extraction is especially important because once the power source
connected to this magnet is shut-off, the residual energy needs to be extracted as
quickly as possible to prevent damage to the superconducting material. The main
purpose of these two circuits is to safely and efficiently remove the remaining energy

that is stored within the magnet.

SCR Switch

The LC discharge network will be engaged during a quench to quickly stop the
current flowing from the magnet, and then allow the stored energy to dissipate across
the dump resistor. A quick pulse of equal but opposite current would allow the SCR
switch to open, stopping the current source to the magnet. A trigger from the quench

detection system allows the LC network to discharge its stored energy.
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Figure 5: This shows an SCR quench protection system.

IGBT Switch

This is a quite simple circuit at a glance however it is a necessity because the
energy within a superconducting magnet does not just dissipate instantly when the
power supply is shut off. There is a lot of energy that is stored within the inductor’s
magnetic field which needs to be extracted out of the magnet before or as it comes out
of the superconducting stage. A fast energy extraction system is crucial for this part and
is achieved by using high-power IGBT switches. When a quench is detected, a trigger is
sent to the IGBT which opens the flow of current from the source. As seen in Figure 7
below, energy flows from the inductors are now passed through the IGBT when the gate
opens which allows all remnant energy to be fed to the dump circuit. This resistor is
sized appropriately to handle the circuit’'s copious amounts of energy. This is important
because if this resistor is not sized appropriately to handle the vast amounts of energy,

it can fail to cause catastrophic damage to the system or magnet.

Figure 6: This is a block diagram of a typical energy extraction circuit currently used for

LHC upgrade magnet testing.
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Figure 7: The Circuit shown here is a superconducting magnet submerged in
coolant, connected to the power supply and energy extraction systems through
24KA leads.

Methods/ Formulas:
e \We had meetings with our mentors and our professors at SCCC.

e Reviewed any report/PowerPoint given to us.

Programs:

During the internship, we used programs such as LTSpice, Multisim, and
AutoCAD. LTspice and Multisim were used to simulate circuits and collect all our data.
These programs were helpful and allowed us to collect data even though we never
worked in person with the circuit. AutoCAD was used to draw up technical drawings that

we could use whenever we would make a report.
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Results:

Figure 8: The circuit above is a simulation of an IGBT dump circuit made on LTSpice.
When the simulation is running, it shows the rapid response of the circuit’s components
during a potential quench. However, we substituted the IGBT with a transistor with
equivalent values to effectively represent real-life circumstances. This process is shown
through the graph, you can see that the voltage (green) and current (red) rapidly change
throughout the graph. The superconducting magnet is essentially an ideal inductor, this
energy extraction circuit will rapidly dissipate its energy over the course of about 15ms.
The calculated results of the inductive voltage kickback that occurs during a quench,
which appears across the dump resistor (r2) matches with the simulated values shown

above. Showing that this energy extraction circuit is effective during a quench.
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Figure 9:The circuit above is a LC pulse forming network and was created on LTSpice
to simulate an existing circuit our mentor provided us with. This circuit shows a rapid
400us pulse from the LC pulse forming network that will inject an equal but opposite
current into the circuit. The pulse has to be 400us because there is just enough time to
make sure all the SCRs turn off during a process called commutation. This is necessary
because during a quench, it is important to stop the large incoming current from the
power supply from continuing into the superconducting magnet. Our purpose for this

circuit is to stop the energy from continuously entering the circuit during a quench.

Future Work:

We are currently using simulation software to get our data and conduct research.
Hopefully, in the summer internship, we will be working in person, get hands-on
experience and get used to the systems used in superconducting magnet testing. With

this experience, we hope to get a job and implement everything we have learned.
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Conclusion:

In conclusion, we were able to build a simple energy extraction circuit on LT
spice, simulate and calculate results in our efforts to understand this important concept
of energy extraction in superconducting systems.The IGBT quench protection system
was simulated with LTSpice and was able to simulate how it would react to a potential
quench. The LC pulse forming network was also simulated on LTSpice. Doing this
allowed us to manipulate the values of components and change voltages and timings
that would provide us with the results that we needed. Essentially the proper time,
voltage, and current that we needed to negate the incoming current during a quench.
These simulations prove that when made properly an energy extraction system will
allow superconducting magnets to be used safely with minimal risk in current and future

accelerator projects such as RHIC, EIC, and LHC.
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Abstract:

At Brookhaven National Laboratory (BNL), my partner and | are learning and
simulating a feedback control loop for a power supply. Brookhaven National Laboratory
designs, tests, and builds magnets for particle accelerator applications. Currently, they
are testing magnets that will be used for the Large Hadron Collider (LHC) upgrade. In
this process, We have to make sure the power supplies are within the parameters and if
it isn't, we have to shut it down. There are so many different parameters that the power
supply has to be in such as voltage, current, heat, time and so many more. This
research will help understand how feedback loops function and how they are used. We
researched and got started on building and simulating a feedback control loop. This
feedback control loop is to protect the power supply and make sure it is putting out the
correct values. If the power supply puts out the wrong output and the feedback control
loop catches it, it will correct itself. During our time at BNL, we simulated multiple
circuits in preparation for the feedback control loop such as a basic power supply, low
pass filter and used various tools such as a spectrum analyzer and an oscilloscope.

Depending on the frequency, we decide which low pass filter to use.

Introduction:

Brookhaven National Lab is a United States Department of Energy (DOE)
national laboratory that specializes in nuclear and high energy physics research.
Brookhaven Lab (BNL) has housed numerous one-of-a-kind particle accelerators, one
of them being the famous Relativistic Heavy lon Collider, also known as RHIC. RHIC is
an atomic collider consisting of two separate rings approximately 2 miles long that
accelerate heavy lons at the speed of light in opposite directions and collide at various
intersection points. Scientists study these collisions in hopes of understanding the
creation of the universe also known as the Big Bang Theory. To achieve this,
superconducting magnets are used to steer the beam of lons around this ring. A
superconductor allows direct current to flow without electrical resistance. To achieve
this, they are cooled with superfluid helium (He) at temperatures close to absolute zero,

hence why we need cryogenic cooling systems. The superconducting magnet division
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is responsible for creating these specialized magnets that steer the heavy lon beams
into collisions, and not just for BNL, but for other national and international particle

colliders .

Figure 1: This shows the basic outline of the Relativistic Heavy lon Collider.

Some of the magnets being tested at BNL are going to be used for the Large
Hadron Collider (LHC). The LHC is a lon collider that accelerates protons or ions to
near the speed of light. It consists of a 27-kilometer ring of superconducting magnets
with several accelerating structures that boost the energy of the particles along the way.
Located in Geneva, Switzerland it first ran on September 10, 2008, and is expected to
run over the next 20 years with several stops scheduled for upgrades and maintenance
work. The LHC has had many achievements in the past years including world records
and being the first to have the ions collide at 8Tev. The LHC costs about 80% of the
CERN annual budget for operation, maintenance, technical stops, repairs, and
consolidation work in personnel and materials (for machines, injectors, computing,
experiments). Our testing will help lower the cost in operations, maintenance, technical

stops, and repairs as we are making sure the correct outputs are being put out.
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Figure 2: This shows a superconducting magnet used for the LHC upgrade.

Power Supply:

In our study, we examined the use of a basic DC power supply. In order to make
this we used an AC power supply, transformer, bridge rectifier, and a low pass filter. First
we have the Ac power supply with 120 Volts at 60 Hertz, then it goes to a transformer
with a 10 to 1 ratio. This turns the 120 volts AC to 12 volts AC and now since it is not
smaller, it is more easy to manipulate. The 12 Volts now goes to a bridge rectifier which
then turns the AC into DC and with this the DC voltage is more easy to control. After the
bridge rectifier, there is a resistor and a capacitor that controls the Dc signal and how
big it can get. The signal isn’t perfect after the Bridge rectifier so it needs some extra
components to smooth out the signal. Last but not least is the low pass filter, which only
allows a certain frequency through and at this point we get a nice smooth signal that

won't change too much.
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Figure 3: This shows a basic DC power supply with a low pass filter

Zener Diode:

For the next step in our project | researched zener diodes. A zener diode is a
silicon semiconductor that allows current to flow in either a forward or reverse direction.
This diode has a special, heavily doped p-n junction that is designed to conduct in the
reverse direction up to a certain point. In the figure below is a basic 10 volt regulator, no
matter how high you raise the voltage on the power supply, it will only allow 10 volts to

go in the reverse direction.
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Figure 4: This shows a Basic 10-volt Regulator
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Methods/ Formulas:
e \We had meetings with our mentors and our professors at SCCC.

e Reviewed any report/PowerPoint given to us.

Programs:

During the internship, we used programs such as LTSpice, Multisim, and
AutoCAD. LTspice and Multisim were used to simulate circuits and collect all our data.
These programs were helpful and allowed us to collect data even though we never
worked in person with the circuit. AutoCAD was used to draw up technical drawings that

we could use whenever we would make a report.

Results:

Figure 5:
This is an oscilloscope that was simulated on Multisim and shows the input and
output on Figure 3. The yellow line shows the voltage after the transformer when it's 12

volts AC. The line is a sine wave and is fluctuating up and down, not keeping the same
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value so this wouldn’t be very good to use if we wanted a constant value. The blue line
is the output after the low pass filter and you can see it isn't perfect, but it is very close
to the same value and barely changing at all. This is something we can use to keep

constant power going without any worries.
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Frequency Amplitude
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+ 0.000 Hz 22293 d8 [ ] Input Trigger

Figure 6:

This is a Spectrum analyzer that was simulated in Multisim to show the decibels
at the certain frequencies.This allows us to measure the power of the spectrum of
known and unknown signals. | looked at 120 Hertz and saw it was 20 decibels, so |
knew if | went to 1.2KHz it should be around 40dB. When | looked at 1.2KHz it wasn'’t
around 40dB but was at 60dB and | couldn't understand why. Come to find out the
reason why it was 60dB and not 40dB was because of the low pass filter at the end of
the circuit, but that just proves that it was doing the right thing and the values were

correct.

Future Work:

We are currently using simulation software to get our data and conduct research.
Hopefully, after the summer internship, | hope to be working in person, get hands-on
experience and get used to the systems used in superconducting magnet testing. With

this experience, | hope to get a job and implement everything | have learned.
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Conclusion:

In conclusion, | was able to build and simulate a basic power supply with a basic
voltage regulator, but wasn’t able to finish the feedback control loop.I did research into
Feedback control loops, but was not able to simulate it, but learned more in depth about
zener diodes, cap capacitors and low pass filters. The results for the oscilloscope were
simulated in multisim and prove that the low pass filter is working and the voltage is
constant and barely changes. The results for the spectrum analyzer were also simulated
in multisim and showed the power throughout the circuit. This research with the
feedback control loop is important because we are able to see what values are coming
through the output and if it isn't the value we want, then we can save and protect the

rest of the circuit.
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A compact sample furnace was designed to heat samples to temperatures of 2000 -
2300°C at the X-ray Powder Diffraction (XPD) beamline at NSLS-II. This furnace allows the
XPD photon beam to pass through with adequate downstream opening to collect diffraction data
for high-temperature materials research. Since the XPD samples did not reach the desired
temperatures several areas of improvement were proposed and researched to improve the heat
transfer efficiency to the sample. These approaches included the use of inert gases, high
temperature coatings, infrared lenses, spherical reflectors, CO2 lasers and a redesign of the
sample holder. Engineering studies and simulations were done to decide which of the above
outlined paths would produce the best results at the lowest cost. The three final paths chosen to
experiment with were high temperature coatings, inert gases, and a redesign of the sample
holder. These three paths proved to increase radiation absorption, heat transfer efficiency, and
absorptivity of samples inside the furnace. The work I did for this hexapole light furnace has
helped me improve my heat transfer knowledge and capability and better understand all of the

details that go into a project such as this.
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Introduction

The XPD Beamline at NSLS-II does materials research at temperatures ranging from cryogenic
to ~1700°C, and efforts to conduct materials research at higher temperatures are ongoing. The
present XPD sample furnace uses infrared lamps with gold-plated reflectors to focus infrared rays
at a single sample. This furnace has been operating in air, and high-temperature oxidation has been
destroying thermocouples. A plan therefore was developed to investigate the following potential

areas of improvement:

a. The use of IR lenses to focus forward-directed IR rays otherwise lost as halo.

b. Improved sample tube holders.

c. The use of inert gas shielding to prevent oxidation.

d. The use of high-temperature coatings.

e. The use of a custom-designed secondary reflector to redirect forward-directed IR halo.

f. The use of a CO2 laser as a supplementary (or primary) sample heat source

g. Optimization of heat lamps and focal distance

h. A comparison of actual lamp reflector geometry to ideal geometry

This paper briefly discusses each of the above options and explains why some of the above
items were pursued further and others rejected. Considerations of material properties at high

temperatures are also included.
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Sample and Furnace Conditions

Powder samples contained in sapphire tubes are held by ceramic holders for X-Ray Powder
Diffraction research in air at atmospheric pressure. Sapphire is used for its’ high-temperature and
optical properties. A computer graphic (CG) image and photo of a sapphire tube in its’ ceramic
tube holder is shown in Fig. 1 along with an image of one infrared heat flux pattern. This heat flux

for a single ellipsoidal reflector indicates loss of some flux past the sample holder tube.

Figure 1: XPD Sample Furnace looking upstream: (a) CG image (b) photo (c¢) heat flux pattern

Figure 2: IR lamp flux spectrum

Infrared lamps direct 150W each of heat flux at a ceramic sample tube holder in the bandwidth
shown in Fig. 2. Six infrared lamps each have ellipsoidal reflectors and water-cooled jackets to

minimize external temperatures for safety and to extend lamp life. Cooling water at 17-20°C from
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a chiller is circulated in parallel paths through all lamp cooling jackets and through two water-

cooled outer shells.

Engineering Investigations

a.

The use of plano-convex infrared lenses as a primary means to focus forward-directed rays
was considered, but not pursued as available infrared lens geometries and IR source
distance limitations meant only a small portion of forward-directed rays were properly
focused. When IR lenses were used to supplement ellipsoidal reflectors, many reflected
rays that would have been focused on the sample center were misdirected. IR lenses
therefore were ruled out as a viable solution. Two IR lens configurations are shown in Fig.

3.

Figure 3: IR lens designs; focal point (a) behind sample, and (b) at sample center

Iterative design and thermal analyses were used to optimize the design of

the sample tube holder. The external surface area was increased to capture more infrared
rays while eliminating an internal cavity. Thus, convective cooling was reduced, and the
conduction path to the sample itself shortened to transfer more heat to the sample

by direct conduction to the sapphire tube. Figure 4 below shows the improved sample
tube holder. Its features include a small hole in the front to allow the XPD beamline in,

and a + 45° downstream opening to allow X-ray diffraction data to be collected.
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Figure 4: New sample holder designs and heat flux pattern impinging on a

redesigned sample holder

c. Inert gas shielding - Oxidation within the furnace increases non-linearly as the temperature
inside the furnace increases. This may be mitigated by introducing an inert gas to shield
materials from oxidation. Three inert gases and their specific heat capacities are shown in
Table 1. Using the heat capacities tabulated and the equation written below, it was determined
that the gas with the lowest specific heat would absorb the least amount of heat. By absorbing
the least amount of heat, the majority of the heat trays would be left to be absorbed by the
sample. Based on gas specific heat capacity and cost effectiveness, Argon is the best inert gas
for this application as it will carry away the least heat via convection. This theory is proved in

Table 5 where various gases were tabulated with their highest temperature achieved.

O=mcdT (1)

Table 1: Specific Heat Capacities for Helium Argon, and Nitrogen Gases [1]

Gas Specific Heat Capacity (KJ/kg K)
Helium 5.1926
Argon 0.5203
Nitrogen 1.039
Air 1.005

Two high-temperature coatings were tested to improve heat transfer to high heat-flux areas of
the sample holder and insulate areas outside the heat flux area. Important properties include coating

adherence and high-temperature resistance in air. YSZ coating from Zypcoatings is a zirconia-
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based coating that can reach temperatures >2000°C without oxidizing per the manufacturer's
specifications. This coating reduced the maximum internal temperature in initial tests and is being
considered as an insulator outside the sample holder high-heat flux area. In other tests, a silicon
carbide high-temperature coating significantly increased heat transfer to increase heat absorption

are ongoing. Thermal properties of three sample holder materials are presented in Table 2.

Table 2: Thermal Properties of Tubing Materials [2-4]

Properties Alumina Zirconia Sapphire Silicon Carbide
Thermal Conductivity (W/m K) 2.2-43 14-30 34.6 60-120
Thermal Expansion (um/m K) 8.8-9.5 6.7-8.2 4.5 4.0

Max. Temp (°C) 1330 1730 2053 1650
Specific Heat Capacity (J/KgK) 400-510 870-940 750 750

d. The use of a custom designed secondary reflector was investigated to recover some of the
forward directed IR rays otherwise lost as halo. The shape and overall design of the
reflector is shown in the Fig. 5. This shape and location were determined by radiation heat
transfer view-factor calculations. The reflector needs the lowest view factor possible to
reduce the number of rays blocked. Figure 5 (a) represents the View Factor Geometry.
Spherical reflectors were not pursued further due to decreased lamp life and loss of flux

reflected by the ellipsoidal reflector.

Figure 5: (a) Reflector View Factor Geometry and (b) Proposed Spherical Reflector Design
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e. Small cross-sectional beam (i.e. < 1.5 mm diameter) CO2 lasers operating at a
wavelength between 9.5 and 10.5um can apply IR heat energy directly to the sample at a
wavelength where the heat energy will be absorbed more efficiently by the sapphire
sample tube. Due to a limited budget, this area was not pursued yet, but future laser
power versus sample temperature tests are being considered.

f. IR heat lamps tests indicated as much as 28°C difference when moving a single heat lamp
I mm away from its’ maximum temperature point. Further tests using shims to optimize
the focus of heat lamps are ongoing.

g. The heat lamp selection and positioning were optimized to ensure the maximum amount
of radiation produced by the lamps was absorbed by the sample. Tests were done to
determine optimum working distance between lamp and sample as well as confirm the
shape of the reflectors used.

h. The ideal shape for a reflector is half an ellipsoid; that is, a full ellipsoid bisected equally
at a point equidistance from the two foci that form it. An ellipsoid is formed by tracing a
point on a plane at a constant combined distance from two focal points (called foci) and
then revolving this traced shape about the axis between the two foci. This shape will
reflect all the rays emanating from one focal point and focus them at the other. In this
application, the sample center should be located at one focal point and the infrared bulb
filament should be centered at the other focal point. A reflector having any other shape

will not focus all the rays from one point onto another.
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Results

Material Analyses:

The following two graphs were produced by focusing an ILT (model L6409G) lamp at 4"
diameter Alumina and Zirconia ceramic tubes with, and without silicon carbide and type YSZ
high-temperature coatings. In all tests, lamp voltage, tube position, and thermocouple position
were held constant, and the same size tube was used. The heating and cooling curves in Figures 6
and 7 show the results of the tube materials and the effects of the coatings. The highest temperature
was reached by a silicon carbide coated zirconium tube, and the YSZ coating showed some value

as an insulator.

Figure 6: Cooling Rate for Selected Ceramic Materials and Coatings

Figure 7: Heating Rate for Selected Ceramic Materials and Coatings
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Based on Figures 6 and 7, we can derive heating and cooling curves for each material and
coating type. The heating and cooling curves take the form of the equation shown below with the
equation constants tabulated in Tables 3 and 4. The tables confirm that the material with the best
heat absorption is Zirconium and the coating that improves absorption the best is Silicon
Carbide. The Type YSZ coating proves to make heat absorption difficult. However, this means
the Type YSZ can be used as an insulator as it has the slowest cooling curve. Therefore, the
improved design ceramic tubing should be made of Zirconium with the area of maximum heat

flux be coated in Silicon Carbide.

y=ax*Inx) + b (2)

Table 3: Heating Curves for the Materials

Material a b
ZrO3 40.551 60.129
Al203 36.967 52.822
ZrO3 Type YSZ 4437 -11.637
ZrO3 Silicon Carbide 110.16 -15.332
Al203 Type YSZ 29.802 11.723
Al203 Silicon Carbide 98.644 19.151

Table 4: Cooling Curves for the Materials

Material a b
ZrO3 -48.01 292.69
Al203 -43.26 260.28
ZrO3 Type YSZ -41.66 276.98
Zr0O3 Silicon Carbide -104.6 630.9
Al203 Type YSZ -30.4 204.43
Al203 Silicon Carbide -99.8 591.15
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Inert Gas Analyses:

The effects of various gases where also explored and tabulated in Table 5. It was found that the
use of an inert gas can improve the efficiency of radiation transfer from lamp to inside ceramic
tubing while also shielding everything inside the furnace from oxidation. The inert gases with a
smaller specific heat capacity absorb less of the radiative heat and leave more of it to be absorbed
by sample. The specific heats and maximum temperatures reached confirm the theory discussed
in the Engineering investigations section of this paper. The tests proved that Argon gas achieved

the highest temperature.

Table 5: Single lamp Max Temps for Noble Gases

Gas Specific Heat Capacity (KJ/kg K) Max Temp Achieved (°C)
Helium 5.1926 185
Argon 0.5203 258
Air 1.039 242
Nitrogen 1.005 243

Heat Lamp and Focal Distance Analyses:

The reflectors used in the HLF are from Osram and ILT and should be elliptical in shape. This
elliptical shape is crucial to directing rays towards the sample. If these reflectors are not elliptical
in shape, this expected phenomenon will not be as efficient, and a portion of the produced radiation
would be lost to the environment. Because of this, studies were done to confirm the elliptical nature
of the reflectors. Sing a coordinate measurer, points along the inner curvature of the ellipse were
taken and plotted in Figure 8. In addition to the data plotted, a circle and ellipse were plotted to

determine which shape best represents the data collected.
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Figure 8: Plot of recorded point data for ILT and Osram reflectors

Based on the figure above, it appears both the Osram and the ILT reflectors do not have the
desired ellipsoid shape. This is one reason for the loss of radiation from source to sample. A way
to improve this would be to make or use a commercially available reflector with a more elliptical

shape, if such a reflector exists. TO date a reflector that meets our needs has not been found.
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Conclusions

Materials research at temperatures above 1750°C in air requires careful sample holder material
selection and an understanding of material properties at high temperatures. Refractory metals
undergo oxidation, and high-temperature ceramics are very difficult to machine. Additionally,
thermal absorptivity and emissivity are wavelength dependent when using infrared heat
sources. Some materials (e.g. sapphire) are mostly transparent to near infrared rays, and many
ceramics are poor heat conductors. Only a limited number of materials were found that can perform
acceptably in air at temperatures above 2000°C. Cost is also a consideration. Due in part to cost
and time considerations, the solutions chosen to improve the performance of the XPD Infrared
Sample Furnace include the selective use of infrared lamp position adjustments and an improved
sample holder. The new sample holder maximizes heat absorption, provides a short heat
conduction path to samples, and optimizes external size to reduce convective heat transfer losses.
The use of high-temperature coatings is promising, but coating adherence and maximum coating
temperature need further improvement. The authors were not able to improve performance with
infrared lenses, and secondary reflectors will diminish lamp life with insufficient thermal gain.
Lastly, CO2 lasers (~10um wavelength) hold significant promise as a primary or secondary heat

source, but tests were not undertaken in time for publication of this paper.
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Abstract

The super Pioneering High Energy Nuclear Interaction eXperiment
(sPHENIX) will be an upgrade to the PHENIX detector, located along the
Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory. This
detector, expected to be completed in 2023, will collect information about Quark
Gluon Plasma. This information will help us understand more about the initial
conditions of the universe, directly following The Big Bang. The sSPHENIX
detector will reside within Building 1008, the sSPHENIX Experiment Hall. The
previous detector was monitored through a hardware implementation using
physical racks within the control room. These racks displayed pertinent
information to operators through indicators, pushbuttons and window boxes.

The new sPHENIX facility will be monitored via software on a Human-
Machine Interface (HMI) display and control logic will be implemented through a
Programmable Logic Controller (PLC), thus eliminating many of the current
racks. A set of HMI Displays has been created that will allow operators view the
status of the area, monitor different alarms and perform various actions, such as
acknowledging alarms, tripping breakers, and setting bypass signals. HMI
displays are created by creating polygons, text boxes and indicators that will all
interact with the logic from the PLC, which acts as the brains for the displays.
Creation of HMI Displays requires great attention to detail, as well as a good

sense of industry standards, for example, color codes and operator tendencies.
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I. Introduction

Perhaps the most important thing in a facility besides the data collection is the
interlocking and monitoring system. In the past, the facility was monitored via the PHENIX
Control Room (PCR) Racks. These racks displayed facility monitoring information, which was
implemented through relays. While they are good at displaying information for operators, they
take up a lot of physical space. Also, there is only so much that can fit on each rack before
technicians need to bring in a new one. A proposed solution to these issues is a shift from
hardware monitoring to software monitoring, where the PCR Racks are condensed into two main
HMI Displays. These displays would show information sectioned off by location, system and
subsystem for diagnostic information, and an alarm history page for operator awareness and
bookkeeping of alarms.
II. The Project
A. HMI Display

The HMI Design portion of the project was the first priority of the summer. An HMI
program is a set of screens (commonly referred to as “displays”) that can be programmed to
display custom information, normally on a tablet-like screen or desktop. Each of the HMI
displays were composed of combinations of polygons, text boxes and built in features such as
push buttons and indicators. The task was to design these displays for the stakeholders who
would approve or deny the proposed software implementation of the monitoring system.
Knowledge of industry standards and operator tendencies is imperative to create a good display
and indicator. For example, grey backgrounds are normal in displays, as they are not flashy and

will not take the operator’s eyes away from the important information on the screen. For the
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indicators, a green indicator symbolizes a “good” state, where nothing is wrong. Red, yellow and
orange indicators often show “bad” states, where something is occurring that requires attention.
Another important aspect in designing these displays is an eye for detail. Since these
displays begin as blank white screens, the designer must create the display in a way that is
pleasing to the eye, and effective in portraying the correct information to operators. In this
project, the approach was to create displays with columns of panels, categorized by subsystem

within each location (Figure 1).

7/28/2021 1:14:30 PM

AH Overview

AH Fire Alarms Chiller Plant

Zone 3 HSSD oK MVTX CF-CDU15 (Circulator) oK
Zone 3 Low Smoke INTT CF-CDU15 #1 (Circulator)
Zone 32 Smoke INTT CF-CDU15 #2 (Circulator)  Low Temp |
: : INTT Polyscience LS51TX1A110C (Chiller)

SPHENIX ECW = TPC CF-CDU300 #1 (Circulator) OK
TPC CF-CDU300 #2 (Circulator)
TPC Model M1-5W-SP (Chiller)  Low Temp |
EMCal-Electronics Model M1-5W-SP (Chiller)
EMCal-Sipm Polyscience 3860T56A1C0OD #1 (Chiller)
EMCal-Sipm Polyscience 3860T56A1COD #2 (Chiller)

Figure 1 shows an example of an HMI Display. Panels are divided by subsystem.

In order to make each panel appear uniform, the sizing of each polygon is calculated dependent
on the number of alarms that need to be monitored per subsystem; each panel requires 2
calculations, one for the light grey polygon and one for the dark grey polygon. The formula for

the size of the light grey polygon is 36 +42 * (N — 1) and the formula for the size of the dark

=
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grey polygon is 38 + 42 * N, where N is the number of alarms in each subsystem. Using these
formulas I was able to calculate the size of each panel that would leave a boarder of 5 pixels on
every side from the dark grey polygon and the light blue / light grey polygons. This size also
allowed for proper spacing between each of the indicators and the text of each alarm.

The status indicators for each subsystem panel adjust according to the state they are in,
which is determined by ladder logic. Each indicator has at least two generic states: OK and
Alarm/Trouble. Depending on the specific subsystem and alarm, the states can change to
something more specific, like “High Temp” or “Smoke”. Indicators can also have more than one
state if necessary; the implementation of these “multistate indicators” allows for less space to be
used on each panel. For example, the Electronic Cooling Water panel on the left of Figure 1 is
currently designed to have multiple states in each indicator. Likewise, the sPHENIX indicator
has multiple states; OK, High Temp, Low Flow and Makeup Flow to name a few. Figure 2

below shows an example how a state is programmed on the HMI side.

Multistate Indicater Properties X

General States Common Connections

Select state: General
Ctatel] Walue: W Back color Pattern style:
s B Eorder color
Statel l:l - Maone ~
State? Leink
Stated [ Patterm colar
Error
Caption
OK
Insert Yariable...
Font: Size:
Arial Unicode b~ B I v}
[ Caption colar Alignment  Caption back. style:
B Caption back caler OO O Transparent  ~
[ Caption biirk. O®O
Word wiap [ele]e}
Image settings
Inzert State Image: Image back style:
[ Image calar Alignment
Copy... B Image back color [elele}
[ Image biik. [e]0]e]
Paste.. [ Image scaled [elele)

Figure 2 shows an example of a state in a multistate indicator.

Can

Help
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B. Ladder Logic

After the meeting with our shareholders was held and the project concept was approved, the next
step was to begin programming the PLC. While the HMI Display is what an operator would be
able to interact with, the PLC is what would act as the brains for the displays. The program is
“written” using Ladder Logic. Ladder Logic is different from text based programming languages.
A user will create “rungs” that connect metaphorical power to a metaphorical ground in a
graphical interface. Programmers design these rungs with different conditions that will allow the
“power” to flow from one side to the next.

The main logic is comprised of two contacts. The first is a Normally Open (NO) contact,
and the second is a Normally Closed (NC) contact. For a NO contact, if the condition is true,
then the contact will close and power will be able to flow in the rung. A NC contact is the
opposite, where if a condition is true then the contact will open and power will stop flowing in a
rung. Another important concept of ladder logic is a “latch”. A latch is when an output signal is
used as a second NO input to the rung. This allows the code to “store memory” of outputs. When
a signal is latched, it’s important to include a “clear” signal. This clear signal is a NC contact that
allows the latched rung to become de-energized, no matter what the inputs are. These three
concepts come together to create some of the main logic rungs for many of the system’s alarms,

as seen in Figure 3.

NO Contact

ak acknoilag
alarm is active

Gloint_OnCIR_WL_NMag_Clear

Glolnt_OnCIR_V Glolnt_OnCIR_WL_NMag_0UT

Latched Output

Gloint_OnCIR_WL_NMag_OUT

Latched Output

Figure 3 shows a logic rung. Depicted are NO and NC contacts, as well as a latched output.
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In this example, we can see all of the above explained concepts; the
“GloInt OnCIR. WL NMag DET” tag (variables that handle signals can be referred to as “tags”
in Ladder Logic) is our NO Contact. If there is a leak detected, then this tag will have the value
of “1”” and the contact will close, allowing power to flow. The next contact we see to the right of
this is our NC Contact, “GloInt OnCIR. WL NMag Clear”. If this tag receives the value of “1”,
then the contact will open and power will not be able to flow. When this happens, the rung will
be de-energized, regardless of the states of the other signals. The final contact we see is the
output on the right of the rung, which is also a NO contact below the first signal discussed. This
is the latch that was discussed previously; once the rung is energized initially, the output will be
stored and the rung will be energized until the clear signal is active.
II1. Product Operation

The two programs work together to create the Global Interlocks monitoring system,
which protects experimental equipment from facility and utility failures or alarms. Using a truth
table (excerpt seen in Figure 4) the PLC detects alarms that could damage the detector or

supporting machinery and sends a trip signal to de-energize the corresponding area or equipment.

Figure 4 shows an excerpt of the Global Interlocks Truth Table

We can understand the operation of this project through an example scenario. A
technician would sit in the Control Room that overlooks the sSPHENIX facility where they are

able to see the two screens depicted in Figures 5 and 6.
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Network Map

Figure 5 shows the proposed left HMI screen, depicting a network map.

Alarm Status

6/28/2021 12:30:37 PM On Carriage IR S Mag Leak

I 6/28/2021 11:42:11 AM RR High Temp
| A 6/28/2021 11:40:52 AM 6/28/2021 11:45:44 AM AH Low Coolant Level

Ack Alarm

Figure 6 shows the proposed right HMI screen, displaying the Alarm Status. Example display shows a few different

states of alarms.

On the left screen (Figure 5), there would be a map showing an overview of the system,
complete with indicators that show a location’s status; each location is navigable via pushbutton

to view the location’s subsystems. The indicators reflect the subsystem statuses within each
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location. On the right screen (Figure 6), an Alarm Status page where the operator can see a
history of currently active alarms. The page includes important information for operators such as
alarm active time, acknowledgement time and a description of each alarm.

It’s seen on Figure 5 that there is trouble in the On Carriage Interaction Region. This is
mirrored on the Alarm Status page (the selected alarm). The operator would navigate to the On
Carriage Interaction Region on the screen and see the screen depicted on Figure 7. They would

see that there is a leak at the South Magnet, indicated on the top right panel.

Figure 7 shows the On Carriage Interaction Region Overview screen under the example from figure 5 and 6 where

there is a leak on the South Magnet.

Since a leak in the South Magnet of the Interaction Region can cause damage to the
detector and surrounding equipment, a global interlock is asserted, as described in Figure 4. The
detected alarm will trigger the corresponding Distribution Panel Circuit Breaker (CKT 2) to trip

power via the PLC. The process by which this is done is shown in Figure 8 and described below.
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Figure 8 shows the process by which a Global Interlock is activated through the PLC’s logic

Once an alarm is detected, the corresponding “DET” tag becomes active. This enables the

corresponding “OUT” tag. OUT signals defined by the truth table are monitored in parallel so

that if one becomes active, the PLC will know to send the corresponding trip signal. The HMI

can then display the correct state of the breaker, depicted in the top panel of Figure 7.

With the indicators and alarms shown, the operator would then be able to address the

situation according to the operator’s manual.

IV. Conclusion
The product of this summer’s internship is a foundation for the replacement of hardware

based monitoring racks in the control room. The proposed solution will use HMI displays that
work with Ladder Logic from a PLC in order to allow operators to monitor the sSPHENIX facility

with ease. As this internship was virtual, it was important that there was a way for me to access
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the equipment remotely. With the help of Martin Purschke, I was able to remote in and access
the necessary programs for the summer. Without his help, the foundation for this project would
not have been as clear as it is now for future designers to work on.

Further developments to this project include linkage to a database for convenient on
screen operator information, as well as greater development of SPHENIX related alarms. This
project has the ability to be changed according to requests from different operators and
technicians.

V. Acknowledgements

I would like to extend my gratitude to my mentor Joel Vasquez for his help and guidance
throughout the summer. I would also like to acknowledge Lee Flader, who I had the pleasure of
working with this summer as I developed the foundation for the HMI Displays and Ladder
Logic. I would also like to thank Martin Purschke, the sSPHENIX team and the SULI team for
their additional help and support throughout the summer.

This project was supported in part by the U.S. Department of Energy, Office of Science,
Office of Workforce Development for Teachers and Scientists (WDTS) under the

Science Undergraduate Laboratory Internships Program (SULI).

Office of Educational Programs, 2021 Compilation of Internship Reports 134



Two-photon interferometry simulations

Zhi Chen, Physics, Stony Brook University, Stony Brook, NY 11794
Andrei Nomerotski, Physics, Brookhaven National Laboratory, Upton, NY 11973

Summer 2021

Office of Educational Programs, 2021 Compilation of Internship Reports 135



Abstract

Two-photon interferometry is an innovative quantum astrometry technique based
on quantum mechanics that gives more precise measurements compared with classical
one-photon interferometry. Two photons from independent light sources are interfered
by using a beam splitter and thus become quantum entangled. In theory, measure-
ments in the number of photons in different channels of the telescopes give information
about the relative separation between the two light sources. The two-photon interfer-
ometry has many potential applications such as direct imaging of black hole accretion
discs, mapping microlensing events, directly resolving the star-planet binary systems,
etc. My project involves studying the response of the photon coincidence rate due to
Earth’s rotation for arbitrary telescope placements and source positions in the sky by
developing a simulator. I worked with the bright star catalog to select out target pairs
of stars based on their properties such as position and brightness, then the selected star
pairs become the input data for the simulator to analyze. Lastly, the simulator is used
to generate simulated data which can be used for estimating the precision between the

theoretical results and the real data in the future.

1 Introduction

For thousands of years, mankind has held curiosities toward the distant stars in the night
sky. Four hundred years ago, Galileo was able to discover four moons of Jupiter using the
simple telescope that he made. Telescopes have been improved and modified since then so
that we can see further and clearer images of the sky. Large-size telescopes are capable of
capturing sharper and detailed images of astronomical events compared to small-size tele-
scopes since the angular resolution of images is proportional to the size of the telescopes.
There is a clear limitation on the angular resolution of the telescope because the size of the
telescope cannot be infinitely large due to space limitations, cost, and engineering issues.

However, scientists discovered that interfering with the data from multiple telescopes to ob-
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serve the same light source can mimic the result of a large size telescope. The current theory
behind modern astronomical interferometry is based on classical physics, which interferes
with the results of many telescopes for a single light source.

Due to the rise of quantum mechanics, astronomers are seeking methods of producing
more precise measurements of the sky by using quantum mechanics. Two-photon interfer-
ometry is one of the ideas that use the idea of quantum entanglement between two light
sources to do precise dynamic astrometry without having an optical path for interferome-
ters. Gottesman suggested [1] that if the entangled Bell states between the two telescope
stations can be provided and the photons from two light sources have interfered locally,
then the phase difference between the arrival times of two photons is related to the separa-
tion distance between the two sources. Since the number of photons in each station carries
the information of the separation distance between the two light sources, interferometry is
established.

In this report, I give a short summary on the theoretical paper[2] which T used as the
basis of my work. Then I will present my work on the development of the two-photon
interferometry simulator. This simulator aims to produce the theoretical number of photons
observed in the two telescope stations by given an arbitrary position of the telescopes and
the two light sources. This simulator is capable of presenting a visual intuition on the data
collection for real experiments in the future. We can also select the ideal star pairs that are

suitable for future experiments based on their properties such as brightness, positions, etc.

2 Objectives & Scopes

There are four big steps for this summer project:

e Development of a code that would simulate the response of the star pairs for arbitrary

star pair positions and telescope placements.

e Processing the bright star catalog so that it filters out most of the stars based on
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some criteria such as star brightness, star pair separation distance, relative declination
between stars and the telescopes, and the right ascension of stars for different time of

year. The processed data can then be fed into the simulator for analysis.

e Analysis of the results including Fourier transform to see how oscillation frequency
varies, the relationship between oscillation frequency and angular separation in different

directions, etc.

e Generating simulated data which can be used for predicting the data collection of real

experiment in the future.

3 Methods and Results

3.1 Initial Development of Simulator
3.1.1 Background Information

The main idea behind this simulator is based on a theoretical paper [2] that describes the
application of two-photon interferometry. See [2] for a more detailed explanation. Figure 1
[2] shows the general telescope setup for observing a particular star pair in the sky. There
should be two light sources in sky that are close together in opening angular angles. There
are two telescopes, L and R, where each of them have two input channels for receiving the
photons. The photons then go through the beam splitter to become interfered, so the chances

for photons to land in the two receiving channels are purely probabilistic.
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Figure 1: This figure [2] shows the general setup for the two telescopes and two sources in
the sky. Since photons appear to travel in plane waves if the sources are far away, the arrival
time for photons from a source is different for telescope L and R due to the path difference.
Therefore, the path difference of photons traveling to the two telescope leads to phase shift
of 4, for source 1 and 5 for source 2. Once the photon enters one of the input channels a, b,
e, or f, photons are interfered using the beam splitter and thus become quantum entangled.
If the two photons come from different sources, then the probability of observing the photon
at different channels is related to the difference of the phase shift, or ; — d5. Since the
amount of phase shift depends on the relative position of the two sources on the sky, the
relative position of the pair source can be deduced by observing the number of photons in
different channels.

There are two possible initial states for the arrival of two photons. One of initial states of
the two photons is when two photons are coming from the same source, and the probability
of them arriving at different channels ¢, d, g, and h is described by Equation 1 [2]. When the
two photons both origin from the same source, the probability of observing them in different
channels pairs are all constant, which is not very interesting. The other initial state is when
the two photons are coming from different sources, and the probability of the two photons
arriving at different channels is described by Equation 2 [2]. Even though the probability of
two photons entering the same channel is constant, the probability of two photons entering
different channels depend the difference in the phase shift of the photon between the two
telescopes. Moreover, the probability of receiving photons in channel ch and dg will be
anticorrelated with photons in channel ch and dg since they have opposite signs in front

of the cosine function. There is 0% for combination c¢d and gh due to Hong—Ou-Mandel
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effect[2].The overall dependence on 0 is interesting since it entails the relative position of the

two light sources.

Pyi(cc) = Pyy(dd) = Py1(gg9) = Pii(hh) = 1/16

Pii(ed) = Pii(cg) = Pii(ch) = Pi1(dg) = Py1(dh) = Pi1(gh) = 1/8

P12(CC) = Plg(dd) = Plg(gg) = Plg(hh) = ]./8
Plg(Cg) = Plg(dh) = (1/8)(1 + cos (51 - 52))
Plg(Ch) = Plg(dg) = (1/8)(1 — COS (51 — 52))

Plg(Cd) = Plg(gh) =0

The average number of photons observed in different channels can be formulated if only
the combinations with different channels are considered. Equation 3 [2] describes the average
number of photons for different channels combinations, where + is for cg and dh combinations
and — is for ch and dg. S; and S; represent the flux densities for each source. Vopg is the
fringe visibility defined in Equation 4 [2]. k is a constant defined in Equation 5 [2], where
7 is the width of the time bin for correlation, At is time step for observation, Av is the
detector’s bandwidth, v is the frequency of the light that we want to observe, and A is the

effective collecting area of each telescope.

(Vi) = "I v cos 51— ) )
25155
‘/QPS = m (4)
k= 1At(AAv/hv)? (5)
)

Office of Educational Programs, 2021 Compilation of Internship Reports 140



The simulator aims to use Equation 3 to produce the average coincidence rate, which is
defined as dividing Equation 3 by At, for arbitrary telescope placement and source positions
in the sky. Since all the terms are constant, the only complicated variable is the phase
shift between the two telescope for each source. Equation 6 describes the difference in the
phase shift for the two sources, where \ is the wavelength of the light, AL is some constant
instrumental path length difference between the two telescopes, B is the baseline of the
telescope, or the vector pointing from one telescope to the other, and § is the unit vector
point from the source to the telescope.

27AL

2T - R
B-($1—5) + 3 (6)

A5:(51—52:T

The average coincidence rate will have a sinusoidal behavior since § varies with time as
Earth rotates at an angular velocity of 7.3 x 107° rad/s. Therefore, the oscillation angular
frequency, wy = 27 f, of this sinusoidal behavior is determined by the rate of change for AJ.
We can study the general behavior of the oscillation frequency by considering the extreme
cases of telescope and pair source orientation. The first situation is when the baseline vector
of the telescopes is pointing in the east-west direction, then the change in dot product
between the baseline vector and the difference of the source unit vectors is very minimum
if the source separation is also in the east-west direction. The two vectors become parallel
when sources are right on top of the telescopes and perpendicular when the sources are on
the horizon of the telescope. Due to the nature of dot product, Ad changes from maximum
to minimum with time. On the other hand, if the source separation is in the north-south
direction, the baseline vector is always perpendicular with the source separation unit vector,
so there are no significant changes in Ad. The same idea applies when the baseline is
in the north-south direction or perpendicular to the equator. The baseline will be always
perpendicular to the separation unit vector between the two sources regardless of them being

separated in the north-south or east-west direction.
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3.1.2 Simulator Construction & Results

The main functionality of this simulator is to produce Equation 3 by generating an
appropriate environment and supplying it with positions of the two telescopes on Earth and
stars position in right ascension and declination. The simulator calculates Ad over the period
of observation for a small time step At, where At << w—lf The default parameters of the

telescope for this simulator are shown in Table 1.

Parameters Values
Effective Collecting Area (A) 1[m?]
Time bin width (1) 0.15[ns]
Detector Bandwidth (Av) 1|GHz]
Instrumental Path length difference (AL) 0
Wavelength () 0.55 [pm]

Table 1: This table shows the default parameters for the telescopes.

In order to test the validity of code, one quick way is to check the oscillation frequency
behavior of the coincidence pair rate for baseline orienting in the east-west and north-south
direction, which are shown in Figure 2. The results match with the theoretical prediction,
where the east-west baseline and east-west source separation have a fast oscillating signal

while the others don’t.
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Figure 2: The two figures shows the number of coincidences as a function of time for channel
combination c¢g and dh when the baseline is oriented in the east-west direction (left figure)
and north-south (right figure). Left: The orange curve shows the oscillation pattern for
a star pair separated in the east-west direction, while the blue curve shows the oscillation
pattern for a star pair separated in the north-south direction. As expected with the theory,
the orange curve is oscillating at much faster frequency, while the blue curve is oscillating
very slowly. Right:The orange curve shows the oscillation pattern for a star pair separated
in the east-west direction, while the blue curve shows the oscillation pattern for a star pair
separated in the north-south direction. As expected with the theory, both of them are
oscillating very slowly.

3.2 Bright Star Catalogue Processor

The bright star catalogue, or BSC, is a star catalogue that lists around 9000 stars of stellar
magnitude 6.5 or brighter, which is roughly every star visible to the naked eye from Earth.
This catalogue is useful at providing information about all the possible stars for observation
in real experiments in the future. The catalogue contains a bunch of properties for each star,
so it is necessary to extract out the relevant ones including right ascension, declination, and
spectral flux density. Since the catalogue only has star magnitude in different filters, the

magnitude in visible filter is converted to flux density in Jansky using Equation 7.

F[Jy] = 3640[Jy] x 10°%5 (7)

The entire bright star catalogue is processed into an array of shape (N, 4), which contains
N stars and the corresponding star number, right ascension, declination, and flux density.
Then the array is filtered to extract out the appropriate star pairs for real observations based

on different criteria. Currently, the conditions are set to:

e Stars whose relative declination between the telescope declination needs to be within

30 Degrees.
e The spectral flux density of stars should have at least 50 [Jy].

e The angular separation distance between the two stars in a pair must be less than 0.01
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rad.

e Stars should be 180 Degrees (12 Hours) to 225 Degrees (15 Hours) behind the sun so

that they can be seen in the night sky.

After eliminating stars based on their basic properties such as flux density and declination,
the rest of the stars need to pair with other stars to account for all possible star pair
combinations. If there are M stars after the initial filtering, then there will be w
unique pairs of stars. The last filtering will be done by requiring the separation within each
pair to be less than 0.01 rad.

The telescopes are chosen to be in New York and placed in a way that the baseline is
parallel to the Equator. There are 18 unique pairs of stars if we ignore the last condition
regarding the position of the stars relative to the sun. A quick visual representation of the

18 pairs of stars is shown in Figure 3, and the coincidence rate curve for all 18 pairs is shown

in Figure 4.

Figure 3: This figure shows a simple representation of 18 unique pairs of stars. The blue
big sphere represents the Earth, while the black dot represents the position of the telescope.
There are no 18 unique stars because many pairs of stars overlap with each other.
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Figure 4: This figure shows the coincidence rate for 18 star pairs as a function of time. These
coincidence rate curves are for channel combination cg and dh where the telescope is placed
in the east-west direction at New York.

3.3 BSC Result Analysis

In order to see the behavior of the change in oscillation frequency for the coincidence rate
curve as a function of time, the period of observation is increased to a much longer period
than 10 [sec] in Figure 4. Figure 5 shows analysis plots for pair #16 with observation period
= 3000[sec]. The upper left panel is the regular coincidence pair rate as a function of time,
while the bottom panel shows the amplitude plot of the Fourier transform of the upper left
panel. Clearly, the sinusoidal shape has different frequencies, which suggests the oscillation

frequency changes over time. The panel on the upper right shows the oscillation frequency

dAJ

=>/(2m). The maximum and minimum

as a function of time, which is found by doing
frequency determined by both methods give the same results, which is also a quick sanity

check on these analysis.

10
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Figure 5: This figure shows the analysis for pair #16 with observation period = 3000[sec].
The upper left panel shows the standard coincidence pair rate as a function of time. The
bottom panel shows the amplitude plot of the Fourier transform of the upper left panel.
The panel on the right shows the oscillation frequency as a function of time. From both
oscillation frequency analysis, the frequency components varies from 85.8[Hz| to 87[Hz| over
the course of 3000]sec].

If the observation period is increased to a day, we see that the change in the oscillation
frequency appears to have a sinusoidal shape as a function of time as shown in Figure
6. There are positive and negative frequencies, which represent the alignment of baseline
vector of the telescopes and the separation unit vector between the two sources. Even though
only the relative longitudinal direction between the baseline and the separation unit vector
is changing due to Earth rotation, declination also seems to play a role at when will the

oscillation frequency be maximized.

11
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Figure 6: This blue curve shows the theoretical oscillation frequency of pair 16 as a function
of time over the course of a whole day, while the orange curve shows a simple fitting of
a cosine function to this curve. The positive and negative frequencies simply mean that
the baseline and the separation unit vector of the two sources are parallel and anti-parallel
with each other. There seems to not have a simple relationship at what right ascension the
maximum frequency, or the largest change in Ad, is going to happen, rather it depends on
both declination and right ascension.

Figure 7 shows the maximum oscillation vs. the average coincidence rate for each pair
of stars. The two panels of figure 8 shows the relationship between maximum oscillation
frequency vs. the angular separation in right ascension and declination of each star pair.
In general, we see a strong correlation for separation in right ascension with Pearson’s R
coefficient of 0.94 while a very weak correlation for separation in declination with Pearson’s
R coefficient of 0.42. These results are expected because for the baseline oriented in the east-
west direction, the pair separated in the east-west should have a higher oscillation frequency
in theory, while the pair separated in the north-south direction should have a small oscillation

frequency.

12
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Figure 7: This figure shows the average coincidence rate of each star pair vs. the maximum
oscillation frequency with star pair # labeled on the side.

Figure 8: The scatter plot on the left shows the maximum oscillation frequency vs. the
difference in right ascension between the two sources, which has a Pearson’s R coefficient of
0.94. The scatter plot on the left shows the maximum oscillation frequency vs. difference in
declination between the two sources, which has a Pearson’s R coefficient of 0.42. The strong
correlation in the angular separation in right ascension is reasonable since the oscillation
frequency is a lot higher for sources placed in the east-west direction as we saw before. On
the other hand, there is very little correlation for the maximum frequency vs. the angular
separation in declination because the oscillation frequency is not sensitive to the separation
in the north-south direction.

13
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3.4 Simulated Data
3.4.1 Procedure

Once we have the theoretical distribution of the number of coincidences for different
channel combinations, producing simulated data through Poisson process allows comparison
between the theoretical probability density function and the maximum likelihood estimation
of the sample data. Poisson process is the general idea of finding the coincidence counts
for each coincidence cycle. Poisson distribution requires the average number of coincidence
counts, which is equal to the average coincidence rate, n, multiplied by the period of the
cycle, T'. After obtaining the theoretical n and T from the simulator to get the number of
occurrence of events for each cycle, then we determine the phase of the cycle at which there
will be a coincidence count. The probability density function, or PDF, of different phase is
hinted by Equation 3, which is shown in Equation 8. The cumulative probability density
function is simply the area under the PDF or integrating the PDF from —x to ¢, which is
shown in Equation 9. Clearly, there will be a higher probability of receiving a coincidence
when the phase is equal to multiple of 2. The CDF gives a relationship of the corresponding
possibility of finding a certain phase, ¢.

~ 1£Vecos(x)

PDF(z) = — o x € [—7, 7] (8)

_ ¢+ Vsin(¢p)+m

CDF(¢) o

¢ € [, 7] (9)

After feeding a random probability from 0 to 1 to the CDF, the phase at which the
coincidence count is recorded, ¢, is calculated through the bisection method after inverting
the CDF. Lastly, the theoretical coincidence rate curve is used to find the corresponding

timestamp for the phase in each cycle.

14
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3.4.2 Sample Data

The sample trial data shown under this section is specifically for star pair # 16 for a total
observation period of 3000[sec], and the wavelength of observation is changed to 1[um] from
0.55[pum]. The left panel of Figure 9 shows the histogram of the simulated phases along with
the theoretical PDF. For about 130,000 cycles, a total of 50 event occurrence happened based
on Poisson process, and for cycles that happen to have a count, the phase is calculated using
the inverse CDF method. The right panel of Figure 9 shows the scatter plot after feeding
the simulated phase into Equation 3 and plotting it against the corresponding timestamp of

each simulated phase.

Figure 9: Left: It shows the simulated phase for star pair # 16 observing at wavelength
1 [pm]. There are about 130,000 total number of cycles with a total of simulated event
occurrence of about 50 only. The simulated phase are put into a total of 10 bins with
uniform bin width and the number of counts for each bin on the left side of the y-axis.
The theoretical probability density is also shown in the red curve with probability shown
on the right side of the y-axis. Right: It shows the scatter plot coincidence pair rate as a
function of time after feeding the simulated phase into Equation 3 and plotting it against
the corresponding timestamp. Clearly, most of the data points are bunched on the top as
expected.

3.4.3 Future Works

In the future, the simulated data can analyzed calculating the maximum likelihood esti-
mation of the simulated phase at which an coincidence count occurs. The maximum likeli-
hood estimation can then be compared with the theoretical probability density function to

estimate the precision of the data set. We can also crosscheck the precision on the different

15
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parameters such as the oscillation frequency and the angular separation between the two
sources with the fisher’s results in paper [2] since we know the theoretical results from the
simulator. In summary, a careful analysis of these simulated data will be conducted in the

future.

4 Conclusion

This paper discussed the general procedure of constructing a simple simulator for pro-
ducing theoretical coincidence pair rate as a function of time for a source pair in the sky
based on this paper [2]. The simulator requires information about telescope placements,
position of the source pairs, and their brightness in order to generate the coincidence rate
curve. Then the next step is to use the bright star catalogue as the source input for the
simulator, which contains information about all stars that are bright enough for the human
eyes. Many filtering conditions were applied to narrow down the selection of ideal star pairs
for the real observation in the future. There are 18 pairs of stars after all the filtering if the
condition of the right ascension is ignored. A simple analysis of the results is conducted,
which include the Fourier components of the coincidence rate curve, the relationship of oscil-
lation frequency vs. time, and the relationship of maximum oscillation frequency vs. angular
separation between the two sources. Lastly, simulated data were generated using Poisson

process, which can be analyzed and compared with the theoretical results in the future.
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Michael Chin

Design NSLS-II PPS Test Fixtures

For my project I will be designing a NSLS-II PPS Test fixture. You may be asking
yourself what is a PPS test fixture? Well first let’s define what PPS stands for. PPS stands for
Personnel Protective System. This PPS is a system that Brookhaven National Laboratory uses to
ensure safety to its employees. And a test fixture is a mechanical structure that helps the PPS
system do its job. I will be working on the booster gate test fixture. The test fixture I am working
on will make it so a group called Flowco can come into the lab and easily recertify the door

switches using the test fixture.

Before I started to work on the test fixture, I first had to gain a basic understanding of
mechanical engineering terms. Without the basic understanding I would be lost in the wind. The
terms and knowledge I had to learn before working with the actual test fixture are terms like
screw sizing’s, dimensions, tolerances, etc. I had to go over decimal charts and study the
conversions just so that I can get used to what the numbers look like and how big or small those

decimal charts make when looking at a part.

After I started learning about decimal charts and how the numbers in each decimal place
change depending on part sizing, I then learned about screws. Before I began this program, |
thought that a screw was just a screw, but no, there is a lot of precision that goes into screws.
Such precision includes pitch, inner and outer, threads per inch, and the actual type of screw,
sinkhole, or countersink. There are tons of different screw options and I familiarized myself with

each one and learned why one screw would be better for the job than another.
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I then learned about tolerances. Tolerances are basically the amount of leeway you can
give when designing a part. Let’s say we must add two holes to a metal plate. And say we must
put the holes two inches apart and a half inch from the starting left side. Well, when
dimensioning the part in the software we would dimension the two holes first, and then
dimension those two holes a half inch from the side. That is because those two holes have
relation to each other. The holes must be two inches apart and dimensioning a part this way is
more accurate. That is because the tolerance, or room for error is less when dimensioning this

way

Once I learned all the basic mechanical engineering terms that I had to learn, now It was
time to delve into Inventor and Vault software. The first thing I had to learn was file
management. Inventor and Vault work with each other. Although they are different software’s,
they depend on each other. Inventor and Vault are not like Microsoft word, you can’t just open a
file last used in Inventor like you can in Microsoft word. There are specific steps that you must
take for the process to work. If I missed a step I would be disconnected from the VPN and would
have to take time reconnecting. Vault works like a check in check out system. To work on a
drawing in Inventor, first you must check the part out of Vault. Once the part is checked out of
Vault, then you can work on the design in Inventor. Then if you are finished working on a part in
Inventor, you can either check the part into Vault, or keep the part checked out so that you can

work on it at a different time.

Once I got out all of the basics out of the way, then It was time to start working on the
Booster Gate Test Fixture. First, we started going over what the test fixture was for and why it is
so important to have in the first place. At BNL there is a powerful beamline that goes through

certain hutches. For safety reasons no personnel are allowed to be in one of those hutches when
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the beam is running. In order to combat that, BNL has implemented a redundant gate system that
ensures a door is closed when it should be closed and vice versa. The door switches at BNL have
four devices called rotary switches. When the door is closed, each rotary switch closes, which
sends a signal back to the control room to let the operator know if the door is closed. But these
four switches are not the same. They have redundancy towards them. The top two switches are
created by the company called Simens, and the bottom two are created by the company called
Alan Bradley. This is so that if one of the switches were to go bust, then the other three can show
an accurate decision. The test fixture I will be working on will make it easier for the group called
FLoweco (which is the group that recertifies at BNL) to recertify the booster gate, which is

basically the four switches.

While working on the booster gate test fixture there are a couple of things that I worked
on. The first thing that I did was adding eight holes into slots. This is where all the dimensioning
work that I did in the beginning came into play. First, I had to carefully measure the parts on
each side just to make sure that the hole widths and dimensions were correct. Then I had to add
the holes. Adding the hole and choosing the correct hole was easy because I learned about holes
in the beginning, and which one was better for which type of situation. Then I had to constrain
parts together. There are moving parts on the test fixture so I had to measure those parts and
make sure that in real life they would not interfere with each other, and that the movement would

work smoothly.

Then I had to add screws to the holes by doing constraints. There are different
constraints, and each have their specific purpose. To constrain a part to another part, you have to

have a clear understanding on how the part works. You have to constrain the screws to specific
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parts that are already there or else the screw will move and won’t be in the right place, which

will cause confusion on the future.

This internship was extremely insightful. Even though I only scratched the surface with
knowledge and just started my journey, I am ready to begin. Now that I got my toes wet this is
where my career starts. The knowledge I gained in the internship is perfect to get my foot into
the door. I would like to thank my mentors Gregory Fries and Scott Orban, as well as my team

leader Laurie Clark for this wonderful experience.
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Abstract

The Explosives Safety Program (ESP) at Brookhaven National Laboratory (BNL)
is integral not only to the safety of personnel working directly with explosives, but for all
those at BNL. While BNL does not physically modify explosives, the Laboratory is
responsible for operations involving the procurement, storage, handling, analysis, and
disposal of explosives. There is great emphasis on safety at BNL because safety makes
science possible. My project has been to create a document, known as the Explosives
Safety Manual (ESM), that will act as the program description for the ESP at BNL. The
ESM is to be used by subject matter experts (SMEs) in the field and to lay out a
pathway for the potential expansion of the ESP past de minimis quantities of explosives.
Throughout the course of writing the ESM, | have had to cross reference documents
and seek out the appropriate personnel to gather information where it was not
documented. The current ESP was rather limited and required a lot of attention and
detail to ensure it is compliant with the Department of Energy Explosives Safety
Technical Standard (DOE-STD-1212-2019). The lack of readily available information is
a flaw of the ESP because when pertaining to explosives, there should be no lapse in
knowledge; no difficulty to ensure a safe workplace by having everyone aware of all
safety measures. Any problems | noticed were addressed and brought to the attention
of my mentor to either change or implement into the ESM as well as the subject area
website used by all personnel. | have learned the difficulty in making certain all
standards and regulations are followed. This internship allowed me to experience
working in a professional setting with one project consistently and communicating with

some of the leading experts in the field at BNL.
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l. Introduction

When | was first given my original project title, Explosives Safety, on my Intern

Request Form, | was unsure what to expect. This was my first experience working fully
online, let alone my first internship. Once | met with my mentor, Michael Clancy Jr., he
informed me about what he saw as the objectives of my internship. This internship
focused on comparing the Department of Energy Explosives Safety Technical Standard
(DOE-STD-1212-21019) to Brookhaven National Laboratory (BNL)'s Explosive Safety
Program (ESP) and seeing where it was compliant and where it needed improvement. |
was given the Standard and access to the Explosives Safety subject area, which is
within the BNL Standards-Based Management System (SBMS). The SBMS is the
system used for all employees at BNL and serves as the requirements for all work
performed in the Laboratory. It is organized into specific subject areas as to easily be
navigated by employees working within them. Upon reading the Explosives Safety
subject area, | learned that the scope of what BNL does with explosives differed greatly

from my expectations.

Normally, when one hears the word “explosives”, the most common thing to think
about is “explosions”. At BNL, this is not the case. There is no physical modification of
explosives happening on-site; no synthesis, development, testing, or disarming of
explosives. Instead, the subject area provides guidance on the procurement, storage,
handling, analysis, and disposal of explosives. Unfortunately the subject area was the

only resource available for explosives safety and lacked a great deal of information.
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This was the moment where | began to understand how exactly my project would take

shape.

The ESP at BNL is limited to explosives of de minimis quantities. De minimis
quantities are quantities of explosives that are considered to be non-detonable by the
environment or any other abnormal stimuli. Numerically, that is 1 mg of primary
explosives and 10 mg of secondary explosives within the entire Laboratory. In August
2014, an explosives site safety plan (ESSP) was approved by DOE that would allow
BNL to surpass de minimis quantities but never received the funding to successfully be
implemented. Speaking with my mentor and explosives safety SMEs, there still
appeared to be a great interest in expanding the ESP. Regardless of what is wanted to
be done, there still lies the problem of what needs to be done. A stronger foundation for
the documentation of explosives safety would not only be more informative for the
personnel at BNL; it would also increase awareness for interest in explosives research. |
have decided to crease the Explosives Safety Manual (ESM) as a way to accomplish

this.

Il. Initial Research

| began my research by reading through each part of the Explosives Safety
subject area to understand the exact standards, methods and procedures for the ESP. It
was provided in a convenient step-by-step method yet it lacked the details as | would
have expected with explosives. The information present was compared to the
requirements of DOE-STD-1212-2019. Afterwards | was faced with many holes in my

findings. The lack of information required me to navigate through the SBMS and
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approach my mentor with questions. If there were questions that he was unable to
answer, | sought out the appropriate personnel to gather more information. DOE-STD-
1212-2019 is very detailed and specific with its regulations and there was no resource
from BNL where | could verify if all the applicable regulations were being followed,

coupled with the inability to view the facilities on-site.

Of the information that was missing from the Explosives Safety subject area,
several topics stood out to me the most. Information about the Chemical Management
System (CMS) was limited and was not included as a resource, despite the CMS Team
being responsible for providing safety data sheets (SDSs) and classifying, storing, and
keeping inventory of explosives. Concerning the transportation of hazardous materials,
where explosives are classified by the Department of Transportation (DOT) as a Hazard
Class I; it is not mentioned once in the subject area it is while being a closely related
and intersecting subject area. Another glaring problem with the subject area was a lack
of training requirements. Despite stating that all users and staff handling explosives are
properly trained and qualified, there is no documentation to verify this. The subject area
itself states there are no training requirements. Speaking with my mentor and SMEs |
learned that SMEs have a training course at the Pantex Plant in Amarillo, Texas.
However, for all other users on-site, the explosives are in de minimis quantities and

training was deemed unnecessary.

This is when | understood that my project would not be fixing the subject area but
to create something else entirely. The vast amount of information related to explosives

safety and a need for detailed documents is what led me to write the ESM, which |
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based off of the Hazardous Material Transportation Manual (HMTM). The HMTM is a
program description used by Transportation Safety SMEs and provides guidance and
procedures for all divisions and departments under it. | used the applicable chapters of
DOE-STD-1212-2019 and the format of the HMTM as an outline for the ESM. Once |
had an idea about how | wanted to present my information, it was a matter of finding

and organizing it.

lll. Writing the ESM

Unlike subject areas, which are meant for a more general audience, program
descriptions are read by SMEs and can be more detailed and involved with the scientific
language used. | began by creating a table of contents based on my outline to ensure |
addressed all parts of the ESP. The first chapter of the ESM explains the purpose,
scope, and applicability of the ESM. Without a purpose in mind, it is just a collection of
information. It explains what will be covered in the manual. This is especially important
for the Explosives Safety SMEs as to be able to quickly navigate through it and to make

changes if anything is missing.

Chapter 2 goes through each role at BNL and all of the responsibilities
associated with it. While at first glance each role appears to not be involved with
explosives safety, reading through their responsibilities leads to the conclusion that they
are and each plays an integral part in the ESP. When the responsibilities are divided
and organized, you know who to contact depending on your question. Appendices are

attached for organizational charts of the Laboratory, Department, and the ESP.
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Chapter 3 addresses all of the external regulations that BNL is compliant to;
which depends if the explosives operations are on-site or off-site. At BNL, the only off-
site activities taking place are the shipment or disposal of explosives. All other

laboratory operations occur on-site.

Prior to writing the ESM, | found many other subject areas that had answers to
the questions | was asking. To ensure all personnel is aware of these resources,
Chapter 4 exhibits all of the site-specific literature pertaining to explosives safety. This
has a wider scope than the explosives safety subject area where the subject area has
no reference to the many other subject areas that are associated with and support the
ESP. Examples include the Transportation of Hazardous and Radiological Materials Off-
site subject area, Movement by Vehicle of Hazardous and Radiological Materials On-
site subject area, Shipping Process Subject Area, Waste Subject Area, and several
others. If | had not have been searching for more information to determine compliancy
with the Technical Standard, | would have not have found these resources otherwise.
The ESM serves to display the connections between disciplines and how the ESP is
more robust than it initially appears. The ESM provides a brief description for each

piece of literature and a hyperlink for direct access if more information is desired.

The very first responsibility of the ESP is to approve explosives operations before
they are purchased and brought on-site for research purposes. This is done through
submitting forms known as the BNL Explosives Request Authorization Form (ERAF)
and the Experiment Safety Review (ESR) which are reviewed and approved by the

Explosives Safety Committee (ESC). A major component of these forms is an in-depth
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safety assessment and hazard analysis. As previous stated, explosives are a Class
Hazard | by the DOT. However, Class Hazard | has six subdivisions with each
containing their own classifications and hazard controls. On top of this, these hazard
divisions only apply for the transportation of explosives. When storing explosives,
different groupings are assigned based on storage compatibility and when performing
explosives operations, there are six hazard classes depending on the nature of the
operation, type of explosive, and quantity used. To assist principal investigators (PI) and
the ESC, the Chapter 5 of the ESM provides a detailed explanation of each hazard
categorization as well as a step-by-step guide for how to fill out the BNL ERAF and
ESR. This is done to ensure that no hazards are being overlooked and all are properly
controlled. There are also several other forms that need to be filled in once explosives
are on site to keep track of inventory and location as to not surpass the de minimis

quantities given by DOE standards.

Chapter 6 is dedicated to operational safety. It addresses what activities are
permitted with explosives and additional safety measures to be made to the facility. A
clear list of exemptions for facilities working with de minimis quantities of explosives is
provided and the ESM can be updated accordingly if a new explosives safety site plan
(ESSP) is approved in the future. Along with this is addressing several other safety
subject areas that can be utilized to prevent accidents from happening. With chemical
safety, it is important to be able to understand how to read an SDS and the location of
any emergency equipment in the facility. Electrical safety is important because the
DOE-STD-1212-2019 has regulations involving electrical equipment, permanent wiring,

and lightning protection. Also, some explosives at the Laboratory are sensitive to static
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electricity, where a buildup could cause a potential explosion. If an explosion were to
occur and cause a fire, then fire safety becomes relevant, including an egress plan to
successfully evacuate all personnel. However, the most important aspect of safety is
prevention so that emergencies do not occur. That is why it is important to have a
resource where all personnel, directly and indirectly involved with explosives, are made

aware of the hazards they possess.

The ESM serves to establish training requirements for all users working with
explosives to ensure they are qualified for the tasks being performed. Prior to the ESM,
there was no records of training or qualification. While the ESM does not have any
specifics for courses personnel would have to take, Chapter 7 is outlined for the SMEs
to fill in at a later date once the training is formalized. Not all workers require the same
training depending on their tasks so the ESM divides each course into levels that
correlate to specific personnel. It will serve as a guide for initial and recurrent training

and accurately document resources where training records can be found.

Coupled with the idea with training records, it is important for information to be
documented and told where it can be found. Doing combats the problems of confusion
and searching for the right person to ask. Chapter 8 of the ESM presents a list of all
documents that support the ESP at BNL, along with who is responsible for maintaining
specific records and where they can be found. By having a more organized program, it

minimizes the amount of questions that can be raised.

Following this is emergency response and incident reporting. While accidents

and incidents are to be prevented via safety assessments and hazard analysis, there
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needs to be preparation for when these methods fail. Chapter 9 is dedicated to
providing procedures that are to be followed in the event of an emergency. Based on
previous history from within the current ESP, procedures can be written for emergencies
that have an increased likelihood to occur, if there have been any. BNL has what is
known as the Laboratory Protection Division which is dedicated to promoting the safety

of personnel at BNL in times of crisis.

Chapter 10 is dedicated to the expansion of the ESP by providing guidance on
how to submit a new ESSP to DOE. The information is based on the previous ESSP
submitted in August 2014 that was approved but not funded. The chapter contains a
checklist of requirements that need to be acknowledged and addressed to ensure
compliance with DOE standards when operating with explosives above de minimis
quantities. If there are plans to expand the research, this resource will provide all of the

necessary information.

The final two chapter are included to make the ESM more accessible to anyone
who may choose to read it. Included are acronyms and definitions in alphabetical order
of words used in the ESM. There are several appendices that are included to increase
the reader’s understanding of several key factors of the ESP. These include mandatory
forms used by the ESP, a BNL site map, organizational charts, an SDS outline,

explosives storage compatibility, and hazardous materials vehicle operations.

IV. Conclusion

The ESM has been a daunting task from the beginning, but its importance is

what has kept me driven throughout the internship. | have learned how federal
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regulations are written and how to navigate the SBMS to find the information | needed,
improving my research and scientific writing skills. This project allowed me to utilize my
communication and collaborative skills before | begin my PhD in the Fall by being able
to present the research | have worked on. As someone who has never worked here or
with explosives before, | had no reference to how activities are carried out at BNL. |
gained a great amount of knowledge of the ESP and recognized the various
shortcomings, dedicating my time to ensure compliancy to DOE-STD-1212-2019 so the
ESP can reach the high caliber expected at BNL. It is my wishes that the ESM can be
successfully published as a program description for explosives safety and lay out a
pathway for the redevelopment and expansion of the ESP at BNL. | am grateful for the
opportunity to have been able to work alongside some of the leading experts in the field
and hope that | have made valuable contributions to furthering the research of

explosives at BNL.
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Abstract

This project in the Chemistry Division at Brookhaven National Laboratory (BNL) is a part of a
major effort that seeks to understand and control chemical systems to develop clean energy
solutions for national needs. The present study is focused on understanding the mechanism for the
oxidation of CO (a major air pollutant) on metal/oxide-catalysts through a fundamental
understanding of the catalytic process. Cerium oxide (CeO:) based materials have been under
constant experimentation in recent years as potential catalysts with promising results for CO
oxidation when paired with non-expensive materials such as copper oxide (CuO). However, a
fundamental understanding of the mechanism of this catalytic process remains difficult, because
of the complex nature of phenomena that occur dynamically between reactants and polycrystalline
catalyst materials. In these experiments the redox chemistry and CO oxidation (2CO + 02 —
2CO0O2) activity of an inverted CeO./CuO catalyst was investigated by using advanced transient
characterization techniques such as time-resolved mass spectroscopy under operando conditions.
CO2 was found to be over produced, with the amount of CO2 that evolved into the gas phase being
substantially larger than the amount of CO consumed. This could be due to an evolution in the
composition of the catalyst as a result of the decomposition of carbonates present on the catalyst
surface. Different types of characterization techniques available at BNL will provide an
opportunity for a multiangle approach toward understanding the reaction mechanism and the
intrinsic nature of the catalyst active phases in the coming months. As a result of our internship
this summer, we have developed our skills in data analysis using the software Originlab, as well
as added basic knowledge of techniques for transient studies such as: mass spectrometry (MS),
time-resolved X-ray absorption near-edge spectroscopy (XANES), diffuse reflectance infrared

Fourier transform spectroscopy (DRIFTS).
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Introduction

CO is a toxic gas that is often called the silent killer since it does not have taste, color, or smell
and generally results from the incomplete combustion of fossil fuels. A small exposure to CO can
be fatal since it has a high affinity to replace oxygen and binds to hemoglobin in blood cells. CO
not only affects human beings but also vegetation and indirectly increases global
warming!*>!4 The present study is focused on understanding the mechanism for the oxidation of
CO (a major air pollutant) on metal/oxide-catalysts through a fundamental understanding of the

catalytic process.

Catalysts and chemical transformations

Catalysts play a big role in many chemical reactions in the laboratory and industry. A catalyst is
substance or material that can speed up a reaction by providing an alternate pathway to the
chemical process!!). This alternate pathway requires less energy, therefore getting more product by
spending less. Without a catalyst, a reaction can take days, weeks, months, and even years. But
with a catalyst, the reaction can happen in a much lower time. It is important to note that a catalyst
[1.2]

works as a facilitator of the reaction and it is not consumed during the catalytic process

Therefore it appears in the steps of a reaction, but it will not appear as a reactant or product.
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Figure 1. Activation energy diagram comparison of a catalyzed and uncatalyzed reaction.

During a reaction, chemical bonds between atoms break and form new bonds with different atoms.
Breaking and forming bonds or how tight the molecules are holding on to each other is dependent
on the bonding energy of the molecule. Bonding energy is the amount of energy it takes to break
a chemical bond. Adding energy over a certain limit can break bonds and when new bonds are
formed energy is released!!). This means, lower energy bonds break more easily than higher energy
bonds. In a reaction, higher energy bonds may take plenty of time before breaking and forming
new ones because they are more stable. Bond angle, bond length, and other reaction coordinate
parameters affect the rate at which a reaction occurs as well as other non-geometric parameters for
more complex reactions such as bond order. A shorter bond requires more energy to break as
opposed to a longer one. As for bond angle, breaking or forming new bonds can also be facilitated

based on the position of the bond in a molecule.

A catalyst can make these molecules break or form more easily by lowering the activation energy
of the reaction by getting involved in its transition states!'?!. Activation energy is the energy needed
for a reaction to occur. For a reaction to occur, existing bonds must break and new ones must form
until the product is more stable than the reactant. In general, a catalyst alters the stages of a reaction

to form intermediates which yield the same reaction products. For example, in figure 2, the
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hydrogen lands on the surface and breaks its bond to form H atoms bonded to the surface (2). The
double bond of the ethene is also broken and the two carbon atoms also bond to the surface (3).
Then the H atoms can migrate until they collide with the bound carbon species and react (4) to
form ethane which can then leave the surface (5). The Arrhenius equation states that the lower the
activation energy, the higher the rate at which a reaction occurs. A reaction can also operate at

lower temperature if a catalyst is present!>],

Figure 2. Cartoon depicting the reaction of ethene and hydrogen gas.

In general, there are two types of catalysts, homogeneous and heterogeneous!?). Homogenous
catalysts exist in the same phase as the reactants in a reaction. A heterogeneous catalyst is not in
the same phase as the reactants (usually a solid catalyst in a liquid or gas reaction mixture).
Heterogeneous catalysts adsorb the reactants into sites on the surface of the catalyst, facilitating
breaking of chemical bonds, and making it easier to convert to the product. It is important to note

that heterogeneous catalysts have a limited number of active sites, limiting the rate of reaction.

Another important idea about catalysts is selectivity. A catalyst does not speed up all the reactions
in a network. Instead, it only interacts with a specific reaction out of all the occurring reactions in
a given space or network?l. Choosing which catalyst to use is essential when performing catalyst

research.
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CO-Oxidation

The Chemistry Division at Brookhaven National Laboratory (BNL) seeks to understand and
control chemical systems to develop clean energy solutions for national needs. This involves
studies on mechanisms of catalyst to meet demands for energy, synthesis of fuels for the future,
and the remediation of environmental pollutants, including greenhouse gases such as carbon
monoxide (CO). An oxidation-reduction reaction or redox reaction is a type of chemical reaction
that involves the exchange of electrons between two chemical species. The oxidation state of an
element is the number of electrons an atom loses or gain while joining other atoms in
compounds!-2l. When this oxidation number of a molecule, atom, or ion changes it is called a
redox reaction. CO oxidation reaction is a redox reaction in where carbon monoxide gets oxidized,
and oxygen gets reduced. In the case of the catalyst, as part of the intermediates it gets oxidized
and reduced while oxidizing and reducing CO and Oz. Although, CO oxidation in the presence of
O2 is considered a relatively simple reaction, researchers have proposed over 20 different

mechanistic steps occurring during this reaction!!¢,

Catalytic CO oxidation has gained increasing attention in recent years, primarily due to its demand
in industrial processes, such as: pollution reduction in the auto industry, gaseous waste in
petrochemical industries, synthesis of pure gases, ethanol or other fuel production, and pure
hydrogen production. CO oxidation also has a wide range of diverse applications in long-life
carbon dioxide (CO2) lasers, gas masks, catalytic converters, sensors, indoor air quality
improvement, and more!®’-8), A high temperature operation catalyst is considered to function above
570 Kelvin. Hence, recent studies have targeted the development of new cost-effective and low-

temperature catalysts!”’,
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Transition metals are widely used to activate surface catalyzed reactions, such as CO oxidation.
Transition metals are characterized by a specific energy level or half-filled d band which enables
them to have the highest catalytic activity compared to other metals. They are efficient catalysts
for CO oxidation due to their ability to dissociate molecular oxygen at a low temperature and to
bind strongly with both atomic oxygen and CO. On the other hand, noble metal catalysts are known
for their excellent activities, such as water tolerance, and low light-off temperatures!'”) Recent
studies report that gold (Au) is highly active towards CO oxidation at low temperatures or close to

ambient temperature!!' !,

Noble metals such as Au can be costly, therefore, even more recent studies focus on reducing the
high cost and improving the stability of catalysts, motivating the investigation for new materials
such as Mn, Fe, Co, Ni, Cu or their combinations to find suitable substitutes for noble metals!!>!*.

Copper being a transition metal is commonly used as a catalyst for numerous reactions, including

CO oxidation. The unique ability to convert CO is the key property for supporting Cu over oxides.

Cerium is considered one of the best catalysts for complete oxidation of CO, and its performance
can be more superior by the inclusion of additional elements into the crystal lattice. Ceria has a
huge oxygen storage capacity and redox properties; therefore, it can provide additional oxygen
available for the CO oxidation reaction. Cerium oxide also acts as an oxide support, improving
the catalytic performances via a metal-support interface and better diffusion of active metal
components. Catalysts based on combinations between copper and cerium oxides constitute a more
interesting alternative from an economical point of view and have also shown promising properties

for the CO oxidation reaction.
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Transient Methods

Transient methods can be used to study the mechanisms of complex catalytic reactions. This is
because transient techniques provide insight on reaction intermediates that occur from pulse
responses, and the sequence of the reaction when there are multiple steps involved; two phenomena
that can not be observed under steady state conditions. This is due to the transient nature of the
intermediates as well as the influence of the reactants and product on the reactivity of adsorbates
and catalyst surfaces. ?°! In attempting to understand the overall reaction, looking at the elementary
steps independently would not be sufficient. The surface of the catalyst is constantly changing
during the working state, sometimes by adsorbates inducing surface restructuring, which in turn
will modify the reactivity of the adsorbates. [>!) While steady-state methods measure overall
performance and give an integrated understanding of a reaction system, transient methods give
information on individual steps in the reaction because of their operating in a millisecond time

regime.

Due to the dependence of the reactivity of adsorbates on the structure of the catalyst surface,
reactivity must be examined during the course of the reaction. Infrared (IR) spectroscopy is one
important method that can be used to study adsorbates on catalysts. [*!! Therefore, transient in situ
IR experiments are widely used to study the dynamic behavior of adsorbates by applying a forcing
function to the adsorbates on the catalyst in the IR cell to induce a transient state. In this
experiment, the forcing function used was pulses that caused a change in the concentration of the

inlet flow. Pulses are generated by varying valves.

Describing our reaction by elementary steps poses a problem because the relative rates of the steps

will change as conditions change due to the transient nature of the experiment. The adsorption
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capacity of the catalyst is influenced by the transient concentration. ?*) Chemical analysis of the

concentration of gases during transient experiments is best performed by mass spectrometry.

Ceria-supported CuO catalysts have attracted attention because of the unique properties of ceria
for oxygen storage, ready reducibility, and its ability to firmly anchor Cu, reducing its tendency to
sinter. Advanced transient characterization techniques such as time-resolved mass spectroscopy
under operando conditions, will let us discern the redox behavior of CeO./CuO under CO

reduction, or constant-flow (steady-state) CO oxidation.

Experimental procedure

CO and O; were fed to the reactor at a concentration of 10 and 5% respectively, using a total
flowrate of 10 sccm. The amount and type of gases were measured during the reaction using time-
resolved mass spectroscopy under operando or working conditions. With a differential reactor, the
CO reactant gas enters at a constant flow rate, reacting at 250°C with the inverse catalyst
(Ce0O2/Cu0O) and producing the CO, product. Parameters for the gas pulses calibrated loop
(100uL) were set for the temperature at 30°C and 1atm for pressure. Figure 3. offers a visualization
of a reactor modified for transient purposes such as the one used for this project. The pulse profile

changes can be monitored using a Mass Spectrometer (MS) connected at the outlet of the reactor.

Pulse injection by 6-way valve Detection by
Step injection by 4-way valve Mass spectrometry
*R

[ "\ P
R &

Figure 3. A differential reactor packed with catalyst particles.
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The OriginPro software was used for data analysis. Methods of analysis included in the software
such as an peak analyzer for integration, linear fitting, error bars for the calibration curve, and
graphs were used. Microsoft Excel was used for calculation purposes and data correlation from
data gathered in OrginPro. For calibration purposes, a series of 10 pulses with known
concentrations (20, 40, 60, 80, 100%) were quantified. A typical calibration curve was built for
every element tracked by the MS based on the known concentrations of the reactant. After a
calibration curve was developed, the concentration and mass of both the reactant and product in
the reaction were calculated using the ideal gas equation (PV=nRT). The CO fragment produced
during the ionization of CO> in the MS was taken in account to precisely quantify the CO converted
during the reaction. The response of these pulse changes was monitored by using the results from
the MS. As an example of the tracking done by the MS, in figure 4 (a) we can see the series of 10
pulses used in the calibration curve for each concentration (20, 40, 60, 80, 100%) of O». In figure

4 (b), We can see the calibration curve built to find the moles of CO; in the reaction.

a) b)

Figure 4. On the left (a) mass spectrometry data for the pulses of oxygen. On the right (b)
calibration curve for COs.

Results
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As a result of this work, the reaction (2CO + O — 2CO») on the surface of the catalyst was
successfully tracked. MS measurements of CO (m/z = 28), Oz (m/z = 32), and CO; (m/z = 44)
show the CeO2/CuO reduction over 10 minutes with 30 pulses, see figure 5 and 6. Starting with
CO consumption at 100%, with time, the system changes. The oxidation of CO, and reduction of
0», decreased, and almost reached zero (Figure 5) to reach a steady-state around the 15" pulse
which represents the point where the catalyst sites become less available on the surface of the
catalyst. For CO; not reaching zero or steady-state could indicate the composition of the catalyst
is still evolving!!7!%!)- Figure 6, shows that the stoichiometry of the reaction for CO2 does not
match with the expected value (1CO:1CO;) The total moles of CO, produced were larger than CO
being consumed. This could be due to the presence of carbonates decomposing on the surface of
the catalyst during the oxidative step!!”!'%!°}- On the other hand, in Figure 6, we can see the different
pulse times for O, which follows the stoichiometry with respect to CO. This further correlates with

the presence of carbonates on the surface of the catalyst!! 718191,

Figure 5. Amount of O consumed, CO consumed, and CO> produced in pulses.
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Figure 6. Amount of O, consumed, CO consumed, and CO» produced as a function of time.
Discussion

As seen in previous experiments and literature, the moles of CO consumed, and CO; produced
should be the same in this 1:1 reaction. However, our results showed substantially more CO»
evolution than expected. This could be due to the composition of the catalyst still evolving with
the decomposition of carbonates on the surface causing the overproduction of CO,. More
characterization techniques along with sequential pulses are needed to further study the reactions
on the catalyst surface and its intermediates. One such technique could be infrared spectroscopy
examining the catalytic process. Another method for further research will be to vary temperature
and pressure and use mass spectrometry along with the other experimentation methods to monitor
how these changes affect the products generated as well as the catalyst itself. This research will be
performed in the coming months by the team in the Chemistry Division at Brookhaven National

Laboratory.
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1 Abstract

The National Nuclear Data Center (NNDC) at Brookhaven National Labora-
tory, through experimental processes, collects and evaluates nuclear data such as
neutron resonance data compiled in the Atlas of Neutron Resonances [1]. Even
the most precise methods lead to errors in the collection of resonance data, caus-
ing the misclassification of or gaps in resonance data. Imprecise or incomplete
information about neutron resonances lead to average resonance spacings with
unreliable values or unrealistic uncertainties; a problem since average spacings
are important properties for many applications. To combat this, we combine
nuclear physics theory with experimental data by developing an algorithm to
extract resonance spacings and their uncertainties. We utilize a cumulative dis-
tribution plot of neutron resonances as a function of their energies and the linear
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fit of this distribution to investigate how intentionally removed resonances im-
pact the slope of the fit. We varied the number of resonances used to generate a
fit both above and below an arbitrary cutoff resonance energy. Plotting the dif-
ference between the distribution and the list of the slopes above and below the
cutoff energy showed a deviation from the calculated slope for the distribution.
Since there is an inverse relationship between the average spacing and the slope
of the fit, further investigation should reveal quantifiable patterns that may be
used to write an algorithm to automate the detection of the location and im-
pact of missing resonances. Availability of such a tool will allow scientists access
to nuclear resonance data with increased accuracy and precision to be used in
applications such as nuclear energy, astrophysics, and national security, among
others. Aiding in the development of this tool has strengthened my program-
ming skills and challenged me to be creative in the context of mathematically
representing patterns and insights found in data sets.

2 Introduction

Nuclear data is a valuable tool used across a multitude of science disciplines,
including astrophysics, nuclear power, and nuclear medicine. The nuclear data
this project centers around is found in the Atlas of Neutron Resonances [1]: the
most current compilation of nuclear resonances as well as resonance parameters
and properties, including the property of resonance spacings.

A nuclear resonance is the extremely short-lived bound state of a neutron
and a nucleus when the two interact or collide at a particular energy that is
sufficiently close to excited states in the compound nucleus that is formed. This
bound state leads to increased probability of interaction, seen graphically as
cross-section peaks. The study of nuclear resonances is aided by the investi-
gation of resonance properties such as resonance spacings. Nuclear resonance
spacings are characterized as the distance between resonance peaks. Analysis of
resonance spacings for a sequence of resonances as well as the average spacing of
a sequence for an element provides valuable insight about the resonances them-
selves. Moreover, these insights expand our depth of understanding of nuclei
and their properties.

However, the study of nuclear resonances is limited by much of the data
in the Atlas of Neutron Resonances [1] being non-reproducible due to the loss
of documentation on the experimental processes it sources from. One factor
contributing to the non reproducibility of the data is the lack of or misclassi-
fication of resonances in many resonance sequences. Visually, these missing or
misclassified resonances appear in step plots of the cumulative number of reso-
nances as obscurely placed wider steps. Moreover, the linear fit to these plots
- the inverse of the slope of which being the average spacing of a sequence - is
rendered invalid due to the impact of these wider steps on its calculation.

Analyzing the cumulative distribution of resonance step plots and their linear
fit lines may illuminate quantifiable relationships between missing or misclas-
sified resonances and the calculation of resonance spacings. As such, this is
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the angle of approach this project will undertake. Given the time allotted for
this study, our analysis will be contained to the Chromium-52 distribution of
resonances.

3 Motivation

The purpose of this investigation is to inform the construction of an auto-
mated algorithm to identify the location of and impact of missing or misclas-
sified resonances, by yielding insights as to how missing resonances alter the
calculation of the average resonance spacing for a given sequence.

4 Methods

To gain an understanding of the scope of the problem our project aims to
resolve, we begin by creating a graphical reference point for all current and
future work which revolves around the property of resonance spacings. This
is achieved by writing a script to parse all information on mean s-wave, p-
wave and d-wave level spacings for every element and isotope in the Atlas of
Neutron Resonances [1]. The bulk of the previous work relevant to this project is
embodied in gitlab in classes notation in python. Therefore, gaining familiarity
with python and functions such as csv writer is necessary for the writing of
this script. Once completed, we are able to use the script to generate plots of
each type of level spacing as a function of their atomic number, as seen in Fig.
1. The significance of this plot lies in the fact that it was generated using the
resonance data in the Atlas of Neutron Resonances [1], yet because this data
is impacted by missing or misclassified resonances, this plot also contains these
impacts or errors. Hence we have created a large-scale reference point for the
problem that our subsequent work focuses on.

Next, we take on the core aspect of the project: using primarily plotting
methods to explore how wider steps in a Chromium-52 cumulative distribution
of resonances alter the slope of the linear fit line for the distribution. Chromium-
52 is the selected distribution because of previously gained familiarity with its
problems from a recently completed evaluation for its isotopes. Additionally,
because it is nearly a closed shell, its level density is lower and thus it possesses
an ideal number of resonances for the investigation.

The first set of plots we generate test whether manually removing resonances
creates a visible change in the form of a wider step where the resonances were
previously located in the distribution. We learn that removing resonances from
distributions creates a wider step in the cumulative distribution plot as com-
pared to steps that comprise the original distribution.

Success of this tactic prompts us to create two modified data sets: the first
being the original sequence for Chromium-52 but with five resonances removed,
and the second being with one resonance removed. We then use the original
sequence and these two modified data sets to plot three cumulative distribution
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Figure 1: This plot shows the mean s-wave level spacings for L=0 resonances
for all nuclides, as function of atomic number. These data were collected from
the Atlas of Neutron Resonances [1]. The dashed lines show where resonances
increase at Z = 2, 8, 20, 28, 50, 82 (the nuclear magic numbers where the number
of protons or neutrons in a nucleus reach a closed shell).

plots with their linear fits. We can then take the difference between each dis-
tribution and its linear fit and form a superimposed plot that shows the three
differences as a function of the resonance energies, as seen in Figures 2 and
3. We also plot the location of the manually removed resonances as points on
the plot. We can magnify different regions in the figure to inspect any impacts
the removed resonances have on the difference curves. We discover that there
is a large downward spike in the curve created with the distribution that had
five resonances removed, near the location where the resonances were removed.
However, the difference curve made using the distribution with only one reso-
nance removed does not exhibit similar behavior. Therefore we determine that
a different approach may provide more insight into the behaviors seen in the
curves.

We decide to create two new types of difference plots, made by looping
through every resonance on each of the three cumulative distributions, and
calculating two slopes at each resonance energy point: one slope that takes into
account all of the resonances below the moving cutoff point, and one which
factors in all of the resonances above. These slopes are then compiled into two
separate lists of slopes, one list solely for the slopes generated above the cutoff
point and one for slopes below. From here, six unique difference plots are made,
where two separate difference curves are calculated for each data set: one which
takes the difference between the cumulative distribution and the list of slopes
below the moving cutoff point, and the other which does the same calculation

Office of Educational Programs, 2021 Compilation of Internship Reports 186



Figure 2: This plot shows the difference between the cumulative distribution
and linear fit as a function of the resonance energies for all three data sets.
The red dots indicate where five consecutive resonances were removed from the
sequence, and the orange dots indicate where one resonance was removed. The
purple curve has a large downward spike in region where five resonances were
removed. In contrast the green curve shows no noticeable deviation in response
to single removed resonance as compared to curves from other sequences.
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Figure 3: This plot contains the same curves from the previous figure, limited
to the region around the locations where the resonances were removed in distri-
butions such that the contrasting behavior of the purple and green curves can
be seen.
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with the list of slopes above the moving cutoff point. This plot can be seen in
Figures 4 and 5. Finally, three curves are calculated for each data set by taking
the difference between the two linear fits just calculated for each distribution,
and these differences are then plotted as functions of the resonance energies, as
shown in Figures 6 and 7. The location of the removed resonances are again
labeled on both plots as points.

Figure 4: This plot shows six different curves, where there are two curves created
using each distribution. The first curve was calculated by taking the difference
between the cumulative distribution and its linear fit made from the list of slopes
above the moving resonance energy point, and the second curve was made using
the same calculation but with the linear fit created from the list of slopes below
the moving resonance energy point.

5 Results

Regarding the difference plots made using slopes calculated from the entire
distribution for each data set (Figures 2 and 3), we note an apparent down-
ward spike in the curve calculated from the distribution with five resonances
removed, likely due to the five resonances removed in the region. However, the
curve calculated from the distribution with a single resonance removed does not
exhibit similar behavior. Therefore we cannot deem, what is speculated to be a
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Figure 5: This figure is a closer view of Figure 4 such that the behavior of the
six curves is more easily displayed.
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Figure 6: This plot shows three superimposed curves, one for each data set,
which are the difference between the lists of linear fits above and below the
continually changing cutoff point as a function of the resonance energies.

response of the distribution and linear fit to the five removed resonances, as a
conclusive result.

Instead, we turn to the results seen in Figures 6 and 7. We are most inter-
ested in the curves shown in these plots because upon initial inspection, they
provide more apparent evidence that manually removed resonances lead to a
behavioral response graphically (despite amount of resonances removed or lo-
cation of their removal), as compared to the difference plots previously made
as well as compared to the plots in Figures 4 and 5. Yet we note that given
more time, further analysis of the curves in Figures 4 and 5 may yield valuable
insights.

In the view of the curves provided by Fig. 7, it is clear that the path of the
curve made using the data with five removed resonances deviates significantly
from the path of the other two curves at the location where the resonances were
removed. This behavior is verified by similar behavior of the curve made using
the data with a single resonance removed at the location where that resonance
was removed, although that deviation is considerably smaller in magnitude.
However, we realize that these results maintain a level of ambiguity due to
the possible interference that unknown missing resonances located across the
distribution may have on the calculation of our slopes at the regions where we
have intentionally removed resonances.
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Figure 7: This plot is a magnified view of Figure 6 such that the behavior of
the three curves is more visible. The purple curve shows a large deviation from
other two curves at location where five resonances were removed. The black
curve also shows slight deviation at location where the single resonance was
removed, not dissimilar from deviation of purple curve.

10
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6 Conclusion

We have investigated the systematic behavior of average spacings for neu-
tron resonances, by compiling all information available in the Atlas of Neutron
Resonances [1]. Additionally, we have explored multiple potential methods to
identify the impact of missing resonances in cumulative distributions on the cal-
culation of resonance spacings. This involved calculating global fits and running
averages of the distributions below and above a moving resonance energy cutoff
point. The analysis of the difference of such slopes provided many insights, even
though not conclusive, relative to the possible ways of automating the search for
missing resonance. Moving forward, we pursue similar analysis but with a more
localized approach, calculating an averaging spacing for a distribution only in a
region around the investigated range. Hopefully, this will lead to an automated,
reproducible and more reliable way to obtain average spacings.
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Abstract. The NSLS-II at Brookhaven National Laboratory supplies a broad spectrum of light that can be used to uncover the
structure and properties of materials. Some of the beamlines in the NSLS-II specialize in x-ray diffraction for material
characterization purposes, and due to the intense brightness of the beam, these measurements can occur much more quickly than
on most diffraction instruments. However, presently these samples must be manually aligned and positioned at the beamline to be
measured correctly. This alignment and position step bottlenecks how many samples can be processed on the beamline. This
research attempts to solve this problem by implementing automated clustering algorithms so that after a fast, rough scan of all
samples, the computer can decide what areas are important and can then remeasure the samples to get a much better picture of what
the sample’s diffraction pattern truly is. This would replace manual alignment with automation and would save hundreds of hours
on the beamline, allowing for more research to be done in the same amount of time. Functions have been created that manipulate
diffraction data into a readable format, group the diffraction patterns using clustering algorithms, and visualize the scanned data
using intuitive, easy-to-use methods. Being able to find what should be scanned and recorded without human input can be used on
many different projects within the NSLS-II and will be a valuable tool for all future users.

I. INTRODUCTION

The NSLS-II is a synchrotron light source that is ten billion times brighter than the sun and it supplies wavelengths
of light that can be used for a variety of research applications. Due to the brightness of the beam, the data acquisition
time for these applications can be cut down drastically compared to other facilities and allows many more samples to
be measured than at other light sources.

One application of the NSLS-II is x-ray diffraction, which is an important material characterization technique'. By
scattering x-rays from a sample, we can measure the atomic and nanoscale structure of the material. X-ray
diffraction can be used on many kinds of samples, including powders, liquids, and even solid disordered materials.
Because of the range of samples that can be tested, and because of natural variation in sample preparation, each
sample must be individually aligned so that the beam passes through the sample instead of the bracket that holds the
samples or the sample container. Manual alignment is time consuming, as each sample can take several minutes to
align and up to 200 can be loaded on the beamline at once. Thus, alignment takes hours, and it causes a bottleneck in
data acquisition. Powder samples, as seen in Figure 1, are approximately | mm in diameter, and this size makes
manual alignment even more taxing. A misaligned sample, scattering off either the sample holder or air, results in
wasted beam time and errors in analysis if the invalid data is not identified and removed.

If you are measuring a powder sample packed vertically in a capillary, it is possible the powder has either
crystallized or is packed differently in one spot, and that can also result in low quality data. A way to remedy this is
to oscillate the bracket vertically during data collection and collect diffraction data through a range of positions on the
sample, averaging the total measured spectras. However, this additional step can be time-consuming, as it further
requires determining the vertical bounds of each individual sample within the bracket.

This project aims to create a model using Python that can find these sample bounds so a beamline scientist can
collect more diffraction data more quickly, saving hours of time and eliminating this bottleneck in data acquisition.

Office of Educational Programs, 2021 Compilation of Internship Reports 194



FIGURE 1. Image of samples in a frame.

II. METHODS

A. Data Mapping

To begin, the input data must be transformed into a consistent format. The inputs that were used to test all code
were a TAR file and a text file, and between these files, we had the x position, y position, gq-space over which data
was collected, and the intensity data for each datapoint. We found that Python’s dictionary data structure was the
most appropriate frame to use for this mapping because it was, in our opinion, the most compact way to connect a
coordinate to a diffraction pattern.

We first collected all unique y-positions, and had those values be the keys for the outermost layer of the
dictionary. For each unique y-position, we made each unique x-position that existed at that y-position a key, and
then we made the value for that key the diffraction data at that coordinate. The result was a dictionary of
dictionaries, layered to have y data be the outermost layer and x data be the innermost layer. This mapping process
combined all the data into one object, which was easier to manipulate in code and allows for different kinds of input
files to be used in the future if they are transformed into this dictionary as well. A visual representation of this
mapping is shown in Figure 2.

FIGURE 2. A visualization of data mapping, with each data point (shown as x, y coordinates) corresponding to a unique
diffraction dataset. The example diffraction data, along with all other plots in this paper, were created using Matplotlib?.

B. Clustering

In x-ray diffraction, data is collected over a set range of scattering angles, and these angles make up the x-axis of a
diffraction dataset. We can convert these angles into a scalar®, q, from the scattering angle, 26, and the wavelength, A,
using Equation (1). Since the range of these g-values was the same for all datapoints, we did not include the g-values
in the clustering dataset, since they would have no impact.

Office of Educational Programs, 2021 Compilation of Internship Reports 195



q= 417:si/1n () (1)

The first clustering algorithm we tried was K-Means. This algorithm is a method of vector quantization in which
each observation is grouped with the cluster with the nearest mean, effectively replicating Voronoi cells. For each
observation, the objective is to find the equality* in Equation (2).

argmin T Tyes,IX = wll” = argmin £ ,15;| Var s, @)

Another algorithm we tested was Agglomerative Hierarchical Clustering. This bottom-up method starts with every
observation being its own cluster with clusters merging as one moves up the hierarchy. This algorithm requires a
distance metric and a linkage metric, and we chose the Euclidian distance® and Ward linkage® as our metrics. The
equations for these metrics are shown in Equation (3) and Equation (4). Each algorithm we tested was available in
scikit-learn’s clustering package and we took additional steps to ensure that the output for every algorithm would be
the same. When we tried both algorithms, we noticed that the K-Means algorithm in scikit-learn’ had a preset number
of clusters at 8, and Agglomerative Hierarchical Clustering had a preset number of clusters at 2. In our application,
this meant that K-Means had a more fixed number of clusters while Agglomerative Hierarchical Clustering is more
flexible.

lla = bll; = yZila; — b)? (3)
aiy = ||1% - x|’ @)

The variables a and b in Equation (3) represent two points in Euclidian space and dj; in Equation (4) represents the
distance between observations 7 and . A

’ ’

FIGURE 3. Example of K-Means clustering using randomly generated data.

C. Visualizing

As this project is essentially moving the visualization of the data from human eyes to a computer’s observations, we
viewed it important to allow the user to view what the computer had done. By creating a program that can visualize
how well a selected cluster compares with the dataset, one can see how well the clusters match the data and what parts
of the dataset were grouped together. A visualization method that both shows the user how accurate the clustering
algorithms were and replicates the samples that were measured is plotting residuals on a heatmap.
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FIGURE 4. Example of visualization that shows how a residual plot compares to a real image of a similar dataset.

ITII. RESULTS

We found that the clustering algorithms found the samples within the dataset and also effectively classified
different materials within the dataset. Observing previous research®, we saw that others implemented dissimilarity
metrics so that they could run diffraction data through clustering algorithms, but we found that dissimilarity metrics
were not necessary for this project. The data was already distance-based due to the nature of g-space, and by running
both K-Means and Agglomerative Hierarchical Clustering on our test data, we saw that the algorithms clustered
similar materials together even when dissimilarity metrics were not used, so we decided to eliminate the step. As our
data was unlabeled, we were not able to compare the accuracy of using dissimilarity metrics versus not using these
metrics, and further work will need to be done to validate the decision that we made.

FIGURE 5. The result of running the dataset through the K-Means algorithm and plotting each cluster group.
Each capillary sample can be clearly seen and distinguished from the background of air. Other features are visible
in this plot, specifically areas where the aluminum frame holding the samples has areas of lower density.

By observing our residual plots, we were able to see that each cluster did find dissimilar materials within the
dataset. Overall, we saw that our models were effective and could identify sample regions to a point where a later
scan could view these regions in more detail.

By using pick events in Matplotlib, which allows the user to click on a plot and returns the coordinates of where
the user clicked, we were able to use the cluster data at those coordinates to create a residual plot. These residual
plots are shown in Figure 6, Figure 7, and Figure 8. For each of these figures, the darker in color a point is, the
closer the data at that point matches the data at the ‘x,” which is where the user clicked. All three of these plots show
that the material at the location that the user clicked is clustered with itself, that is, the clustering algorithm correctly
distinguished each material. These plots were generated from the cluster data from the K-Means algorithm, but the
same results were seen when using the Agglomerative Hierarchical Clustering algorithm as well.
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FIGURE 6. A residual plot for the entire dataset when compared to the data point at the ‘x,” which is a sample. The
red ‘x’ in the figure is a point where the user clicked, and the color bar represents how closely the cluster assigned to
the point at ‘x’ matches the data at all other points, with darker colors meaning the two points match more than lighter
color points.

FIGURE 7. A residual plot for the entire dataset when compared to the point at ‘x,” which is the control sample. The
red ‘x’ in the figure is a point where the user clicked, and the color bar represents how closely the cluster assigned to
the point at ‘x’ matches the data at all other points, with darker colors meaning the two points match more than lighter
color points.

FIGURE 8. A residual plot for a point found on the frame that holds the samples versus the rest of the dataset. The red
‘x” in the figure is a point where the user clicked, and the color bar represents how closely the cluster assigned to the
point at ‘x” matches the data at all other points, with darker colors meaning the two points match more than lighter
color points.

All the code that was created to generate these results is available on GitHub and is cited in the
references’.

IV. CONCLUSION

Overall, we conclude that clustering algorithms such as K-Means and Agglomerative Hierarchical
Clustering are effective in clustering diffraction data. Our overall process was to restructure the data into a
map, cluster the data, and then visualize the results, all of which were successful. For future research and
work, we recommend that an interface is created that makes running this code easier. Future work also
needs to validate our choice to process the diffraction data without using any dissimilarity metrics. We also
recommend that this code is run using labeled data in order to quantify how accurate these clustering
methods are.
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Abstract

The Instrumentation Division (IO) of Brookhaven National Laboratory (BNL) is at
the forefront of developing new design methodologies for mapping machine learning
algorithms to the transistor level circuit implementations targeting edge computing in
scientific applications. Machine learning developers currently use open-source frameworks
such as PyTorch or TensorFlow based on high-level programming languages such as
Python/C++ to design and train a neural network. BNL is investigating High-Level
Synthesis (HLS) tools to transform Python/C++ based machine learning algorithms into
Hardware Description Language (HDL). HLS provides capabilities to automatically convert
C/C++/System C code into accurate and optimized HDL models. Designers specify the
constraints such as clock frequencies so that the HLS tool optimizes the data path for
minimal hardware resources. These new methodologies based on HLS tools reduce the
overall time to design and fabricate Artificial Intelligence (AI) based Application-Specific
Integrated Circuits (ASICs). I am a part of this research of a revolutionary project with a
primary goal of developing HLS methodologies, or flows, to translate a neural network in
C++ to HDL. Due to limitations in project duration, we investigated just the convolution
layer of a Convolutional Neural Network (CNN) in this project. Our project contributes to
the ongoing research by laying the foundation for developing HLS methodologies for
hardware platforms: ASICs and Field Programmable Gate Array (FPGA). My engagements
at BNL have increased my knowledge and experience in the design, implementation, and
optimization of machine learning algorithms from a circuit design perspective. Further, it
has reinforced the theoretical knowledge imparted in engineering classrooms. Overall, the
project has presented me with the opportunity to participate in cutting-edge technology, as
is evident in the accomplishments of this advanced research.
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L INTRODUCTION

Artificial Intelligence (AI) has made

significant strides in closing the gap between
human and machine capabilities. Researchers
and enthusiasts alike work on various aspects of
the field to achieve powerful results [1]. The
domain of computer vision is one of many such
areas. Computer vision could be a thriving
subset of the phony Al market [2]. It is attracting
a significant amount of funding because it
targets a wide range of practical applications.
Deep Learning advancements in Computer
Vision have been built and perfected over time,

primarily through a single algorithm - a
Convolutional Neural Network (CNN).
Furthermore, BNL's Instrumentation

Division (IO0) is working on new design
methodologies translating machine learning
the
implementation to enable edge computing in
scientific applications. During this summer
research program, we looked into commercial
HLS tools from Siemens, Catapult. HLS shortens
production cycles by introducing additional
abstraction on top of Register Transfer Level
(RTL), typically utilizing System C, C, or C++ to
specify the project specifications before
synthesis [2]. It is frequently beneficial due to a
beneficial alignment between the hardware and
recursive-style environments.

Machine learning developers prefer to
write their algorithm code in C++ or scripting
languages such as Python. They do not have to

algorithms  to transistor level

look into semantics associated with the register
transfer language like Verilog, Very High-Speed
Integrated Circuit (VHSIC), or Hardware
Description Language (HDL). Some
developers write their code in C++ and use HLS
to decide how to vary the clock speed to address
this limitation [3]. Once the clock constraint is
changed, the HLS tool regenerates the RTL
based on the new clock speed, with no changes
to the C++ code.

The primary goal of utilizing an HLS
tool like Catapult is to provide superior

rule

code
and optimized

capabilities convert
descriptions

hardware

to automatically

into accurate
language models.
designers specify the constraints such as clock
frequencies to optimize the HLS tool for the
least amount of hardware resources [4]. As a
result, these new methodologies shorten the
time required to design and fabricate Al based
ASICs.

While the rationale union employs
affiliation, RTL depiction of the plan, significant
level blend works to ensure a degree of
reflection, beginning characterization during

Furthermore,

very issue-specific languages like System C, C,
and C++. For the most part, the architect
promotes module reasonableness and, as a
result, interconnect convention. The undeniable
of union apparatuses handles the
miniature engineering. It converts untimed or

level

incompletely ordinary intentional code into
completely regular RTL executions, precisely
making cycle-by-cycle detail for equipment
execution [5]. The RTL executionsare then used
directly during a ubiquitous rationale union
stream to frame a door-level commission, as
shown in Fig. 1.

Autopilot is a contemporary HLS device
built using AutoESL1 that accepts System C, C,
and C++ input languages that may communicate
with directives directing the equipment's overall
execution. Autopilot supports a collection of
C/C++ programming languages; the primary
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memory allocation and discretionary indirection
[6]. Autopilot supports both numerical and
skimming reason data assortments, as well as

subjective  exactitude  fixed-point  data
assortments.  Autopilot extensively  uses
expected compiler improvements such as dead-
code elimination, strength reduction, and

execution inclination. After achieving these code
changes, the mix is conducted on a work-by-
work basis, generating RTL modules for each
job. Each module’s administrative logic is based
on DataPath and Finite State Machine (FSM) [6].
Naturally, all data clusters have the intention to
use local Block Random Access Memories
(BRAMs); scalar factors use registers. Autopilot
will improve five distinct categories of source
code: correspondence interfaces, work calls,

circles, information exhibitions, and named
locations.
Autopilot performs targeted

improvements, such as counting articulation
smoothing, circle unrolling, circle smoothing,
and apparent cluster splitting. In any event,
applying these
enhancements, allowing the user to customize
the plan for space, clock speed, turnout, or a few
combinations of these [7]. Each enhancement to
Autopilot has documentation as #pragma
comments script
Following code changes, Autopilot practices the
code to the appropriate execution stage using
information about the execution stage. At that
point, the equipment amalgamation method
maps the streamlined code to the equipment,
performing
restriction, and pipelining [8]. Finally, Autopilot
generates the interface code in this manner. Due
to the immediate execution, the integrated code
maintains a consistent communication interface.
For circles are solid; naturally, they need
attention to the first chance for asset sharing.
Autopilot commands will indicate a whole or
partially unrolled circular body, a mixture of
many circles, or a combination of settled circles
[6]. After obtaining information in exhibits, loop

Autopilot is cautious in

and combo commands.

calculation programming, asset
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unrolling is often used in conjunction with
exhibit apportionment to enable various equal
independent displays to be accessed, followed
by creating a similitude possibility linked to
pipelining potential. Additionally, the circle
requirements, as shown, will
articulation parity for further developing fine-

demonstrate

grained parallelism and computation pipelining
inside a code region.

II. METHODS
A. CNN & ReLU Function
The the
fundamental building component of a CNN that

convolutional  layer is
requires a huge number of computations [9]. As
shown in Fig. 2, a generic CNN is composed of
three primary layers: Convolutional, Pooling,
and Fully Connected (FC).

Our job was to study the convolutional
layer with the Rectified Linear Unit (ReLU) as
an activation function. As shown in Fig. 3, ReLU
is a nonlinear function that acts as a "filter." By
using the ReLU function, the whole layer
becomes dependent on the sign bit. If the input
value is negative (less than zero), it will be
snapped to zero. "Dead
Neurons." However, if the input value is
positive (higher than zero), the value is returned
unaltered. This number is "Active Neurons." We
discovered that it is critical to use this nonlinear
function since it does not stimulate all neurons
concurrently and works well than other
functions.

This number is
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B. Testbench in Digital Design

Creating a testbench was a critical stage
in our study. As shown in Fig. 4, the testbench is
utilized in digital design simulations from the
viewpoint of Test Engineers. The testbench is
used to determine whether or not our Design
under Test (DUT) module functions as expected
[10].

The output checker compares DUT
output with expected values to report
PASS/FAIL. It was utilized to rapidly inform the
user whether changes to design components
would break the whole design before applying
the changed component inside a design.

Although the testbench module is
mainly developed and used in Verilog, our
testbench module is created in C++. Thus, the
testbench's compelling reasons for use are as
follows: detecting human mistakes, showing
data on a terminal, and confirming findings
through a waveform.
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I11. RESULTS & DISCUSSION

We needed to determine whether or not
our convolutional layer functioned adequately
at the software and hardware levels.

A. Software Level

Three matrices were used in our
convolutional layer: input image, kernel, and
output image. Different dimensions were given
to these matrices. For example, we set the input
image to the [8x8] matrix and the kernel to the
[3x3] matrix; we end up with an output image of
the [6x6] matrix.

The software level was determined using
the output of the GNU Compiler Collection
(GCC). Random numbers between -100 and 100
were used to create the input image values. By
contrast, the kernel was constructed using only
positive numbers between 0 and 100. This is
done to enhance the likelihood of obtaining
negative values. As a consequence of the ReLU
function, negative values return the final result

as zero, as shown in Fig. 5.

As shown in Fig. 5, design
succeeded when we received the expected
output "Test Passed,” which led us to apply the
ReLU function to our plan. All negative
numbers were returned as zero, while positive
values remained unchanged.

our
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B. Hardware Level

After translating the C++ code into
Verilog HDL, the corresponding simulation
results shown in Fig. 6, all values were allocated
in hexadecimal to facilitate calculation.

Staring at the waveform was sort of hard
to distinguish the different values. As a result,
we set all the waveform values in the matrices
block, as shown in Fig. 7.

The large portion in the preceding
example matches our [8x8] input image. The
the
convolution operation in the first section of a
convolutional layer. It can be seen on the right
side with a [3x3] dimension.

When the filter is moved to the right by a
specified Stride Value, the whole width is
parsed. It then descends to the start (left) of the
supplied picture. As a result, we get the
following values, which match the red box in

Fig. 8.

kernel is the element that performs

Following the convolution process, we
ended up with A6CC in
equivalent to -9,932 in unsigned numbers. As a
result, in our Verilog's waveform, this value was
returned as 00000.

On the other hand, once we moved the
kernel to the right by one step, the green box
shows. As shown in Fig. 9, we got a positive
result, 01FA8 in hexadecimal. Since it is a
positive number,
unchanged.

hexadecimal,

this wvalue was returned

IV.  DESIGN DIAGRAMS

A. Schematic Design

After being synthesized using a Catapult
HLS the design of the
convolutional layer is illustrated below in Fig.
10. The schematic design aims to convert the
convolutional layer into actual representations
of space. The resultant of HLS tools is an HDL
program (VHDL or Verilog). Both schematics
that are presented here reflect the
schematic design. The only difference is that the
full view of the design is on the left side, and on
the right side is the zoom-in view. As can be
seen, the computations inside a convolutional

tool, schematic

same

layer are comprised of two fundamental
operations, which addition
multiplication, also known as Vector Matrix
Multiplication (VMM). Our schematic design
contains red circles, green circles, and purple
boxes. The red circles indicate the addition

are and
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operation, while the green circles represent the
the purple
for

multiplication operation; lastly,
boxes flip-flops

intermediate signals.

represent storing

B. RTL Schematic

Similarly, the RTL schematic shows our
design’s inputs, outputs, clock, and reset ports,
as shown in Fig. 11.

V. IMPROVING THE HARDWARE

PERFORMANCE
Increasing the performance of the
convolutional  layer increases hardware

productivity. We have two distinct kinds of
loops in the Catapult HLS tool: Pipelining and
Unrolling. As shown in Fig. 12, when the
convolutional layer design is executed for the
first time on its own using the Pipelining loop, it
takes 36 clock cycles. In other words, our
hardware design requires 360 nanoseconds to
complete the circuit from the first input to the
first output. As a result, we needed to allow
both loops to communicate and operate together
to enhance hardware performance.
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Consequently, we increased hardware
performance by decreasing clock cycles from 36
to 1 or 360 nanoseconds to 10 nanoseconds. This
has improved the hardware performance by
97%, as shown in Fig. 12. As a result, the more
complex the design project, the more loops will
be used throughout the design implementation.
As a result, the possibility of enhancing the
hardware design is very significant.

VI.  ASIC Vs. FPGA

We have two hardware platforms in
VeryLarge-Scale Integrated (VLSI): Application-
Specific Integrated Circuit (ASIC) and Field
Programmable Gate Array (FPGA). FPGAs may
perform a Central Processing Unit (CPU)
functions, an encryption unit, a graphics card, or
even all three simultaneously [1]. On the other
hand, ASICs, as the name suggests, are intended
to perform a specific function and are not
modifiable. The HLS synthesized HDL could be
used for both FPGAs and ASICs. As a result,
TABLE 1 summarizes the distinctions between
ASIC chips and FPGA boards.
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Consequently, by using the Catapult
HLS tool for ASIC and Xilinx Vivado HLS tool
for FPGA, that ASIC
performance is considerably more excellent and

we  determined
more efficient than FPGA performance, as
shown in Fig. 13. It is observed that ASIC
outperforms FPGA in three different C++
projects: addition, multiplication,
convolution.

and

VIL. DIGITAL LOGIC-BASED DESIGN

After our project was
compiled without problems, we produced 2,372
lines of Verilog code. The convolutional layer's
introductory module is shown in Fig. 14. We
were unable to display the complete code owing

to a large number of lines.

successfully
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Furthermore, in a digital ASIC design,
the first stage is the logic synthesis that was
carried out using Cadence Genus Synthesis
Solution Tool. The synthesis tool translates
Verilog code to a gate-level netlist, according to
Fig. 15. All the schematics below reflect a similar
schematic design. The difference is that on the
right side is the zoom-in view, and on the left
side is the full view.

In the world of chip design, there is a
constant reminder of improving the chip for
better performance, improved area, and low
power. Therefore, from Fig. 15., we were able to
generate different logic gates like AND, NOR,
and XNOR in replacement of multiplication and

addition operations.
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VIII.  CONCLUSION

To summarize, this sophisticated and
challenging research endeavor synthesized all of
the information gained from our work with
CNN. We demonstrated using the HLS Catapult
tool;, we converted convolutional layer
algorithms written in C++ to HDL. Additionally,
we showed that HLS is better to automatically
translate code descriptions to precise and
efficient hardware models. Using this
sophisticated = approach, developers may
significantly decrease the time required to
design and fabricate Al based ASICs. Lastly, we
also carried out logic synthesis to translate
Verilog code to gate-level netlist using the
Genus tool. When all factors are considered, this
endeavor may be regarded as a success. Not
only did this result in a more nuanced and
developed knowledge of the convolutional
layer, but it also resulted in the development of
essential  problem-solving  abilities  and
advanced logical thinking. In any case, by
starting from scratch, our efforts paid off. The
difficult skills required for the convolutional
layer were created, which will be essential to
possess while pursuing careers in both

Computer and Electrical Engineering.
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XI. APPENDIX

The Convolutional Layer C++ code

#include<iostream>
#include "MatrixConvo.h"
#include<assert.h>
#include <cstdlib>
#include <mc_scverify.h>
#include<ac_int.h>

using namespace std;

void generateRandomMatrixInput(ac_int<8,true> m[8][8])
{
for(int i=0; i<8; i++)
{
for(int j=0; j<8; j++)

int range = 100 - (-100) + 1;
m[i][j] = rand() % range + (-100);

void generateRandomMatrixKernel(ac_int<8,true> k[3][3])
{
for(int i=0; i<3; i++)
{
for(int j=@; j<3; j++)
k[i][j] = rand() % 101;

void testConvolution(ac_int<8,true> m[8][8], ac_int<8,true> kernel[3][3],
ac_int<18,true> output[6][6])
{
for (int i=0; i<6; i++)
{
for (int j=0; j<6; j++)
{
output[i][j] = m[i][j]*kernel[0][O] + m[i][j+1]*kernel[0][1] +
m[i][j+2]*kernel[0][2] + m[i+1][j]*kernel[1][0] +
m[i+1][j+1]*kernel[1][1] + m[i+1][j+2]*kernel[1][2] +
m[i+2][j]*kernel[2][0] + m[i+2][j+1]*kernel[2][1] +
m[i+2][j+2]*kernel[2][2];

void test(ac_int<18,true> mi[6][6], ac_int<18,true> m2[6][6])
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for(int i=0; i<6; i++)
{
for(int j=0; j<6; j++)
assert(mi[i][j] == mi[i][3]1);
b
cout << " Test Passed " << endl;
cout << " " << endl;

void printInput(ac_int<8,true> a[8][8])
{

for(int i=0; i<8; i++)

for(int j=0; j<8; j++)
cout << a[i][j] << " "
cout << endl;

void printKernel(ac_int<8,true> b[3][3])
{
for(int i=0; i<3; i++)
{
for(int j=0; j<3; j++)
cout << b[i][j] << " ",
cout << endl;

void printOutput(ac_int<18,true> convo[6][6])

for(int i=0; i<6; i++)
{
for(int j=0; j<6; j++)
cout << convo[i][j] << " ";
cout << endl;

cout <<

}

CCS_MAIN(int argv, char **argc)
{

ac_int<8,true> m1[8][8];
ac_int<8,true> kernel[3][3];
ac_int<18,true> output[6][6];
ac_int<18,true> ref[6][6];
for(int i=0; i<2; i++)
{
generateRandomMatrixInput(ml);
cout << " "
cout << " Input Image "<
cout << " "
printInput(ml);
generateRandomMatrixKernel(kernel);
cout << " "
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n

<< endl;
<< endl;

cout << Kernel
cout <<
printKernel(kernel);
convolution(ml, kernel, output);

cout << " " << endl;
cout << "Final convolution of BOTH matrices" << endl;
cout << " " << endl;
printOutput (output);

testConvolution(ml, kernel, ref);

test(output, ref);

n

#include "MatrixConvo.h"
#include <mc_scverify.h>
#include<ac_int.h>

#pragma hls_design top
void CCS_BLOCK(convolution)(ac_int<8,true> m[8][8], ac_int<8,true> kernel[3][3],
ac_int<18,true> output[6][6])

{
loopl:for (ac_int<4,true> i=0; i<6; i++)
{
loop2:for (ac_int<4,true> j=0; j<6; j++)
{
output[i][j] = m[i][j]*kernel[0][0O] + m[i][j+1]*kernel[0][1
m[i][j+2]*kernel[0][2] + m[i+1][j]*kernel[1][0
m[i+1][j+1]*kernel[1][1] + m[i+1][j+2]*kernel[1]
0] 1
10

] +
] +
[2] +
[1] +

m[i+2][j]*kernel[2][ + m[i+2][j+1]*kernel[2
m[i+2][j+2]*kernel[2][2];

output[i][j]=applyReLU(output[i][j]);

int applyRelLU (ac_int<18,true> convo)

if(convo < @)
return 0;
else
return convo;

#ifndef matrix_h
#tdefine matrix_h
#include<ac_int.h>

void (ac_int<8,true> m[8][8], ac_int<8,true> kernel[3][3], ac_int<18,true> output[6][6])
(ac_int<18,true> output)

#tendif
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Abstract. Brookhaven National Laboratory (BNL) will be upgrading its Relativistic Heavy Ion Collider (RHIC) to the
Electron Ion Collider (EIC) in the future. In such devices, Superconducting Radio Frequency (SRF) cavities are used to
accelerate and guide beams of particles, driving collisions for experiments. Before being installed in the EIC, SRF cavities
will be tested to ensure they meet the performance requirements for a successful upgrade. Since SRF cavities can cause
dangerous levels of radiation while in operation, it is important to have appropriate protective shielding to protect BNL
staff from the health detriments of radiation, which include but are not limited to an increased risk of most cancers.
Additionally, SRF cavities must meet tight tolerances in their operating frequencies, necessitating a tuning process. During
my term as an intern at BNL, I created preliminary estimates for radiation shielding requirements for testing EIC SRF 5-
cell cavities and developed MATLAB code to facilitate the tuning process by automating necessary calculations.

RADIATION POTENTIAL

SRF cavities are susceptible to the field emission of electrons, a process in which electrons are emitted from cavity
surfaces due to the presence of particulates and impurities on the cavity surface under the influence of high electric
fields. While testing cavities, the process will result in electrons being emitted into the accelerating fields generated
by the cavities. This has the potential to bring the electrons to a high enough energy such that the electrons could
interact with the cavity and test enclosure walls to generate potentially dangerous levels of radiation.

Source of Radiation

Once accelerated by the cavity’s electric field, the electrons will collide with either the cavity itself, or the walls of
the test enclosure. In either case, the collision will result in radiation producing interactions. The three main radiation
producing interactions are the Cherenkov effect, Bremsstrahlung effect, and characteristic emissions.

The Cherenkov effect is caused by charged particle exceeding the speed of light in that medium [1]. This is
not in violation of special relativity because it requires that nothing with mass may exceed the speed of light in a
vacuum; the optical properties of niobium and concrete (the anticipated materials of the cavity and test enclosure)
include indices of refraction greater than one. In these materials, Cherenkov radiation will account for some of the
lowest portions of the emission spectrum.

Bremsstrahlung (also called breaking) radiation is caused by the deceleration of charged particles in matter.
This phenomenon has both classical and quantum explanations, both of which rely on the principle of conservation of
energy. In either case, the result is a continuous spectrum that starts and ends at the bounds of the accelerated electrons
energy. Note that this puts an upper bound on the maximum energy of radiation that the SRF cavity testing setup can
produce, the maximum energy of a field emitted electron.
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FIGURE 1. X-ray emission spectrum of a tungsten x-ray tube anode [2].

Finally, we may discuss characteristic emissions. These appear in emission spectrums as sharp peaks at
specific energies. These emission lines are caused by the excitation of certain orbitals. As per quantum theory,
electrons in atoms can only absorb certain amounts of energies that result in allowable changes in quantum numbers.
Therefore, as shown in Fig. 1, the peak locations are invariable after changes beam energy.

Maximum Energy of Field Emitted Electrons

Since higher energy x-rays propagate further through matter than lower energy ones, it follows that shiclding from the
highest energy radiation will in turn shield from all the radiation. Thus, in order to calculate the amount of shielding
necessary for the SRF cavity testing enclosure, we must calculate the highest energy radiation. The highest energy
radiation in any emission spectrum will be equal to the highest energy bremsstrahlung radiation, which is in turn equal
to the highest energy a field emitted electron can achieve in the anticipated cavities.

TABLE 1. Important characteristics of anticipated EIC 5 cell SRF cavity

Accelerating Gradient, £ 25 MV/m

RF Frequency, f 591 MHz
Number of Cells, N 5
Effective Length, [ . 1.267 m

The cavity that stands out as having the greatest ability to accelerate field emitted electrons to high energy is
a5 cell 591 MHz niobium cavity. This is because its purpose will be to accelerate electron beams in the EIC at a high
beta. To calculate the maximum energy a field emitted electron will reach in this cavity, we assume the following:

1. Electrons are emitted in phase with RF fields operating in the cavity’s pi-mode,
2. Electron travel on axis, and
3. Electrons are emitted at the speed of light.

Assumption (1) is obvious enough not to require justification, but assumptions (2) and (3) are best justified. We
begin by justifying assumption (2).

In SRF cavities, electric fields are strongest closest to cavity surfaces. So, it is reasonable to expect that an electron
that spends as much time possible near cavity surfaces would gain the most energy. Due to the cavities magnetic fields,
traveling near the surface will result in a deflection towards the cavity’s center axis. This ultimately results in an
electron traveling in a cyclic path. In this treatment, we assume the path is sinusoidal and lies entirely in a two-
dimensional cross section of the cavity. The reason this electron trajectory will not result in a greater electron energy
is due to the path length difference. For the on-axis path, the path length is 0.507 m and for the sinusoidal path it is
0.641 m in a single cell. For the case where the electron travels at the speed of light, the electron spends 1.69 ns in the
call for a straight path and 2.14 ns for a sinusoidal path. The RF period of the 591 MHz cavity is 1.69 ns, so by
traveling the sinusoidal path, the electron is decelerated by the cavity’s fields for 21% of its path through the cavity.
This discrepancy increases as the electron speed decreases. Thus, the assumption that the electron travels on axis will
result in the highest energy electron.
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FIGURE 2. A 3D model of an anticipated EIC 5 cell cavity with titanium jacket.

We now justify assumption (2), that an electron is emitted at the speed of light. To do so we will use an
approach inspired by Delayen working on a similar problem [3]. We will demonstrate that the electron being emitted
at the speed of light has only a marginal effect on its energy. To do so, we first calculate how much time it takes for
the electron to reach a beta of 0.9.

mdv = Fdt
0.9¢ t
mf dv = qu sin(wt) dt
0 0
qE
0.9mc = —Z(cos(wt) -1)

mcw
—09——+ 1 = cos(wt)

qE
1 mcw
—arccos (—0.9— + 1) =t
w qE
. 1 09 9.11x 10731 -3 x 108 - 21 - 591 x 10°
T 21591 x 106 oS T 1.602 x 10-19 - 25 x 106
= 0.186 ns

The time it takes for the electron to reach beta 0.9 is 0.159 ns, which is only 11% of the cavity’s RF period.
Over the five cells, this is only 2.20 % of the time spent in the cavity, which is an acceptably low correction for this
calculation.

Finally, we can calculate the maximum kinetic energy an electron can achieve in the EIC 5 cell cavity using
the work energy principle.

eff L wx
Kax = NEf0 sin (T> dx

NEc wl
= ——(cos <ﬂ> - 1)
w c

5-25x10°-3 x 108( <2n -591 x 10° - 1.267> >
= cos -1

K. =—
max 21 - 591 x 106 3x108
= 20.194 MeV

We have approximated the maximum energy achievable by a field emitted electron to be 20.194. As a final
check to the assumptions made, I also performed this analysis on the Jefferson National Accelerator Facility CEBAF

upgrade [4]. It was found that my method applied to the CEBAF cryomodules produced an overestimation of about
10%.

Radiation Shielding Requirements

With our estimate for the maximum energy a field emitted electron can obtain, we are able to calculate the amount of
shielding necessary to protect workers from the cavity during testing. The attenuation of x-rays through matter is
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FIGURE 3. Plots of mass attenuation coefficients for (a) ordinary concrete, (b) barite concrete, (c) lead, and (d) water with
respect to photon energy [5].

dependent upon the physical properties of the matter. The relationship is directly proportional to the density and a
quantity called the mass attenuation coefficient (depicted in Fig. 3 for two types of concrete), which described the
probability of photon interactions in the matter [6]. Because field emission is (as far as we currently know)
fundamentally random, the only way to approximate radiation dose from maximum energy and other cavity parameters
is to extrapolate from measured dose rates of cavities already in existence. This will be a rather rough approximation
because SRF cavities will vary widely in their number of cells, physical dimensions, and field profiles. The problem
is enhanced by the novel nature of the EIC. Nonetheless, again using measured data from the CEBAF upgrade, the
highest dose was caused by the cavity C100-1. It was a 7-cell cavity operating at 16 MV/m to produce a dose of 10,000
mrem/hour. Impact energies as high as 11 MeV were measured for the cavity at 16 MV/m.

Table 2. Comparison of anticipated EIC 5-cell cavity to CEBAF C100 cavities

Cavity Parameter EIC 5-cell Cavity CEBAF C100 Cavity
Accelerating Gradient 25 MV/m 16 MV/m

RF Frequency 591 MHz 1497 MHz

Number of Cells 5 7

Effective Length 1.267m 0.701 m

Electron Impact Energy 20.194 MeV 11 MeV

Dose Extrapolate 10,000 mremvhr

Table 2 summarizes the differences between the cavities. I will reference these quantities in my justification
for how I extrapolate the dose rate. The RIC cavity has a greater electric filed strength than the CEBAF cavity, which
should increase field emission. The EIC cavity is also physically larger, which means more surface area for field
emitters and impurities to exist on, which should also increase field emission. The EIC cavity also has a higher
maximum impact energy, which would enhance neutron production (niobium, the cavity material in both cavities, has
a neutron production threshold of 8.33 MeV). Wanting for similar data for various cavities to attempt a regression
analysis, I will assume that dose will scale linearly with accelerating gradient.

Egic  Ecepar

dEIC dCEBAF

doir = d Egic
EIC = GcEBAF I
CEBAF

dgic = 10,000 25
erc = 14, 16

dgic = 15625 mrem/hr
With a dose rate estimated for the EIC cavity, we can now estimate the amount of shielding necessary to

reduce that rate to the DOE/ BNL acceptable level of 2 mrem/hr. The attenuation relationship is represented with a
differential equation. It is a direct relationship between dose and the mass attenuation coefficient H / p and density.
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At this point, it is useful to provide the necessary shielding thickness for multiple potential shielding
materials. I will provide thickness for ordinary concrete, barite concrete, lead, and water; the first three materials for
being common shielding materials and water due to the potential for a water door for the test enclosure.

X =

Ordinary Concrete Barite Concrete Lead Water
2 2 2 2
_ " (1s625) L (1s625) L m (1s625) L (1s625)
2.030 x1072-2.4 3.439 x 1072 - 3.5 6.206 x 1072 - 11.3 1.813 x 1072 - 1.0
=184 cm =74cm =13 cm =494 cm

We see from the above calculations that anywhere from 13-184 centimeters of shielding will be necessary to
reduce the anticipated dose rate to 2 mrem/hr if it is constructed from a combination of ordinary concrete, barite
concrete, and lead. Our calculation indicates that 494 cm of water is necessary to attenuate the radiation to 2 mrem/hr.
This does not invalidate the water door idea but does require that it exist in a corridor that itself is shielded from the
cavity to use used.

COUPLED CELL ENERGY BALANCE

For an upgrade to be successful, cavities must meet stringent performance specifications. One such parameter is the
frequency of the cavity. This can be influenced by imperfections in the manufacturing process resulting in cavities
with unideal physical dimensions, which results in an energy imbalance between the cells. The energy imbalance
manifests as each cell having a different resonant frequency. To correct this and enhance the cavity, a tuning process
is used in which cells are squeezed to decrease the frequency and pulled apart to increase it.

Coupled Oscillators

In my studies before my term as an intern at BNL, I had not studied the coupled oscillator problem. In order to
effectively work on cavity tuning, a good understanding of this problem is essential because multicell SRF cavities
are coupled oscillators. So, I spent time studying the case of five pendulums coupled by springs shown schematically
in Fig. 3. This section of my report is dedicated to my study of the 5 coupled pendulums, which can be broken down
nto

1. Determining the equations of motion of each pendulum,

2. Combining these equations into a single matrix equation, and

3. Applying spectral theory to solve for the normal modes of oscillation.

Determining the equations of motion of each pendulum
From Fig. 1b, we see that
F = —mgsin 6,
F, = —kl(sin6; — 6,)

Summing these forces gets the equation of motion
YF = —mgsin@; = —kl(sin6; — 6;)
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FIGURE 4. Schematic of five pendulums coupled by springs (a), and force diagrams for (b) the leftmost pendulum and (c) the
center pendulum.

The equation of motion is more useful to us in its rotational form, so we invoke 7 = FI = I § and get
ml?6; = —mgl sin 6, — kl(sin 6, — sin 6,)

0, = —%sin 0, —T(sinel —sin@,)

Now, we can use the small angle approximation and make the substitutions wy = J?h and w = \/7/1 to arrive at
the final version of the equation of motion for the leftmost pendulum:
6, = —w§6; — w (6, — 6,)
We will now apply the same analysis to the center pendulum depicted in Fig. 3c. From that diagram, we derive
F = —mg sin 63

Fy; = —kl(sin 85 — sin6,)
Fy; = —kl(sin 65 — sin6,)

We sum the forces and convert to rotational quantities
XF = —mg sin 63 — kl(sin 6; — sin6,) — kl(sin 6; — sin 6,)

XF = —mgsin 03 — kl(—sin 6, + 2sin 6; — sin 6,)
mlfy = —mgl sin @3 — kl?(—sin @, + 2 sin 65 — sin 6,)

65 = —%sin03 —T(—sinez + 2sin6; —sin6,)

Using the same substitutions as before, we arrive at

65 = —w30; — w?(—6, + 205 — 6,)
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If we are clever, there is no need to solve for the remaining pendulums. We avoid this by taking advantage of the
symmetry of the problem. Pendulums with springs on each side will have equations of motion following the form
6, = —w30; — w?(—6;_; +26; — 0;,,)

Where j is the pendulum number, and the end pendulums will follow the forms
b = ~w§6; — w2 (6; — 6,) Oy = —wf — @2 (Oy — Oy_1)
Equations of Motion as a Matrix Equation

Although it is possible to decouple the equations of motion for each pendulum and solve for the equations of motion
that way, this approach becomes increasingly impractical as the system grows. A better approach is to use linear
algebra and spectral theory to find the eigenvalues and eigenvectors.

To convert our problem to linear algebra, we must define matrices and vectors. We require a square matrix
to hold each angular acceleration and a column vector to hold each angle

6y=|: =~ i[|Typeequationhere. Oy=1:
0 - 6, Oy

We also require a matrix that embodies the symmetry of the problem which will be multiplied by the scalar w2,
which I will call matrix P, for pendulum.

1 -1 0 - O

-1 2 - :

P=]0 0
: oo 20 -1

o - 0 -1 1

With these three matrices, we can define a general matrix equation for the coupled pendulum problem
Oy = Oy (—wil — w?P)
Eigenmodes

We are now able to solve for the eigenmodes of the equation. First, we must use complex math to get the equation in
solvable form. Consider 5; =RE [Z ]-] and Z = exp[i(wt + ¢)] A, where 4 is a column vector with elements
aq, a,, -+, ay and A is a matrix with diagonal elements a4, a,, -+, ay.

7 =7(-w?l - w?P)
w?Z = Z(—w?l — w?P)
w?A = A(—wil — w?P)
0= A(—wl —w?P — AI)
The eigenvalues can then be found by solving det[—w3I — w? P — w?I], which I will perform for N = 5.

Thankfully, since w§ we know will be a solution and factoring out w? will not affect the basis obtained because it
would create a linear combination, this is equivalent to solving det[P — AI]. This is done on the following page.
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det[P — AIl = 0

1-24 -1 0 0 0
1 2-1 -1 0 0
det| 0 -1 2-2 -1 0 |=0
0 0 -1 2-1 -1
0 0 0 -1 1-2
22 -1 0 0 1 -1 0 0
1 2-2 -1 o0 0 2-2 -1 o0 |_
-2 1 2-2 -1|Tlo -1 222 1|79
0 0o -1 1-a lo o -1 1-2
21 -1 0 1 -1 0 21 -1 0

1-D2-D| -1 2-2 -1
0 -1 1-2

+(1-2)

0 -1 1-2 0 -1 1-2
A=-DE-DC-DE-HDA-H-1]-1-D}-C-D[C-DA-D-1]+A -1
—A-D[E-DA-D]+A-D =0

A=-D2Q2 - —(1=-D2=-D2-1-D*2-D-(1-D2=-D2-1-D*2-D+2-2
+2(1-)=0

(1—2142)2 -4 —41+212) —2(4 — 81+ 512 - 23) —2(2 =51+ 422 = 3) =31+ 4 =0
8—281+3812—251° +8A* — A5 —8+161— 1012 +223 —4+101— 812 + 223 —314+4 =0
A(A* — 8243 + 2122 =204+ 5) = 0

AA2 =51+5) (12 —31+1) =0

O I

. 5 V53 3
{2—222}

Tuning Program

Now that I had developed a strong understanding of the coupled oscillator problem, I was prepared to work on a cavity
tuning program. The purpose of the program is to automate tuning calculations from bead pull data. I wrote it in
MATLAB based on a cavity tuning paper by Peter Schmuser [7]. The code used the measured pi and pi/N mode
frequencies, frequency offsets of each cell operating in pi mode and offset caused by the bead to calculate how much
tuning is needed per cavity in hertz.

FUTURE WORK

My shielding requirement calculation is not sufficient justification to begin work on cavity testing. More sophisticated
methods typically involving simulations run on supercomputers will be required, which is beyond the scope of an
internship term. My calculations will serve as a guideline for the health physicists to which the project will be handed
off to.

The work on the cavity tuning program could have proceeded to completion if the program was on site. What
remains to be done is interfacing the MATLAB code with the bead pull apparatus and developing a tuning apparatus
to safely manipulate the cavity.
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CONCLUSION

Preliminary estimates of shielding requirements for EIC SRF cavity testing have been made and a cavity tuning
automation program has been started. The shielding requirements will be verified and refined by BNL health physicists
and the program’s development will continue on site, where it can be interfaced with hardware.
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Abstract

Low-gain-avalanche-diodes (LGAD) are a recently-developed class of silicon sensor
devices, characterized by an internal moderate gain that enhances the output signal amplitude.
They feature fast signals and exhibit excellent timing performance. They are planned to be
incorporated in timing detectors in High-Energy Physics experiments. Electronic devices are
fabricated to perform within certain electrical specifications, such as the breakdown voltage.
Simulation enables determining the device processing (fabricating) conditions without actual
experimentation. Measured breakdown voltages on actual devices, dopant distribution in
monitor wafers run parallel with the device wafers and the simulation package (Silvaco). Also,
Silvaco offers empirical models that enable fine tuning the simulated output results to that
measured. The goal was to obtain by simulation processing conditions that will achieve the
measured breakdown voltage for the device. This was achieved by choosing different dopant
(dopant) levels for n-type and p-type, choice of initial silicon wafer dopant concentration,
silicon wafer thickness, and choice of theoretical models. Changing the dopant concentration
within the device alters the electric field during operation, by a process called impact ionization,
where extra electron-hole pairs are created when a moderate voltage is applied to the device.
The empirical models attempt to predict this behavior by relating the electric field generated in
the device by the electro-hole pairs to the breakdown voltage. The empirical Valdinoci model
predicts that the measured breakdown voltage can be achieved if it is assumed that

approximately only 96% of boron dopant is activated in the device.

2
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Introduction

Low-gain avalanche diodes are a recently developed class of silicon-based sensors that
enhances the signal amplitude. Since they are built on thin silicon wafer substrates they also
feature fast signals and exhibit fast collection performance. Therefore, they are seen to be an
attractive alternative to the current detectors in High Energy Physics Experiments. This new
technology also is creating interest in other areas of application such as, medical physics,
imaging and photon science. The principle of operation is the concept of impact ionization,
which is akin to that of billiard balls being impacted by a cue. The high energy particle in the
physics experiments, causes a cascading effect of electron-hole pair creation by its impact on
the lattice of the device material similar to that of the cue impacting on billiard balls. Electrons
are scattered from the valence band into the conduction band, creating an electron-hole pairs.
Since intrinsic silicon if impacted in the same fashion does not create sufficient electron-hole
pairs it is imperative to introduce impurity atoms, called dopant atoms, of the n-type and p-
type into the lattice, via the effect of implant ionization. If the impact ionization occurs in a
region of high electric field it can result in avalanche breakdown, where an original signal is
amplified before entering an external electronic circuit. This fact is exploited in LGADs.

The devices are usually fabricated on thin high-resistivity silicon p-type substrates, about
50 um thick and are based on the principle of p-n junction diodes. An additional p-type layer,
called the multiplication or gain layer, is implanted under the shallow n-type layer. Typically,
this dose is around 10" cm®" and extends into the substrate to a few microns deep®.This layer
provides a region of electric field which is responsible for the avalanche impact ionization

needed for operation of a LGAD?.
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The breakdown voltage Vg, of a pn-junction diode depends on the doping concentration

of the lowly doped side and can be expressed as:

" ( e !
Vo, = ! = ~ 1
$% " BRI o 17X +5%& (1)

Where N_  is the doping concentration of the lowly doped side, in this case the p-type

layer mentioned earlier, E, the maximum field strength, €, the permittivity of Si. This
relation indicates that the breakdown voltage is inversely related to the p-layer
concentration, a fact alluded to later in Figure 2.
Methods

The starting or reference points for the simulation were the n- and p- type dopant
distribution profiles provided by SIMS measurement on the device and the breakdown
voltages for different p-type deep implants. Simulations using the Silvaco Device
Simulations package for different n-type (phosphorus) were made and compared with
that of the SIMS profile. The best fit was then used for simulating the deep p-type
(boron) implant, using different empirical models, that were provided by Silvaco. From
this simulation it was concluded that the Valdinoci empirical model was the best fit for
the measured breakdown voltage measurements. Taking the Valdinoci model, further
simulations were made compare the effects of thinner 30 um silicon substrate lower
initial substrate doping conditions, and boron doping and compared with measured

breakdown voltage. The results are discussed below.

Results and Discussion

4
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Figure 1 — Dopant distribution profile from simulation compared with measured SIMS
distribution of dopant profile on actual device indicated by the “active” legend.
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Table 1 - Table for boron simulation

Measured VBD VBD by simulation

Boron Meas. Valdinoci Selb Okuto Crowell Grant
dose VBD

2.35E12 -230 -161 -112 -134 -149 -33
2.4E12 -200 -127 -86 -104 -117 -27
2.5E12 -125 -75 -45 -59 -67 -25
2.75R12 -50 -20 -27 -27 -28 =24
3.0E12 -20 -0.125 -0.125 | -0.125 -0.125 -0.125

Figure 2 — Measured breakdown voltage (VBD) compared with that predicted by several
empirical models are depicted in above figure. The Valdinoci model is closest representation of

measured VBD.
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Several n-type phosphorus implant doses were simulated for an initial substrate
doping level of 7e13 p-type boron, and substrate crystalline conditions of amorphous or
crystalline. Figure 1 shows one example of such a scheme of simulation. Since this is a
simulation it was possible to choose two types of substrate crystal structure for 7_1_1D_LGAD
simulation, implanting one half the actual dose of 1e13 phosphorus into amorphous and the
other half into crystalline substrate. After implantation the devices get a heat treatment that is
meant to activate the impurity dopants implanted. Figure 1 clearly shows that the activated
distribution from simulation predicts a higher level of activated phosphorus compared to that
of the measured from SIMS. This observation was shown by all the simulations. That is the
measured phosphorus distribution in the actual device is lower than that predicted by
simulation. In the literature this has been explained with phosphorus segregating into the
silicon dioxide layer which grows during the activation heat treatment? [applied physics letters}.
Further simulations were performed using the conditions represented by 7_1_1D_LGAD.
Subsequent simulations were aimed at predicting the breakdown voltage for different levels of
the deep p-type boron implant. The actual and simulated implant energy for the boron was 380
keV, which would cause the boron, which is an interstitial diffuser to go deep into the
substrate. A condition that is required as per the earlier discussion for the need to create the
region for impact ionization. Table 1 shows the conditions used for the actual device, the
breakdown voltage measured in the actual device under these conditions. As per equation (1)
above the breakdown voltage is inversely related to the p-type dopant, and the measured
breakdown voltage clearly shows that this relationship is followed in the actual device. Taking

the same p-type dopant levels and the same implant energy, simulations were made using

6
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several empirical models available in Silvaco. These models attempt to represent the field
dependence from the electron-hole pair creation®. The field dependence is implanted by these
models through a variation of the Chynoweth law:

5

X = X4 e

Where «; and b have been experimentally determined by measurements on pn —
diodes. As per the literature the models are a form of the above representation. Table 1 clearly
indicates that the simulated breakdown voltages for the same p-type implant dose is
numerically different from that measured. Figure 2 represents this behavior graphically. The
figure shows that although the curves predicted by the different models follow the same type
of measured behavior they do not match up. Furthermore, the model that represents the
measured behavior is the Valdinoci model.
Conclusions

The simulations clearly shows that the n-type phosphorus implant in the
measurements made on the device using the SIMS technique is lower than that predicted by
simulations. The simulations were made using different doping conditions, different substrate
crystalline conditions. In all cases the predicted differed from the measured. The literature does
try to explain this behavior as a segregation phenomena. In the creation of a LGAD device it is
imperative to obtain a region that will induce impact ionization when the device is exposed to
an electric field. As discussed above this is achieved by the deep p-type boron implant. The
measured breakdown voltage created by this scheme is inversely related to the p-type dose as
indicated by equation (1), and the predicted breakdown voltage by simulations also follows this

behavior. However, the predicted values for the breakdown voltage is very different from the

7
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measured values. Further simulations will be carried out to explore this behavior, and also to
determine if it is possible to achieve the measured breakdown voltage with lower p-type
dopant levels, and if there is a relationship to the breakdown voltage with substrate thickness
of 30 um, which is less than the standard thickness of 50 um for LGAD devices, and a lower
initial substrate doping level.
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Abstract

The Electron-lon Collider is the newest large-scale project at Brookhaven National Laboratory. The
collider’s purpose is to provide further advancements in the knowledge of the universe’s origin by accelerating
particles near the speed of light. Our project for this 3.8 km ring was to create a thermal hydraulic steady-state
simulation design of the water-cooling system to be cost-effective and energy efficient, as envisioned by Charlie
Foltz, the EIC Infrastructure Division Director. The system would include a supply and return header, which
cools several thousand components of the ring. The water would then be returned and cooled down using a
system of cooling towers and plate and frame heat exchangers. Due to the size of the system and the complexity
of the network analysis, a fluid dynamic simulation software, AFT Fathom, was used. Since previous methods
of maintaining systems relied on building upon smaller real-life models and implementing empirical data, this
flow model was unique and first of a kind in the domain of accelerator design, construction and operation.
Therefore, our hydraulic team piloted a new method to perform network analysis on a large scale cooling
system. We successfully created several test scenarios for system behavior in a shorter time compared to the
method of performing hand calculations. Cooling specifications for heat rejection, pressure drop, flow rate, and
pipe sizing were changed based on the individual systems of the vacuum, radio frequency (RF), magnet and
power supply, and cryogenics sections. Finally, we used DOE guidelines to perform life-cycle cost analysis with

net present value and carbon saving analysis on the systems where pipe size could be optimized.

Office of Educational Programs, 2021 Compilation of Internship Reports 229



I. Introduction
The Electron-lon Collider is a large model, which requires cooling systems for every

component to ensure the temperatures are in safe ranges. A hydraulic model is extremely
beneficial to assess the behavior of the system at different components, especially for something
as complex as this. Charlie Foltz, the Infrastructure Division Director for the EIC, decided that
the hydraulic model was the best approach. AFT Fathom, a cooling simulation software, was
used to get a comprehensive understanding of network analysis with such a large system. The
ring is broken down into various systems, which was worked on throughout the summer. The

first section includes the vacuum ring, which follows the path of the outer ring in Figure 1.

Figure 1: EIC Layout with buildings for cooling

The next sections included the radio frequency (RF) systems. The cooling department worked

closely with other interns who designed the layout of power amplifier units in Creo. We added

Office of Educational Programs, 2021 Compilation of Internship Reports 230



the magnets and power supplies in one system, and the final systems included the Cryogenics
buildings from the 1002, 1006, and 1010 buildings.

We designed the layout of all buildings and systems and then used inputs to match
cooling requirements of each individual component within the systems from a Master
Spreadsheet. The team ultimately utilized a brand new method of cooling system design in a

fraction of the time it would take for hand calculations.

II.  Vacuum Ring

The vacuum ring follows the perimeter of the EIC. Since the ring is large and complex, it
was divided in half between two interns. First, quadrants were easier to create to determine the
proper layout and parameters. Each quadrant was composed of arcs, straight sections, and
interaction regions (IRs). The arc sections have 16 heat rejection components, while the straights
have 5 and the IRs have 6. Additionally, each of these sections had their own set of parameters
that needed to be met. The data for each section is compiled in Table 1 below.

Table 1: Summary of the Vacuum System cooling specifications

Section | Heat Load Pressure Temperature | Velocity | Flow Rate | Nominal
(kW) Drop, dP (psi) [ Rise, dT (T) (ft/s) (gpm) Size (in)
Arc 65 28 27.7 5.4 16 0.75
Straight 42 323 18 5.4 16 1.00
IR 27 8 23 7.2 8 0.50
4
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The model data is also displayed in the software to keep track of all required parameters,

as seen in Figure 2. We first created each loop for the sections and then added all of the data

values.
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Figure 2: Straight and IR Sections of the Vacuum Ring

Along with the data provided in a master spreadsheet, loss values specifically associated

with the heat rejection components were determined through the Darcy-Weisbach Equation. This

equation is as follows:

2
— X
h ;= K 29"

The velocity is in feet per second and head is in feet, while gravity is in feet per second squared.

The loss factor, K, is unitless. The velocity is found through the simulation and varies depending

on the section. Each section has its own loss factor value, which is detailed in information boxes
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on the model, shown in Figure 3. These values set the required pressure drop across the heat

rejection components.

Figure 3: Loss factors and cooling specifications detailed on straight and half IR sections
The pump systems for the vacuum system, as well as the rest of the systems are made up
of two running pumps and one stand-by pump. The stand-by pump is meant to illustrate a
situation in which one pump would be shut down or in maintenance. All pumps are set to run at
half the required gpm of the system, and any pumps that do not have a real pump curve are
assumed to operate at 70% efticiency. All systems also include two plate and frame heat
exchangers that cool down the water to the required 86°F. A figure of the standard layout is

displayed in Figure 4.
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Figure 4: Pumps and Heat Exchanger Layout

Since only half of the ring needed to be designed, the northern halves were mirrored
across a horizontal axis to create the bottom two quadrants of the ring. Also, since each quadrant
is controlled by its own building, connections between the quadrants are made in the form of
closed valves. This is to prevent mixed flow between the two sides, but in the event that one
quadrant is down, it can get water from another quadrant.

Both halves of the EIC vacuum ring consist of 96 heat rejection components, with 3 arcs,
6 straight sections, 2 full IR sections, and 2 half IR sections. Both models included half IR
sections, located at the 6 and 12 o’clock positions, which connect the left and right side. The two

models side by side are shown below in Figure 5.
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Figure 5: Two halves of the Vacuum system ring

III. Radio Frequency System

1002 RF System

There are 26 sections of heat rejection components in the 1002 building RF system.
These heat rejection components are in place for the 13 cavities in the 1002 building. Each
section consists of a power amplifier (PA), circulator, and dummy load (absorber). All RF
systems consist of these three components per unit. The sections are also broken up into twenty
591 MHZ cavities, and six 1773 MHZ cavities. The heat load for these cavities was calculated by
summing up the heat load values provided by the RF system group, and dividing the total heat
load amongst the total number of sections in the RF system. This was done because the original
number of cavities was modified, so the heat load and flow rate per cavity had to be adjusted.
The data tables below summarize the cooling requirements and Figure 6 shows the 1002 RF

layout.
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Table 2: 591 MHZ unit cooling specifications

Section Heat Load Pressure Temperature | Flow Rate Loss Factor,
(kW) Drop (psi) Rise (T) (gpm) K
Power 30 45 11.9 16.95 200.09
Amplifier
Circulator 0.76 30 4.9 1.05 213.18
Dummy Load | 30 30 25.9 7.898 87.42
Table 3: 1773 MHZ unit cooling specifications
Section Heat Load Pressure Temperature | Flow Rate Loss Factor,
(kW) Drop (psi) Rise (F) (gpm) K
Power 10 45 11.9 5.66 257.01
Amplifier
Circulator 0.25 30 4.9 0.351 1980.65
Dummy Load | 10 30 25.9 2.63 108.8
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Figure 6: 1002 RF Building Overall Layout

1010 RF System

There are 36 sections of heat rejection components in the 1010 RF system. Originally,

there were supposed to be 34 units, but the heat load and flow rates were totaled and divided

among 36. The resulting calculations are summarized in Table 4 below.

Table 4: RF 1010 unit cooling specifications

Section Heat Load Pressure Temperature Flow Rate Loss Factor,
(kW) Drop (psi) Rise (T) (gpm) K

Power 377.78 45 12 226.34 98.93

Amplifier

Circulator 9.44 30 4.9 14.04 84.00

Dummy 53.36 30 5.0 77.09 96.40

Load

Two rows of 18 were created and each unit was grouped in pairs to replicate the Creo layout of

the 1010 building. The layout used is shown in Figure 7.
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Figure 7: 1010 RF Building Overall Layout

A close-up of the pumping system is displayed in Figure 8. There are three pumps
functioning in each circuit, with a total of 6 pumps. There is one standby pump each as a backup.

Both circuits have two plate and frame heat exchangers to cool down the water.

11
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Figure 8: RF 1010 Pumping System

Optimization

When designing a system, optimizing the model is a large part of analysis. This stems
from the realization that two pipe sizes can result in the velocity parameter being between 5 ft/s
and 10 ft/s. Part of the optimization requires analyzing the benefits of using a pipe size that
provides a cheaper installation cost versus one that provides a cheaper pump power cost. One
example was for the power amplifier section of the RF system. Three pipes for each of the 36
sections could either be 3 inches in diameter, or 4. When analyzing the power cost, it was seen
that the 3 inch pipe had a higher cost total. However, the total cost for piping installation was
higher for the 4 inch pipe. By comparing the two costs, it can be seen that the power cost is much
higher than the installation, so the 4 inch pipe should be chosen for the system, as it results in a

lower overall cost. Table 5A summarizes the information.

12
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Table 5A: Optimization of pipe sizes for power cost and pipe cost

Pipe Size | Velocity in Power Cost for Cost per Total Cost for
(in) pipe (ft/s) (kW) Power unit piping
3 8.7 470.10 | $2.783,462.10 | ¢145.50 $147,711.60
4 5.1 391.86 | $2,320,203.06 | $163.00 $165.477.60
Difference | $403,259.04 $(17,766.00)

Furthermore, saving on power costs results in savings for carbon emissions as well.

Based on information from the U.S. Energy Information Administration, there are 0.92 pounds

of CO2 emissions per kWh [1]. Using this information, a calculation can be done to determine

exactly how much CO?2 is being used per year. Referring to Table 5B, multiplying columns A
through D together by 7 days a week results in column E. This provides the emissions of CO2

per year. As we can see, the 3 inch pipe has a much higher emission of CO2 and assuming the

EIC will run for 20 years, the emissions already make 40.6 million pounds. This is compared to

33.9 million pounds of CO2 from the 4 inch pipe. The difference is a factor of 1.9, so these

calculations should be used for determining the best pipe size, not only for cost, but in terms of

lower carbon emissions as well.
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Table 5SB: Carbon Emissions comparison for operating 3 inch pipe vs. 4 inch pipe

A B C D E
Pipe | Power (kW) | Operating | Operatin Pounds of Pounds of CO2 emission
Size Weeks per | g Hours CO2 per per year
(in) year per Day kWh
3 470.10 28 24 0.92 2,034,442
4 391.86 28 24 0.92 1,695,845
Savings per 338,598
year
1004 RF System

The 1004 RF System is angled like the 1010 building, except it is in the 4 O’Clock

location of the EIC ring. This system is much smaller than the previous system and includes only

one pumping circuit with 15 units. The full configuration is shown below in Figure 9.
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Figure 9: RF 1004 Full Configuration

Although the system is smaller, the units are not all uniform. This is much harder to design since
all components need to be carefully matched to the respective cooling specification. There are a
total of 5 groups and the data is summarized in Table 6 below, which includes the number of

units each.

15
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Table 6: RF 1004 Cooling Specifications for each group

Number of | Heat Rejection | Heat Rate Flow Rate Pressure Temperature
Units Component (kW) (gpm) Drop (psig) Rise (T)

Power 40 22.63 45 12.1
Amplifier

: Circulator 1 1.40 30 4.9
Dummy Load 40 10.53 30 259
Power 70 26.54 44 18
Amplifier

? Circulator 1 0.76 30 9
Dummy Load 70 17.69 30 27
Power 80 30.33 44 18
Amplifier

? Circulator 1 0.76 30 9
Dummy Load 80 20.22 30 259
Power 120 67.9 45 12.1
Amplifier

! Circulator 3 4.21 30 4.9
Dummy Load 120 31.59 30 25.9
Power 50 28.30 45 12.1
Amplifier

: Circulator 1.3 1.76 30 4.9
Dummy Load 50 13.16 30 259

The first group with three units is shown in the image below in Figure 10.
16
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Figure 10: RF 1004 close-up of first group of units
1006 RF System
The 1006 RF System is laid out vertically in a horizontal building. All 14 units are
identical, which makes it easier to model. The units have been laid out in two rows of 7. The full

model is in Figure 11, while a close-up of one RF unit is in Figure 12.

Figure 11: RF 1006 Building with 14 RF Units and Data

17
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Figure 12: One unit from RF 1006 Layout zoomed in

IV.  Magnets and Power Supplies

The magnet and power supply system was made to follow the circumference of the ring,
like the vacuum system. Since the information for the exact number of magnets is currently in
flux, the best method of approach was to create 4 magnet and power supply cooling components
per quadrant. A master spreadsheet provides the information for each magnet for the ring, so the
total flow rate and total heat load was calculated. Then, the values were divided by 16 to provide
a single value for each of the control valves and heat rejection components. The total flow rate
was found to be 999.1 gpm and the total heat load was 4381.90 kW. Therefore, each heat
rejection component would need to have a flow rate of 62.44 gpm and a heat load of 273.86 kW.

Values for the power supply system have not been implemented into the simulation, so place

18
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holders have been set for them. Closed control valves were used to keep any flow from going

through these areas. The finished magnet layout is shown below.

Figure 13: Magnet System

V.  Cryogenics
1002 Cryo
The 1002 Cryo building was dimensioned to be approximately 140 feet in length and 50 feet in
width. The building layout has not been finalized, so the position of the systems are arbitrary.
Each component in the system is grouped with components of the same type. The system is
made up of 10 heat rejection components: 3 vacuum compressors, 2 helium compressors, 1 R&R
cold compressor, 1 air compressor, 1 insulating vacuum pump, and 2 guard vacuum pumps. A
manifold or “home run” layout was made at the end because the supply and return headers need
to be 2 inches in diameter or more. Once the size goes below, the pressure in the system starts to

get very high. To keep it under control, the manifolds are used. The layout is in Figure 14.

19
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Figure 14: 1002 Cryogenics System Overall Layout

1006 Cryo

The 1006 Cryo building was dimensioned as 30.32 feet in length and 58.95 feet in width. This
layout is very similar to the 1002 Cryo building with a manifold portion at the end to prevent
higher pressure. The 1006 building has only 8 units, so it is much smaller. Figure 15 provides a

representation of the units.
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Figure 15: Layout of 1006 building with 8 heat rejection components

1010 Cryo

The 1010 Cryo building was dimensioned from the HDR Drawings to be 101.33 feet in length
and 48 feet in width. The full layout of the components within the building were not finalized, so
the cooling layout was made to follow the building dimensions. This system had 9 units in total
and had the same units as the 1006 Cryo system, except it also includes an insulating vacuum

pump. This is displayed in Figure 16.
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Figure 16: 1010 Cryo building with manifolds and pumping system

VI.  Conclusion

By designing large-scale models in a simulation software, we were able to create a
modeling tool that can be used to reduce the cost and improve effectiveness of the cooling
system, thus lowering the carbon footprint by reducing the power consumption. The team
utilized principles of fluid dynamics to design a cooling system model that would handle the heat
rejection requirements for the EIC accelerator support systems. Recommendations would be to
get real pump and manufacturer data to update the model to replicate real-life cooling systems.
The model also should be updated to replicate design changes to the EIC. Additionally, the
model should continue to be used for cost savings and carbon emission savings. Ten systems
were created during the summer program. We were able to fully complete our project for such
complex cooling systems that would contribute meaningful results to the EIC.
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Most scientific data challenges involve real-time decision making on high-volume
data flows. Deep Neural Networks (DNNs) and Convolutional Neural Networks (CNNs)

have been promising solutions for many challenging problems, but are limited to training

and evaluation in an offline manner on a Graphics Processing Unit (GPU). In this work,
we aim to transform pre-trained DNNs and CNNs into Spiking Neural Networks (SNNs),

a better, biologically inspired form that can be implemented and deployed on novel

hardware. Unlike discrete matrix multiplication based DNNs, an SNN acts on continuous

trains of signals. First, we investigate the sparsity nature of DNNs, pruning techniques, and

their connections to SNNs. We then investigate DNN to SNN conversion using NengoDL,

an existing framework based on TensorFlow. Specifically, we optimize the accuracy of

converted models by properly scaling the firing rates of neurons and applying a lowpass

filter over the spike trains. We systematically run these experiments using the popular
benchmark image datasets MNIST and CIFAR-10. For further optimization, we limit

scaling of firing rates to only one layer and we find evidence that scaling late layers in a

converted DNN and early layers in a converted CNN leads to higher accuracy. Further, we

investigate the cause of this discrepancy by extracting firing rate data from both networks.

Our findings provide insight into the co-design of novel energy-efficient neuromorphic chips

for SNNs.

I. INTRODUCTION

Spiking Neural Networks (Figure 1) are
fundamentally time-dependent, as they operate
on continuous trains of discrete spikes. Instead of
representing information as a vector of real
numbers, as is done with conventional DNNs and
CNNs, the SNN encodes these values in the
frequency domain with higher spiking rates
corresponding to higher values and vice versa.
The Rectified Linear Unit (ReLU) activation
functions at each neuron of conventional networks

are replaced with Leaky Integrate and Fire (LIF)

neurons (Figure 2), which compute a membrane
potential as a weighted sum of the input spikes

followed by exponential decay. When the

Figure 1: An illustration of a simple 3-layer Spiking Neural

Network, complete with input and output spike trains.
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Figure 2: The Leaky Integrate and Fire (LIF) neuron, transforming three presynaptic spike trains into a single postsynaptic

spike train.

membrane potential exceeds a threshold, the
neuron fires, thus transforming any number of

input spike trains to one output spike train.

The sparsity nature of SNNs means they
provide approximately the same functionality as
DNNs and CNNs, but much less communication
is required. While all of the results in this paper
are obtained from tests on a digital computer,
SNNs are capable of implementation of novel
energy-efficient analogy neuromorphic chips. It is
for this reason that their optimization is of great

importance.

We begin with an analysis of network pruning
techniques. Network pruning is a common method
of reducing the size of a neural network while
maintaining a desired level of accuracy. During
the training process, neuron weights that are
found to have little to no effect on the outcome of
the network are sent to zero. The result is that
much less information is required to store these
networks and, in some cases, accuracy can
improve. Often times, the prescribed network is
much larger than needed to solve the problem at
hand. We can further specify a sparsity schedule
to prune the network after a particular epoch. In
this work, we test the limits of network pruning
on a simple CNN trained to read handwritten
digits in the MNIST dataset (Figure 3). While

network pruning is a crucial part of optimizing

Office of Educational Programs, 2021 Compilation of Internship Reports

any network, it is not specific to SNNs and we

instead choose to focus on optimizing the

conversion process of DNNs and CNNs to SNNs.

Figure 3: A small subset
of the MNIST
dataset of handwritten

image

digits used to train these
pruned  networks. It
consists of 70,000 images

belonging to 10 classes.

oDl
[
NED

Our analysis of SNNs begins as a two-
dimensional optimization problem. We then test
the effects of scaling the firing rates in individual
layers. Finally, we justify our results by directly
measuring the firing rates in layers throughout
our SNNs.
systematically performed using NengoDL on the
image dataset CIFAR-10

All SNN optimization tests are

benchmark shown

below.

Figure 4: The CIFAR-10 image dataset used to train and
test our SNNs consists of 60,000 images belonging to 10
classes.
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II. NETWORK PRUNING

To test the effect of network pruning, we
construct a simple CNN in the TensorFlow
framework. This network consists of two sets of
3x3 convolutional and 2x2 pooling layers with 28
and 56 neurons, respectively. These layers are
followed by a Flatten() layer, a fully connected
Dense() layer with 300 neurons and finally a
Dense() output layer with softmax activation
functions. We utilize the traditional ReLU

activation function for all other layers.

The MNIST dataset is then normalized to
make all input values between 0 and 1, and one-

hot encoding is used on the labels.

Now, we are ready to train out network with
varying levels of sparsity. Sparsity values range
from 0% to 90% and represent the proportion of
weights in the original network sent to zero during
training or, equivalently, the reduction in size of
the network. The sparsity schedule is specified to
be a polynomial pruning which takes effect after
epoch 5. The plots below show the training
accuracy recorded over 20 epochs for each of the
networks. For simplicity, we only present the
training accuracy for networks with sparsity
above 60%.

Figure 5: Training accuracy over 20 epochs of the same

CNN pruned with varying sparsity after epoch 5.

Our findings indicate that this simple CNN can
be pruned by up to 80% (only 20% of the initial

weights remain) before the training accuracy

begins to suffer. Only at 90% sparsity do we
observe a dip in training accuracy after 20 epochs.
This result hints at the ease of training networks
for MNIST; very few neurons are required for a
simple CNN to correctly interpret these
handwritten digits 99% of the time. This result
serves mainly as a proof-of-concept that accuracy
can be maintained while drastically reducing the

size of a network.

III. SNN OPTIMIZATION

To optimize the conversion process of DNNs
and CNNs to SNNs, we make use of the NengoDL
framework. This provides us with the tools
necessary to swap neuron types and encode all
information in the spike trains. However, a brute
force translation to SNNs usually results in very
poor accuracy. To remedy this, we make use two
parameters: synapse and scale_firing_rates.
The synapse parameter is the time constant t of
a low-pass filter which is applied over all the spike
trains. This behaves as a rolling average in an

exponential window function.

1 _t
f() = ;e_f

The scale_firing rates parameter simply
scales up the firing rates so as to increase the
amount of information propagating through the
network while making communication less sparse.

For the sake of

comparison, we run all

the following conv0 + poold
optimization tests on t
both a converted DNN conv1 + pool1
and a converted CNN, {
with architectures conv2 + pool2
shown to the right. {

dense0

Figure 6: Architectures for DNN
(left) and CNN (right)
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IV. SYNAPSE AND SCALING

We are now presented with a two-dimensional
optimization problem: how can we obtain optimal
test accuracy for our converted SNN as we vary
both synapse and scale_firing rates? To
investigate this problem, we generate a heat map
of the test accuracy for various combinations of
these two parameters. Specifically, we vary
synapse from 0 (None) to 0.045 seconds and

scale_firing_rates from 1 to 91.

Figure 7: Test accuracy heat maps for the converted
DNN (top, with non-spiking accuracy of 53%) and CNN
(bottom, with non-spiking accuracy of 75.5%). Arrows
dllustrate scaling of individual layers (Section V)

Accuracy is observed to increase with
scale_firing_rates directly, while synapse has

an optimal value in both cases. While increasing

the firing rates results in higher accuracy, this
comes with a tradeoff: communication is less
sparse. As we increase the firing rates to infinity,
the accuracy of the SNN approaches that of the
non-spiking network, but this defeats the entire
purpose of the SNN as it will require an enormous

amount of information processing.

Somewhat more interestingly, as the low-pass
filter time constant synapse increases, we see an
initial jump, followed by a steady decrease in
accuracy. This means we can extract these
optimal values of synapse for each network (0.01
seconds for DNN and 0.005 seconds for CNN).
The behavior of synapse indicates that there
exist specific low-pass filters which provide

optimal accuracy for each network.

V. SCALING BY LAYER

NengoDL also allows us to limit scaling of
firing rates to specific layers, posing another
optimization problem. Perhaps we can achieve the
same levels of accuracy by only scaling the firing
rates in one layer. We do exactly this, only we
provide a base scaling to all layers so as to
maintain decent accuracy. This can be visualized
in Figure 7, where we scale all layers by
base_scale_firing_rates and only one layer by
special_scale_firing_rates. For example, the
following is the scaling configuration in the
spiking DNN for dense4.

LAYER: input dense0 densel dense2 dense3d dense4 output

SCALE: 5 5 5 5 5 80 5
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Figure 8: Test accuracy of the spiking DNN by layer
scaled.

Here, we notice that for the converted DNN
the accuracy is universally poor when only one
layer is scaled, with the exception of dense4, the
last hidden layer. In this case, the accuracy is very
close (53.5%) to the baseline non-spiking accuracy
(55%). Scaling the output layer has no effect.
These results indicates that scaling later, rather
than earlier, in the converted DNN leads to higher
accuracy. The final hidden layer appears to be

especially important.

Now, we repeat this test for the CNN. Scaling
of pooling layers was found to have no effect, so

they are omitted from the graph below.

Figure 9: Test accuracy of the spiking CNN by layer
scaled.

We find the opposite to be true in the case of
the converted CNN: scaling the initial

convolutional layer results in the highest

accuracy. We see a steady decrease afterwards.
Another discrepancy is the wider gap between the
highest SNN accuracy (61.5%) and the baseline
non-spiking accuracy (75.5%).

To eliminate unwanted degrees of freedom,
both networks were subsequently changed so that
the number of neurons in each layers was the
same. The conclusion was essentially identical,
showing that these results are not due to the

relative number of neurons in each layer.

VI. FIRING RATES

To further investigate the cause of these
results, we directly probe the neurons in each

network and extract firing rate statistics by layer.

Figure 10: Box-and-whisker plots showing the minimum,
median (orange), IQR, mazimum, and outliers for the
firing rate data by layer of the converted DNN (top) and
CNN (bottom)
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In the case of the converted DNN, spiking rates
die off drastically as we move deeper into the
network. The opposite appears to be true in the
case of the converted CNN, where firing rates

generally increase across the convolutional layers.

Looking at the firing rate statistics, together
with the results from Section V, we can see a clear
relationship that explains our findings. Scaling the
firing rates is most beneficial when firing rates are
comparatively low. In the DNN, this occurs in the
final hidden layer and in the CNN; this occurs in
the first convolutional layer. We can now
conceptualize scale_firing rates as a
parameter which, when applied correctly, revives

spike trains that have become too sparse.

To look at this result from another angle, we
plot the firing rate data as a histogram with a

best-fit curve.

Figure 11: Firing rate distributions by layer of the
converted DNN (top) and CNN (bottom)

Finally, we notice in the converted DNN an
initially wide-spread distribution of firing rates,
indicative of healthy activity. As we move deeper
into the network, however, more and more
neurons refrain from firing. In the converted
CNN, the opposite is true: initially, many of the
neurons are firing at low rates and, as we move
deeper into the network, the distribution of firing
rates has a greater deviation and fires at a

generally higher rate.

VII. CONCLUSION

These results indicate that the conversion of
traditional neural networks to Spiking Neural
Networks can be optimized (1) by pre-conversion
pruning techniques, (2) through the specification
of a low-pass filter time constant, and (3) by
scaling the firing rates in layers with

comparatively sparse spike trains.

Future work involves the expansion of these
networks into deeper residual spiking networks,
which are capable of obtaining higher test

accuracy than the networks presented.
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Abstract

The new sPHENIX detector at Brookhaven National Laboratory is under

construction and will focus on studying strongly interacting particles produced in heavy
ion collisions in the RHIC particle accelerator. The impact that sPHENIX will bring to
Brookhaven National Laboratory is that scientists and physicians will have a better
understanding of the Quark Gluon Plasma (QGP). My SULI 2021 internship focused on
the engineering of the sPHENIX cooling water system used to remove heat from detector
electronics and high performance detector server racks mounted on the sPHENIX
carriage superstructure. | used the software package PipeFlow Expert to simulate and
optimize the flow of water in the sPHENIX piping system, calculating pressure drop, flow
rates and other hydraulic properties. | also used the 3D CAD software package AutoDesk
Fusion 360 to view detailed models of sPHENIX and used those models to develop
simplified simulation models in PipeFlow Expert. My accomplishments in this internship
is that | learned to use the new engineering software packages. This helped me develop
and grow a repertoire of engineering tools. To get a working model, we switched to using
the pump model and selecting an ideal pump based on the pump curves. We knew the
total flow rate needed based on the number of racks and flow rate at each rack. Based
on that known flow rate we selected a pump that could provide the pressure-head needed

to get water to all the racks.
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Introduction

A.Background
The purpose of this paper is to discuss how | contributed to the cooling of the racks

on sPHENIX. | used mainly Pipeflow expert to calculate desired flow rates and pressure
drops for the racks of sSPHENIX and what type of pipe material that needs to be used for
sPHENIX. Also, | used Fusion 360 to look at the model in a 3d cad software. What |
focused on is the derivation of the cooling system of sPHENIX. By using Pipeflow expert,
| can model a schematic of what the piping system would look like and can calculate the

desired flow rates and pressure drops in the system.

B. What is sPHENIX?
sPHENIX is a new particle detector for the RHIC collider currently under

construction that is going to analyze the “perfect fluid" called Quark Gluon Plasma
(QGP)'. A QGP is generated from the collisions of high energy particles inside the
Relativistic Heavy lon Collider(RHIC).2. A group of the physicists collaborated and
designed a new detector called sPHENIX based on experience gained on the PHENIX
project as well as detectors at CERN on the LHC.. The “s” stands for the strongly
interacting particles and PHENIX stands for anticipated use of key detector components
and experiments location in the RHIC ring once the existing PHENIX systems complete

their data-taking lifetime at the end of this year's run3.

'sPHENIX, US Dept of Energy,”’Introducing...sPHENIX”, June,2016
2sPHENIX, US Dept of Energy,”Introducing...sPHENIX”, June,2016
3sPHENIX, US Dept of Energy,”Introducing...sPHENIX”, June,2016
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Main Body

The scope of my project was to help analyze a cooling system for sPHENIX server

racks. The figure above shows the first draft of the cooling system model in PipeFlow
Expert. The blue lines indicate the supply and the red lines indicate the return. The
purpose of this model is as the blue lines enter into the red dots and then turn into red

lines. After the blue lines turn into red lines, the red lines will turn into blue lines again and
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the process is a closed loop. The red dots indicate the server racks for sPHENIX as well
as the yellow dots indicate the elbows and tees . The server racks in sPHENIX hold
certain things that are important for sPHENIX. The figure below shows the model

implemented in Pipeflow expert.

We were able to get this initial model to work. The only problem that we had was that
there were negative pressure drops along the racks and the flow rate into the racks was
very close to 0 gallons per minute. So in this model, you can see that on the blue side
there is an arrow which indicates a demanded flow into that node. The indicated flow is
200 gallons per minute. So, my mentor and | decided to meet with sPHENIX engineers
Dan Cacace and Robert Pisani to discuss this issue. The advice that Robert Pisani and
Dan Cacace gave us was to put a flow restriction valve at the racks to set each of the

racks to 8 gallons per minute and also change from a demand flow into a demand
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pressure by adding a tank with pressurized water. After making these changes, the flow
into the racks were constant and the pressure drop was still negative and we were not
sure why it was like that. Robert told my mentor and | to cut and paste a portion of the
racks and see if we were able to get a positive pressure drop. | made a discovery that the
negative pressure drops were a result of the tanks having 0 pressure. So, | changed the
pressures so the difference would be 10 psi. For instance | set the supply pressure to 40
psi and | set the return psi to 30 psi. That fixed the issue. So, | implemented this into the
existing model and it fixed that problem. The next modeling step was to change the layout
of the sSPHENIX model to match to ICD-42. ICD-42 is a Interface Control Document that
the sPHENIX engineers use to define the configuration and requirements of the data

racks. By doing this the PipeFlow Expert model will match the day-1 operational
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configuration of sPHENIX.
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As you can see from this model, the top racks are laid out differently so we had to make

some changes to our current model.

So, this is the final draft of SPHENIX in Pipeflow expert. The colors indicate the flow rate
in the system. From green to red means slow to fast, respectively. We were able to get
all the racks to have a constant flow rate as six gallons per minute. We have a maximum
flow rate that we anticipated and that value was 276 Gallons per minute, and the
maximum flow rate in this model is 156 gallons per minute which is a lot less than the
max. There was a lot of ambiguity with the open tanks. By defining a specific pump we
were able to determine exactly what pressure head we need for a given pipe diameter.

We looked at what pump is needed for 4" pipes and what pump is needed for 3" pipes.

Office of Educational Programs, 2021 Compilation of Internship Reports 265



Conclusion

It was a great summer researching this. If | were going into my junior year of
college, | would definitely apply for this position again. | was able to apply what | learned
in class into this internship, and it helped a lot. | learned a new Cad software called Fusion
360 which | am still a beginner at now. | can use that information and can apply it to my
projects in school. | thought | was going to be bored with the research that | did this
summer. But on the contrary, | was really intrigued. | wish this internship was in person
so | can actually see what | was working on. It made me realize that | should definitely try
new things in my engineering career. | always thought that | wanted to go straight into

aviation, but this internship definitely helped me open my eyes more.
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ABSTRACT

The viability of the metal-oxide semiconductor field effect transistor (MOSFET) in
substitution with the junction field effect transistor (JFET) in a low-noise input transistor application
pivots on the length of the channels and the difference in length between them. In the past, JFETs were
ubiquitous in front-end electronics as a low-noise input transistor, but it has been replaced by
MOSFET integrated circuits (IC) for its low output-noise characteristics. With modern fabrication
technology, a reduction in channel length between the source and the drain is an attainable method to
diminish the interelectrode capacitance but to increase the transconductance (gm0) at zero gate-
voltage. This research analyzes the viability of the junction field effect device physics and the
variation of device geometry using the Silvaco Technology Computer Aided Design (TCAD).
Through the utility of the Silvaco DeckBuild program, cylindrical model JFETs of submicron gate-
lengths have been designed. The output characteristics, input characteristics and the transconductance
of the transistors have been modeled with Tonyplot and external python compilers to compare the
efficiency of current MOSFET transistor technology in front-end electronics. Concurrent on the
analysis of the various geometries, the efficacious device iteration produced in the simulation should
allow for a more efficient device while also reducing the gate-to-drain capacitance (Cgd) and
increasing the gate-to-source off-voltage (Vgs-off) to compete with its MOSFET counterpart. This
program has enriched my repertoire of Python programing, semiconductor device physics, geometry
and specifically device doping characteristics. Furthermore, I am now a proficient user of both the

Tonyplot, and the DeckBuild programs available in the Silvaco software tool.
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I. INTRODUCTION

The Junction Field Effect Transistor is a normally-on voltage-controlled current source
transistor (see FIG. 1.0) which means that the JFET is controlled by an electric field, operational
only in the depletion region of device. The (p-type) gate of the (n-channel) JFET is biased with a
voltage at or below zero to turn on the device, but as the device gate-length decreases it is found
that Vgs-off increases rapidly, this makes it more inefficient than a MOSFET transistor.! This
drawback is one of the crucial challenges with the JFET for low-noise applications. Another
reason why the MOSFET has been adopted in modern-day industry is due to the metal-oxide
layer shielding the gate terminal from the drain and the source terminals. The MOSFET can be
manufactured in smaller dimensions compared to the current JFET alternative, this makes it
convenient for small scale applications. The JFET has an upper hand on the MOSFET since its

gate leakage current and 1/f noise are essentially null.

II. SCOPE & OBJECTIVE

The project consists of three stages. The first stage is to model the JFET using the Silvaco
TCAD: this allows for the analysis of the transconductance characteristics, the interelectrode
capacitance between the electrodes, the output impedance, and the doping characteristics. After a
device passes the first analysis of the JFET, it is tested for frequency response to record the
maximum input frequency before the output waveform becomes distorted. The next step is to be
fabricated onto a silicon wafer for further practical simulations and examinations. The third and
final steps of the project are the peer review (and possibly the proceeding of a patent application
for the transistor). For the project, a JFET of high input sensitivity is of the essence while
skewing the gate-to-drain interelectrode capacitance Cgd but also increasing the

transconductance. As shown in FIG. 2, At this point, the inter-electrode capacitance developed at
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the Gate-to-Drain junction is at its lowest. This has been confirmed when testing the JFET gate-
length of 2-microns, the gate-length of 1-micron, the gate-length of 0.5-micron and the gate-
length of 0.2-micron. The primary test unveiled that Vgs-off decreases with respect to the
narrowing of the boron implant below the top-gate electrode. The second test involved changing
the doping concentration of the bottom-gate, and the substrate. The result was a lowered gate-to-
drain capacitance at Vd = 12V. The subsequent test conducted consists of a tetrode mode
transistor with the bottom-gate grounded for each of the JFETs. As expected, this series
reproduced a transconductance of higher amplitude at Vg = 0V than all previous tests but also
caused an increase in Cgd. After analyzing the results, a new mesh was needed to increase the
data resolution. When the mesh was varied, Vgs-off decreased by two volts while maintaining
the drain current position. The final test was an iteration of a tetrode once again but with new

mesh coordinates and new doping profiles.

DEPLETION ENHANCEMENT

REGION REGION
Figure 1: The n-channel Figure 1.1: The input characteristic plot displays the quadratic
JFET. polynomial for device operation between Vgs-off and Vgs = 0V.2
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Figure 1.2: The output characteristic plot displays the V-1 curves for JFET device operation.

III. METHODS & OUTCOMES

A. Deep-implant tetrode mode transistor

The first JFET test series (0.2-, 0.5-, 1.0- & 2.0-micron gate-length) conducted were in
the tetrode mode; where the bottom-gate electrode is held at ground-zero (see FIG. 1.3
APPENDIX A). Whereas a transistor in the triode mode effectively synchronizes both the top-
gate and the bottom-gate electrodes to the applied gate voltage. The first test product generated
input characteristic plots with high Vgs-off at about 30V (see FIG. 1.5 & 1.8 Appendix A).
When the 0.5 and 0.2 pm gate-length transistor iterations were analyzed in FIG. 2.1 & 2.4
Appendix A, it is observed that Vgs-off increases at a high rate and that this also causes a

negative impact on the transconductance of both transistors as seen in FIG. 2.6 Appendix A. The
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high Vgs-off is a disadvantage to the efficiency of the device since it requires high-voltage to
turn-off the device. It is well known that JFET transistors with high pinch-off voltage require
larger drain-to-source voltage to enter the saturation region in FIG. 2.0 Appendix A; This low
Vgs-off characteristic is a disadvantage to compact integrated circuits with insufficient space to
regulate and convert high voltages. The low Vgs-off would allow for a higher overage in the
applicable peak-to-peak input signal but that is arbitrary for the low-noise application of interest.
The 0.2-micron iteration is an exaggerated example proving that a further reduction in Vgs-off
will extend the Ohmic-region of the transistor, making it more applicable in large signal
applications. The modern MOSFET technology defeats the low Vgs-off via its metal-oxide layer.
The metal-oxide layer creates higher input impedance, these are the reasons why MOSFETs are

highly used in power electronics.

Equation (1), the transconductance (measured in Siemens) at Vg = 0V is gmO0. It is essentially a
measure of how much more influence the gate-voltage has on the drain-current compared to the

drain-voltage on the drain-current.

"##

gm0 = dx gy oap)

(1)

Equation (2), with the gm0 computed any mutual transconductance value above or below Vg =

0V is verified with the mutual transconductance formula.

o
( ) )

gm = ng(l—m
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In FIG. 2 .7 Appendix A, the R-out is the measure of the output impedance measured in
Ohms; it is the inverse slope of the saturation region linear area on the output curve. The inverse
slope is measured using a secant line on near the Vd = 20V pinch-off point onward. The R-out of
the 0.2-micron gate-length was measured at Vd = 30V. Due to the higher saturation point on the
curve, this may explain the change in slope at the 0.2-micron point where the R-out values are
plotted using Python’s Matplotlib 2D library. The transconductance was reviewed and the

consensus was that a greater gm and can be achieved while further decreasing Cgd and Vgs-off.

B. Deep-implant triode mode transistor with new doping

The second round of JFET tests conducted were iterations of the first, the bottom-gate
boron implant doping concentration was reduced by a magnitude of 2e13 ¢cm?. This test was a
movement is the right direction since it effectively increased the Vgs-off (see FIG. 3.0, 3.3, 3.6
& 3.9). As a result of the change in doping characteristics the gate-to-drain capacitance was also
reduced. The Vgs-off decreased by over 18-volts for the 2.0- & 1.0-micron model which is a 60
% improvement from the previous test iteration. For the 0.2- & 0.5-micron gate-length models,
the Vgs-off increased substantially from -50v & -100V up to -15V & -30V. As shown in FIG.
4.7 Appendix B, the diffusion time at 1000 degrees centigrade was also reduced by 20-minutes.
The phosphorus doping concentration for the channel region lowered by a magnitude of
lel3cm?. It had been predicted that the device data would make a compromise between the Cgd,
and the transconductance. In terms of the interelectrode capacitance in FIG 4.1 Appendix B, the
first test of the 2-micron gate-length model produced a Cgd at 22.5 femto-Farads and after the

doping change it sits at 172 femto-Farads this indicates a 7.64x increase. For the 1.0-micron
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gate-length model, the first test produced a Cgd just under 24 femto-Farads and after doping and
changing the mode it sits at 155 femto-Farads this indicates a 6.45x increase. For the 0.5-micron
model the Cgd was previously 13 femto-Farads and after the revisions it increased by 12x to 155
femto-Farads. The 0.2-micron model had emerged from 11.5 femto-Farads from the previous test
to 139 femto-Farads, indicating a 12x increase. Another important observation has been made:
this observation corresponds to the transconductance for the 1.0-micron model. From the
previous model to the new one is a 1.1x increase in performance, but the transconductance of the
0.5-micron increased by 1.9x, the other gate-length models lie in within this range. The
prediction was correct after compiling the data of each transistor gate-length in Python because it
is understood that the deep doping implant method is sound for the 1.0- & 2.0-micron models.
This method is not compatible for the development of the 0.2- & 0.5-micron-gate models
because the transistor channels would not pinch-off below 5V, a new approach is necessary for

this to be achieved.

C. Shallow-Implant tetrode mode transistor with new doping & mesh

The new method commenced with a completely revised doping and mesh geometry; the
shallow-implant device with an implant kinetic energy of 10 kilo-electron volts was modeled
with a denser mesh due to the reduced depth. The mesh point-concentration will allow for more
accurate results per unit-area of the structure. This sacrificed time for a more accurate
computational analysis of the device. As a result of also shallowing the boron doping dept of the
top-gate The Vgs-off of this test group increased further. This was done intentionally (see FIG.
4.4,4.7,5.0 & 5.3 Appendix C), the Vgs-off now is near an efficacious -3.0V for each of the

gate-length variants which leads to a low pinch-off voltage at the output to properly close the
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channel without high-voltage. This is very efficient for real-world low-noise applications where
high voltage is not easily generated without consuming valuable space and power on a circuit. At
the output, the saturation drain-current of the device at Vg = 0V is just below 1.75 milli-amperes
compared to the previous iteration which produced an order of magnitude higher due to the
doping variation and depth of the implants. Prior to the remodeling it was predicted that
interelectrode capacitance would be significantly reduced across each of the electrode junctions
throughout the entire device not just Cgd. As seen in FIG 6.0 Appendix C, the interelectrode
capacitance when Vg = 0V is measured at a the single-digit picofarad range for the 0.2-micron
and the 0.5-micron range, this has been improved by 1 order of magnitude from the last deep-
implant series tested. The interelectrode capacitance Cgd for 1.0- & 2.0-micron produced similar
improvements. Although the low transconductance of the device has yet to be rectified Without
diffusion characteristics considered, this model has the potential to operate very efficiently with
the improvement of the gate-to-gate voltage and the Cgd in FIG. 6.0 & 6.1. This in turn can lead
to an increase in device performance and a reduction in overall device dimensions for small
integrated-circuit applications. In prospective, this iteration shall be refined in DeckBuild to

maximize the performances.

IV. CONCLUSION

The shallow-doping model is near completion, further refinery of the device series will
lead to an increase in gm and to account for the diffusion times. Subsequently, the theoretical
frequency analysis of each gate-length model must be done to address the attainable frequency
bandwidth with respect to the transistor gain. Once this this stage has passed, it will be

reproduced onto a 10cm silicon wafer for further examination. The MOSFET has been in use for

Office of Educational Programs, 2021 Compilation of Internship Reports 276



quite some time now but with modern fabrication techniques the JFET remains of great potential

for future innovations both in terms of relative efficiency and cost effectiveness.
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VII. APPENDIX A

FIG. 1.3: The deep-implant method produces a channel dept just under 1-micron and a substrate

doping less than 2.5-microns.
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FIG. 1.4-1.9: A Tonyplot pictorial of the input/output characteristics and the Cgd for 1 pum & 2 um

gate-length JFET.

FIG. 2.0-2.5: A Tonyplot pictorial of the input/output characteristics and the Cgd for 0.5 pm & 0.2

pum gate-length tetrode JFET

12
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FIG. 2.6-2.7: Python diagrams compiled for the gm, Cgd & the Rout of each gate-length iteration of

the tetrode JFETs.

13
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VIII. APPENDIX B

#In geometry (*in file) replaced the lines:

s
/11117

implant boron dose=2e13 energy=1000 pearson crystal print.mom tilt=7

implant boron dose=4e13 energy=1000 pearson amorph print.mom tilt=7
#and the lines:

diffus time=30 temp=700 t.final=1000 nitro press=1.00

diffus time=30 temp=1000 dryo2 press=1.00 hcl.pc=0

diffus time=50 temp=1000 nitro press=1.00

diffus time=60 temp=1000 t.final=700 nitro press=1.00
#and the line:

the line: implant phosphor dose=3.1e13 energy=330 pearson tilt=7 amorph

s
/1117

#with the lines:
implant boron dose=1e13 energy=1000 pearson crystal print.mom tilt=7
implant boron dose=3e13 energy=1000 pearson amorph print.mom tilt=7
#With the lines:
diffus time=30 temp=700 t.final=1000 nitro press=1.00
diffus time=30 temp=1000 dryo2 press=1.00 hcl.pc=0
diffus time=30 temp=1000 nitro press=1.00
diffus time=60 temp=1000 t.final=700 nitro press=1.00
#with the line
implant phosphor dose=2.1e13 energy=330 pearson tilt=7 amorph

FIG. 2.8: The bottom-gate doping concentration instructed as implant boron-dose is reduced by a
magnitude of 1e13 cm? in both cases. The equivalent diffusion time to 1000-degrees centigrade

reduced to 30-minutes from 50-minutes.

14
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FIG. 2.9-3.4: A Tonyplot pictorial of the input/output characteristics and the Cgd for 0.5 pm & 0.2
um gate-length tetrode JFET — computed from a triode iteration & the reduction of initial boron dose

and diffusion time.

FIG. 3.5-4.0: A Tonyplot pictorial of the input/output characteristics and the Cgd for 0.5 pm & 0.2
um gate-length tetrode JFET — computed from a triode iteration & the reduction of initial boron dose

and diffusion time.

15
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FIG. 4.1-4.2: Python diagrams compiled for the gm, Cgd & R-out of each gate-length iteration of the
tetrode JFETs — computed from the triode configuration the reduction of initial boron dose and

diffusion time.

IX. APPENDIX C

Drain topGate Source bottomGate

FIG. 4.3: The shallow-doping method produces a channel depth less than 200-nanometers and a

substrate doping less than 600-nanometers.
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FIG: 4.4-5.1: The input & output characteristics of the 0.5-micron shallow implant model on the top-left. The input
& output characteristics of the 0.2-micron shallow implant model on the bottom-left. Vgs-off is seen at -3V for the
0.5-micron model and nearing -3.5V for the 0.2-micron model. On the output model, the pinch-off voltage is near 6V
for both devices. On the top-left is the gate-to-gate capacitance and the gate-to-drain capacitance of the 0.5-micron

model. On the bottom-left is the gate-to-gate capacitance and the gate-to-drain capacitance of the 0.2-micron model.

17
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FIG: 5.2-5.9: The input & output characteristics of the 2.0-micron shallow-implant model on the top-left. The input
& output characteristics of the 1.0-micron shallow implant model on the bottom-left. Vgs-off is seen at -3V for the
0.5-micron model and nearing -3.5V for the 0.2-micron model. On the output model, the pinch-off voltage is near 6V
for both devices. On the top-left is the gate-to-gate capacitance and the gate-to-drain capacitance of the 0.5-micron

model. On the bottom-left is the gate-to-gate capacitance and the gate-to-drain capacitance of the 0.2-micron model.

18
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FIG. 6.0-6.1: The shallow-implant tetrode JFET Python diagrams compiled for the gm, C top-gate-
bottom-gate & R-out of each gate-length iteration — computed from the tetrode & reconfiguration of

the initial doping concentrations.
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Machine learning for classifying neutron resonances
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Abstract. Understanding the nuclear formation and decay processes of elements is crucial to unravelling the mysteries of our uni-
verse. These processes depend on intrinsic properties of nuclei such as nuclear level densities, decay strength functions, and other
nuclear data. It is thus critical that a reliable nuclear database is produced. The focus of this project is to use current measurements
of resonance states observed in compound nuclei (formed by neutron-induced reactions) and develop a machine learning algorithm
to automate and assess this data and correctly classify neutron resonances according to their spin groups. Synthetic data was used
to train machine learning algorithms to classify resonances, considering their widths and spacings. Performance comparisons were
ran on Scikit-learn classifiers (such as Random Forest, Nearest Neighbors, Neural Network, etc.) to assess accuracies when varying
hyper-parameters. [1] Continued optimization allows for application of transfer learning to predict spin assignments in real nuclei,
as compiled in evaluated files or in the Atlas of Neutron Resonances. Having an accurate nuclear database has many applications

within astrophysics and nuclear energy which promotes future discoveries in physics.

INTRODUCTION

Neutron Resonance

Neutron-induced reactions are nuclear reactions where a neutron is fired at a nucleus; these reactions can lead to
the formation of a compound nucleus. The combination of the neutron and nucleus excites the nucleus into a higher
energy state where it either decays by emitting a neutron or a gamma. Resonance peaks are observed when the incident
neutron energy is near the excitation energy of a given level in the compound nucleus. Studying and understanding
neutron resonance is important as scientists can learn more about the properties and the stability of nuclei which plays

a role in nuclear energy, for example.

Motivation and Purpose

The Atlas of Neutron Resonances is the most comprehensive nuclear database for evaluated neutron resonance. It
compiles resonance properties and parameters, such as resonance widths and spacings, for individual elements and
isotopes. [2] Currently, even though the Atlas is the main reference in resonance data, it is full of issues related to

uncertainty quantification and evaluation reproducibility; there are many gaps in the data and lack of documentation
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of resonances. The National Nuclear Data Center (NNDC) at Brookhaven National Laboratory is seeking to address
these issues.

This paper reports a particular contribution to this effort where the main focus was on optimizing and automating
a Python-based machine learning algorithm to identify missing neutron resonances and effectively reclassify those
that have misassigned spins. Optimization and automation was centered around testing and fine-tuning the machine’s

classifiers, including Scikit-learn classifiers: Random Forest, Nearest Neighbors, Neural Network, etc.

METHODS

Our resonance classification code operates by inputting a jumbled sequence of resonances and organizes the data
according to spingroups. Jumbled sequences are those with resonances that are incorrectly labeled on purpose.
Training data used for this project was comprised of a synthetic sequence of resonances based on actual data from
chromium-52. The sequences are jumbled to different degrees to replicate the non-uniformity in the data. This also

allows us to view how much the classifiers can handle before they begin to break down.

Twelve sequences, each with increasing degrees of jumbleness, are cycled through the machine 10 times so that
an average of accuracy with respect to jumbleness can be recorded. The classifier’s hyper-parameters are adjusted
and an average is taken for each adjustment. Hyper-parameters control the classifier’s learning values. Accuracies for
each hyper-parameter variation are then plotted against jumbleness factors where comparisons can be made and we
can see where the classifier begins to stabilize. This procedure is tested with our Gamma-gamma (I"y) feature toggled
on and off. This feature controls how the machine interprets the capture width measurement in the data. The capture
width is the width of the resonance in a capture cross section. Many instances of this quantity are unreliable, since in
some cases it was measured, but the majority are averaged, biasing the classification. Accuracies are inflated when

this feature is on since the algorithm can "cheat" and group resonances with similar capture widths to the same class.

In this paper, the classifiers were ran using the angular momentum number ("L") label mode to make class predic-
tions. In the future, tests will be done using other labels modes, such as spin group which compares the sets of spin

numbers and % which is a binary variable that acts as a true/false indicator.

Automation

Automation is the operation of minimizing human interference in a process. Automating the machine learning

code centered around creating nested loops that would quickly sift through all of the training data while switching
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through different features and making predictions called labels. In the future, we would like to be able to automatically
filter through hyper-parameter variations. The code was also able to save each accuracy output and store it into an
array which would be used to plot the accuracy values. We utilized a wrapping script so that arguments could be
quickly edited without hard-wiring temporary features into our main code. In addition to these steps, we also found
a way to significantly decrease run time by utilizing the NNDC’s multi-core computer cluster. We wrote a code
that enabled running batch calculations in parallel. These batches were automatically submitted to a multitude of
computational nodes which have higher-power processors and lower traffic compared to the mother node. As a result

of this automation, the run time decreased from 4 hours to 2 minutes.

RESULTS

I ran preliminary performance tests on each of the classifiers. Random Forest was chosen first for optimization
based on its run time relative to the other two and its minimal number of hyper-parameters. I chose "n estimators" to
adjust first and view how changing it affected accuracy scores. "n estimators" controls the number of decision trees
the classifier uses to come to a class prediction. I tested values of 10, 20, 100, and 1,000 and cycled the training data
10 times for each value to calculate an average. Figure 1, below, displays a plot of accuracy scores against jumbleness

factors of the sequences with the capture width feature turned on.

FIGURE 1. Plot of accuracies against jumbleness factors for Random Forest Classifier testing variations of hyper-parameter n

estimators with label mode L and capture width feature on.
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It can be seen in Fig. 1 that the classifier stabilized when there were 50 or more trees present and was unsteady
when there were 10 and 20 trees used. Knowing this lets us conclude that as long as we use a number of trees greater
than 50, then this hyper-parameter will allow the classifier to run well. Testing with a larger number of trees will
likely demonstrate a similar convergence. Figure 2 exhibits the accuracies versus percent jumbled for the same set of

sequences after I computed them with the capture width feature off.

FIGURE 2. Plot of accuracies against jumbleness factors for Random Forest Classifier testing variations of hyper-parameter n

estimators with label mode L and capture width feature off.

It is shown that using 10 and 20 trees is still unsteady here and again, a stabilization can be seen using 50 trees
or more. It is also notable that the classifier was depending on the capture width quantity for reclassification, since
an inverse relationship between accuracy and jumbleness percentage is prevalent. It is worthwhile to remark that the
false high accuracy rate given with the capture width on is not a characteristic expected for all data we use. This
depends on the available information on the isotope’s resonances being used. The discrepancy between these two

plots was anticipated based on the data available for chromium-52.

The blue line plotted in Fig. 1 and Fig. 2 serves as a "reality check" to ensure that reclassification attempts are
beneficial. It is a "do nothing" line that we use to gauge if our efforts for reclassifying are better than doing nothing to

it. Ideally, once the classifiers are fine-tuned, all accuracy points would be above this line.

CONCLUSION

There are more classifiers and hyper-parameters to be tested and optimized before profitably running real data
from other elements with misclassified or missing resonances through the machine. Up to this point, the machine
learning algorithm has been better automated which will speed up the process of optimizing the classifiers. The first

steps were taken in optimizing the Random Forest classifier which resulted in a better understanding of the impact
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that the number of decision trees has on the classifier’s ability to make predictions. Continued optimization allows
for application of transfer learning to predict spin assignments in real nuclei. Zirconium-90, Iron-56, Lead-208, and
Indium-115 have preemptively been selected to test as real data. Neutron resonance physics plays a part in other areas
of science, such as astrophysics and nuclear energy. Therefore, having an dependable nuclear resonance database
promotes future research in physics; scientists can rely on this database and be able to make decisions and discoveries

that have sound footing.
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Abstract

Experiments at high-energy colliders have probed the internal structure of nucle-
ons, yielding information regarding the momentum and spin of their quark and gluon
constituents. However, much remains unknown regarding the dynamics of the partons
within nuclear matter, including their interactions prior to hadronization. Quantum
computers, which capitalize upon the evolution of quantum ensembles to perform com-
putational tasks, provide an attractive platform for simulating the quantum many-body
interactions of partons before fragmentation. Here, we quantum simulate the dynami-
cal evolution of spin correlations within strings of partons. We model these quantum
chromodynamics (QCD) strings by letting strange quarks act as effective spin impuri-
ties mediated by lighter (up and down) quark matter. The evolution of entanglement
between the spin impurities is examined using a modified version of the Kondo Lattice
Model at half-filling, derived with applicability to universal digital quantum computing
platforms. Entanglement between a pair of spins is assessed using two-particle corre-
lations and the partial positive transpose (PPT) criterion of entanglement. We find
that spin entanglement between strange particles in a QCD string oscillates at antifer-

romagnetic coupling. Initial quantum simulations on IBM Q’s noisy intermediate scale

Office of Educational Programs, 2021 Compilation of Internship Reports 293



quantum (NISQ) devices show that the noise introduced by the quantum hardware
prohibits the extraction of useful information; this indicates the necessity of targeted

error-correction codes in the NISQ era.
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1 Introduction

Deep inelastic scattering (DIS) has enabled the precise examination of the quark and
gluon, or parton, composition of nucleons, providing the means to determine the kinematic
distribution of partons within a targeted nucleon [1-3]. In particular, data from the DIS
Hadron-Electron Ring Accelerator (HERA), fixed target experiments, the Tevatron, and the
Large Hadron Collider (LHC) have contributed to a well-established understanding of the
parton distribution function of the proton, a necessary input to any predictions made at pro-
ton colliders [4]. However, many aspects of partons, including their interactions prior to their

combination into colorless particles, a process known as hadronization, remain mysterious.
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A useful framework within which to explore parton behavior before particle formation
consists of the Lund string model [5]. As the strong force does not fall off with spatial separa-
tion, the gluon field lines, or gluon strings, that stretch between color charges only lengthen
as the charges move apart. Therefore, it becomes energetically favorable at some point for
the gluon strings to split, forming a quark anti-quark pair at the site of the breakage. In
the Lund string picture of hadronization, strings of gluons embedded with quark anti-quark
pairs stretch between quark fragments of particles; the quarks within these ”quantum chro-
modynamics (QCD) strings” subsequently combine with local neighbors to produce colorless
hadrons. These strings are fundamental to our understanding of QCD; their dynamics are
used to populate the Monte Carlo (MC) generators that simulate events at high energy col-
liders. Thus, it is useful to further clarify the behavior of the partons within QCD strings
prior to string fragmentation and hadronization— a greater understanding of QCD strings
can significantly improve phenomenology.

One outstanding question regarding QCD strings concerns the possible entanglement
among quarks within the string. The discovery of azimuthal angular correlations between
particles widely separated in rapidity, or "ridge” correlations, in proton-proton collisions
by the Compact Muon Solenoid (CMS) experiment at the LHC [6] brings this issue of en-
tanglement to further urgency; similar ridge correlations were previously only observed in
heavy-ion collisions. As important features of proton-proton collisions can be explained by
the existence of quantum correlations between the partons that form the colliding particles
7, 8], quantum entanglement between partons may very well be responsible for the ridge cor-
relations in both proton-proton and heavy-ion collisions. This entanglement would likely be
generated by the QCD strings from which the partons originated. Indeed, many experiments
at electron-positron, [9], DIS [10, 11], and hadron [12] colliders address the effects of parton
correlations and entanglement, underscoring the mounting interest in possible entanglement
within QCD strings.

Spin entanglement between quark anti-quark pairs in a QCD string— and especially
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between strange anti-strange quarks— can lend insight into the distribution and evolution of
entanglement within the string. ss pairs are of specific interest as their spin polarizations
and entanglement can be measured via the self-analyzing weak decay of AA hyperons [13,
14]. This makes the reasonable assumption that the spin of the As are carried by the
strange quark [15, 16]. Previous work using a static two-flavor model of a QCD string ! has
shown that two-particle spin correlation between the quarks of the flavor of interest, here ss,
decreases as approximately ~ 1/N? with increasing multiplicity N of the other quark flavor
in the QCD string ensemble; quantum entanglement thus becomes washed with increasing
length of the string out due to fermionic indistinguishability [14]. While this study looks
at the effect of parton multiplicity upon spin entanglement in the static case, entanglement
between s5§ may also exhibit non-trivial dynamical behavior owing to interactions among
partons in the string prior to hadronization.

The dynamical behavior of entangled quarks in a QCD string, a complex quantum many-
body problem, is ideally suited for simulation on quantum architecture; as per the original
idea of Feynman [17], a quantum computer can replicate the behavior of quantum system
whose features are difficult to access via classical computation. Indeed, classical simulation
of the real-time dynamics of quantum many-body systems must contend with a dynamical
sign problem that exponentially increases the difficulty of simulation at long timescales [18].
In recent years, analog quantum simulators, or quantum ensembles with natural evolution
corresponding to that of a specific target Hamiltonian, have been successfully built and
implemented to simulate the Hubbard model [19, 20] and many-body localization [21-23].
While analog simulators are effective, they are limited in versatility and scalability. Vari-
ous problems in physics and chemistry have also been investigated using a universal digital
quantum computer, such as finding the ground state energy of a molecule with a variational

quantum eigensolver (VQE) [24] and simulating the Ising [25] and Schwinger [26] models.

!This work was also completed by me this summer as a part of the SULI 2021 internship. However, as the
model ties into a previous project, the details are omitted from the main narrative of this report. Specifics
regarding the two-flavor model are included in Appendix A.
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Even though the noisy intermediate scale quantum (NISQ) devices currently at our disposal
are not fully fault tolerant, they hold promise for extracting, at the very least, qualitative
information regarding a wide array of quantum many-body systems [27, 28]. It is therefore
of interest to further probe the dynamics of entanglement within QCD strings using a quan-
tum computer, thereby developing applications of quantum information to high energy and
nuclear physics in the NISQ era.

Here, we consider the dynamical problem of the evolution of spin entanglement between
ss in a QCD string prior to hadronization; state-of-the-art quantum architecture is then crit-
ically assessed as a tool for computing such time evolution. Using a Kondo-type formalism,
we model the s quarks and valence quarks of the QCD string as localized spin impurities
within a sea of ”conduction” spins representative of the lighter up (u) and down (d) quarks
in the string. As s quarks are several orders of magnitude more massive than u or d, treating
s quarks as localized impurities that interact with the dynamical v and d constitutes a good
model of a QCD string. Due to the relativistic speeds of the valence quarks, they are also ef-
fectively quite massive and thus static and localized. Starting with the Kondo Lattice Model
(KLM) at half-filling as reference, Section 2 will derive a spin Hamiltonian that captures this
scenario. In Section 3, we simulate the real-time evolution of the entanglement between a spin
singlet s5 embedded in a QCD string under the derived Kondo-type Hamiltonian, comparing
results obtained from both numerical methods and from IBM(@’s quantum hardware. An
analysis of our results as well as perspectives on the future of NISQ-era quantum computing

in nuclear physics are presented in Section 4.

2 The KLM as a spin Hamiltonian

The KLM describes the interaction of electrons in a conduction band with localized

spins. Model properties result from an interband exchange between the two subsystems.
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The Hamiltonian is given by:

H=H,+H;+ H.c. (2.1)

H Z ] wCJU (22)

Hsf:_JZSi'Si (23)

Cit . . . .
Here, s; = 5( ITCL) " | where o are the Pauli matrices, and S; are the spin matrices

G|
of the localized spins. Now, Hj is the part of the Hamiltonian that describes uncorrelated

electrons in a non-degenerate energy band. More speciﬁcally, it denotes hopping of conduc-
tion electrons between nearest-neighbor sites [29]. ¢ (cZ ») creates (annihilates) an electron
with spin o at lattice site i. T;; are the hopping integrals, indicating the coupling between
nearest neighbors 7, j on the lattice; if constant, they can be pulled out of the sum. H,y
represents the interaction between itinerant and localized spins s; and S;. For J > 0 (J < 0),
a parallel (antiparallel) alignment is favored between itinerant and localized electrons, sig-
nifying ferromagnetic (antiferromagnetic) coupling. The coupling of most physical systems
is antiferromagnetic. The exchange interaction can also be expanded into second-quantized

form

Hyy = ——JZ (nir — nay) + 8; (clyeir) + S; (chieay)] (2.4)

where n;,, = cj-oc,-o.. The first term is an Ising-like interaction between the z components

of the localized and itinerant spins, while the second term and third terms encapsulate
spin-exchange processes [30].

We must now address the issue of converting Eq. 2.1 into spin operator formalism;
only a Hamiltonian of spin operators can be directly implemented on a digital quantum

device. When facing this problem, our first impulse may be to utilize the Jordan-Wigner
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transformation [31], which maps spinless fermions to spin operators:

P UJZ- +1

j-1 (2.5)
¢ = [[(~oi)o;

k=1

However, here we run into two complications. The first consists of the fact that our electrons
are spin-full, so we cannot use Jordan-Wigner to directly relate a creation operator such as
cit, which has two quantum labels, to a Pauli operator. The second obstacle is that we
cannot use the lattice label ¢ as a unique qubit identifier j. Currently, both electron spins
s; and localized spins S; are enumerated by lattice site, but when we map this system onto
a quantum circuit, electrons and localized spins should be represented by different qubits.
Thus, we must translate the lattice configuration appropriately onto an ensemble of qubits.

To address these two issues in tandem, for a 1D lattice of length L, we can relabel the

operators in the Hamiltonian Eq. 2.1 as

Si — Sj
Cit — Cj+L (2.6)

Ci| — Cjt2L

where the subscript now refers to qubit index rather than lattice site. Note that as we
consider 1D QCD strings, we can specifically target the 1D KLM. Then, using the Jordan-

Wigner transformation Eq. 2.5, we get
_ . T T Y Y T T Y Y
H = E :Tyk(UjJrLUkJrL + 07 1O T O 01 Ohyar T 05 0101 i0r)
(4,k)
o?
J z z z z -+ — + + —
—J E {_ Z(Uj+L - Uj+2L) + O-j+L+1"‘O-j+2L71(Uj 0110 421, T 0 Uj+2L‘7j+L) (2.7)
J

where we have used that o+ = % and S = %oj.
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While, in principle, Eq. 2.7 can now be simulated on a quantum computer, it has
converted the spin-flip interactions in Hy; into a long chain of o* interactions. Indeed,
the additional chain of o*s in the Jordan-Wigner transformation (Eq. 2.5), which keeps
fermionic creation operators from directly equating to spin creation operators, is known as
a Jordan-Wigner string; it serves to keep track of fermionic parity. The string can turn
two-particle interactions into multi-qubit interactions, greatly increasing the complexity of
the quantum implementation. This issue with the Jordan-Wigner transformation is well-
known— due to the higher computational cost introduced by Jordan-Wigner strings, it may
no longer be efficient to simulate fermionic Hamiltonians on quantum rather than classical
hardware [32]. Therefore, rather than working with the unwieldy converted Hamiltonian
Eq. 2.7, we specifically consider the case of the KLM at half-filling. This is arguably one
of the most interesting cases of the KLM, with half-filling giving rise to the Kondo gap and
Kondo insulator. [33] As we will see, since the assumption of half-filling allows us to treat the
conduction electrons as spins, it is also the most applicable to our model of the QCD string.
In our model, we have related quarks to spins, with the up and down quarks comprising the
”conduction band.”

Half-filling indicates that the number of electrons in the conduction band is equal to
the number of lattice sites L. In this case, if each lattice site is occupied, then there can
only be one electron— either spin-up or spin-down— at each site. In this manner, we can
treat the electrons as effective spins and modify the original KLM Hamiltonian Eq. 2.1
appropriately. Indeed, the localized spins in the Kondo model itself are a model of half-filled
electron orbitals. Changing Eq. 2.1 to only emphasize the conduction electrons’ spin degrees

of freedom, we have
H =" "Tj(ss] + s!s) JZ 25757 4+ S (s7) + S; (s7)] .- (2.8)

Here, we have analogized Hy =3, Tijcl ¢ to a spin-hopping term > iy Tij(s7s5 +s!s))
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such as that in the Heisenberg model. Moreover, we have noted that the factor of (n; —n;))
in the interaction term H,; is essentially equal to (o7) = 2 (s7), so we have replaced it with
2s?. Using sj-t = s +1sY, relabeling by qubit number instead of lattice site, and taking spin

operators to Pauli operators, we obtain the spin Hamiltonian for the 1D KLM at half-filling

H = TZ(G}+LJ£+L + 0l Lor ) — JZ[O'JZ»O';_‘_L +ojoi, +ojol ]l (2.9)
(k) J

We have assumed that T} is a constant T for simplicity. This is much simpler to work with
than the Hamiltonian we recovered for the 1D KLM from the Jordan-Wigner transformation.

As a sanity check to confirm that Eq. 2.9 reproduces the expected features of the 1D
KLM, we can assess one of the most prominent characteristics of the KLM at half-filling—
the Kondo gap. In the ground state of the half-filled KLM, the Kondo gap forms due to
hybridization between conduction and localized spins, a phenomenon known as the Kondo
effect. This requires the commensurability condition, in which the spins of localized and

conduction electrons for each polarization sum to one at each lattice site i: [34]

(nh)+ (nf;) =1 (2.10)

(nl )+ (nf) =1 (2.11)

To test this with our Hamiltonian, we will evolve an ensemble into the ground state of Eq.
2.9 and compute commensurability at each lattice site. Note that the localized spin at site

7 is qubit 7, while the conduction spin is qubit j + L. Moreover, for a qubit, we can define

Ny

(ny) = S (2.12)

where n; is the number of counts of measurements of the qubit in state i.

To ensure that we attain the ground state of our Hamiltonian Eq. 2.9, we can define a
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Figure 2.1: (a) (n},;) + (ng,) for a 1D Kondo lattice with 10 sites and coupling J/T = —2.
(b) (n},) + (ng,) for the same lattice.

)

time-dependent Hamiltonian H:

Ht) = (1— %)Ho + %Hl (2.13)
By initializing our system in the ground state of H, and sweeping ¢ from 0 to t;, our
system should evolve into the ground state of H; by the adiabatic theorem. Here H; is our
Hamiltonian of interest Eq. 2.9, and Hy = — ?L of. The ground state of Hy is simply the
o” eigenstate across each the qubit. At the end of our sweep, we expect the commensurability
conditions to be satisfied.

The adiabatic evolution and subsequent commensurability calculations were simulated
using Python’s QuTip package. The commensurabilities obtained for a 1D KLM with pa-
rameters J/T = —2, a lattice length of 10, and a sweep of length t; = 9 are shown in
Fig. 2.1. As visible in Fig. 2.1, the commensurability along each spin direction is precisely

equal to one, just as predicted for a 1D KLM at half filling. This validates our effective spin
Hamiltonian for the 1D KLM at half-filling.

10
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3 Entanglement evolution of a single embedded singlet

We now have the tools to simulate the real-time evolution of a spin singlet ss embedded
in a QCD string using our Hamiltonian for a half-filled 1D KLM, Eq. 2.9. We will start
with a quick overview of how apply Hamiltonian evolution to a quantum circuit. The basic
motivation is to break down a complicated Hamiltonian into a sum of simpler pieces. For
a general Hamiltonian H=A+ B, we can use a process known as symmetric Trotter

decomposition to rewrite time evolution by H as: 28]
e—iﬁt — (e—iﬁAt)M — <€—i%AAt€—iBAte—i%AAt)M + O(At?,)M (31)

M is known as the number of Trotter steps. For our specific Hamiltonian, we can consider

the following operators:

A . T T Y _y Z z At
A; = et (0507 projo, ptofos )%

At

Bk — TRkt )G (3.2)

~

Ck _ e—iT(U}faﬁ+1+UgUz+1)At

Here we make a distinction between indices 7 and k: j goes from 1, ..., L and k goes from

L+1,...,2L. Then, the symmetric Trotter decomoposition is:

e iHAL HA 1T BoC(IT Co( I Bo(] A + o) (3.3)

k even k odd k even 7

The circuit schematic for this type of decomposition is shown in Fig. 3.1(a). Circuit
implementations of the operators necessary are shown in Fig. 3.1(b). We will not go
into detail regarding the derivation of these circuits as we want to focus on our simu-
lation results. However, a brief explanation of how to implement operators of the form
N(a, B,7) = expli(ac® ® 0* 4+ fo¥ @ o¥ + y0* ® ¢7] is given in Ref. [28].

Now, we consider the state of a s5 singlet embedded in a QCD string with two non-

11
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Figure 3.1: (a) A schematic diagram of one Trotter step for the Hamiltonian Eq. 2.9. (b)
The implementation of each operator in Eq. 3.2 is also shown. Details of how these circuits
can be obtained are given in Ref. [28].

strange valence quarks. This necessitates a lattice of length 4. We initialize the localized

spins as

01) - [10)

+) ® 7

® |+) (3.4)
and the conduction spins at each lattice site as

[+ e el+) e+ (3.5)

where |+) = % is the o® eigenstate. First, we simulate this state noiselessly using

IBM Qiskit’s numerical simulator qasm_simulator. The evolution of the expectation of the
partial-positive transpose (PPT) operator (A2)7 = 41} @ I, — 4(—01,02, — 01402y — 01,025)
for the singlet is presented in Fig. 3.2(a) for various couplings J/T. Recall that ((A2)%) < 0
indicates entanglement; the details are given in Appendix B. We see that entanglement
quickly damps out for ferromagnetic coupling. However, for antiferrogmagnetic coupling,
entanglement undergoes a coherent oscillation. This oscillation manifests in an oscillating

amplitude of the two-particle correlation function of the singlet, shown in Fig. 3.2(b).

12
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Figure 3.2: (a) Evolution of the PPT measure for various couplings J/T using At = 0.25.
Recall that positive (negative) J/T' indicates ferromagnetic (antiferromagnetic) coupling.
(b) Two-particle correlation function for the singlet at various timestamps Jt, evolved using

At = 1.
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Figure 3.3: (a) PPT
The numerical results are plotted for comparison. (b) Two-particle correlation function for
the singlet for J/T' = 1, evolved on ibmg_guadalupe using At = 1. (c¢) PPT measure for
J/T = —1. (c¢) Two-particcle correlation for J/T = —1.
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measure for J/T = 1, evolved on ibmq guadalupe using At = 1.

We also performed the same simulation on IBM Q’s 16 qubit computer ibmq_guadalupe.
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The PPT measure and two-particle correlation function for J/T = =41 obtained using
ibmqg_guadalupe are shown in Fig. 3.3. We see that even after one Trotter step, the noise
introduced by the quantum hardware is prohibitive to extracting any physics. Indeed, the

correlation functions in 3.3(b) and (d) flatten out immediately after one time step.

4 Discussion and conclusions

In this work, we have derived an effective spin Hamiltonian for the 1D KLM at half-filling
(Eq. 2.9). We then applied this Hamiltonian to an initial state consisting of one ss singlet
embedded in a QCD string with non-strange valence quarks. Numerical simulations of this
system’s evolution indicate that at weak antiferromagnetic coupling, entanglement undergoes
coherent oscillations rather than immediately being washed out by interactions with the
itinerant quarks. This suggests that if parton spin entanglement persists in the hadronic
products of high energy collisions, then quarks in QCD strings prior to hadronization may
experience a weak antiferromagnetic interaction.

Quantum simulations of the QCD string were largely unfruitful. The gate errors of
IBM’s quantum architecture prevent the determination of any useful information after only
one time step of evolution. This highlights the importance of developing targeted quantum
error correction schemes in the NISQ era. Until quantum computers are fully fault-tolerant,
methods of reducing machine error are crucial to exploiting the quantum devices currently
at our disposal.

Future work consists of simulating entanglement evolution in various types of QCD strings
over a wider range of parameter space. Existing error correction methods can also be tested

on quantum simulations of this system with the goal of reducing noise and amplifying signal.

14
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A Details of the two-flavor spin chain model

We provide here details of the computation of the two flavor spin chain model containing
four different types of particles: s, s, u and u comprising N total particles. The particles and
antiparticles are coupled into singlets, where there are a singlets of type ss, b singlets of type
st or us, and N/2 — a — b singlets of type uu.

This implies that there are 2a + b particles of type s or 5§ and N — 2a — b particles of type
w or 4. We can therefore number the particles as follows: 1...a+b/2 are s, a+b/2+1...2a+b
are S, 2a +b+1..a+b/2+ N/2 are u, and a + b/2+ N/2 + 1...N are u.

We can set up the wavefunction by imagining that these particles occupy the lowest
N/2 levels of a system, with ss on levels 1...a, su on levels a 4+ 1...a + b/2, us on levels
a+b/2+1...a+b, and u on levels a+ b+ 1...N/2. The single particle spatial wavefunctions

consist of the set:

{¢* | €{1,2,...,N/2}} (A.1)

The notation we will use here are superscripts to denote energy level and subscripts to denote
particle.

Now, we want to construct a wavefunction that is antisymmetric under exchange of s
with s, § with 5, v with u, and u with @, in which s, su, uS, and uu are paired into singlets.

Such a wavefunction is given as follows:

~> DD > sen(o(s))sgn(o(w)

o(s) C(3) o(u) C(a)
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X |So(1),C(a+b/241)) [Sotaty), Clab/24N/2+1) - )

A

~
a s§ b/2 ST

|SC 2a+b/2+1) o(2a+b+1)- > |S (2a+3b/2+1), C(a+b+N/2+1) >

b/2 Su N/Qfafb ut

X ®T((c(1),0(a+b/2+1),...,(c(2a +3b/2+ 1),0(a+ b+ N/2+1))) (A.2)

The expression above denotes the sum over permutations of the s and u particles, as well as
the sum over combinations of the § and u particles. For example, we freely permute particles

l...a + b/2, or the s particles. However, for the a + b/2 total s particles, we must choose

a+b/2
a particles to pair with the permuted s particles, leaving the rest to pair with the

a

permuted u particles. In this manner, we count all the possible permutations that account
for indistinguishable s, 5, u, and @ while keeping the required singlet structures.
The ®* operator completely symmetrizes the spatial wavefunctions across all the pairs

(c(1),0(a+2+1))...(c(2a+2+1),0(a+b+ 5 +1))... as follows:

(1, 0(a +b/2+1))..) ~ |..0%(Xa(1)) 8" (Ko(arb/241) 9’ (Xo(2) 8" (Xo(arb/212))-

+ 0" (X0(2) 9 (Xo(atby212)) 0" (%6(1)) 0’ (Xo(atb21) | (A3)

Thus the pairs (o(1),0(a + 2 +1))...(c(2a + £ + 1),0(a + b+ & + 1))... all each have an
equal probability of occupying any level 1 through %

The full density matrix of the system is given by p = |¥) (¥|. However, since in our simple
model we only care about the spin subsystem, we compute the reduced density matrix pgpin
by tracing out the spatial degrees of freedom: pepin = Trepatial(|¥) (¥]). If we assume that
the spatial wavefunctions are orthogonal, (¢%(x;)|¢°(x;)) = 0 for a # 3, the symmetrized

spatial wavefunctions are then also orthogonal. This allows us to simplify the spin density
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matrix to

Pooin = 37 ZZZZ

s) C(8) o(u) C(u)

|S 1),C(a+2+1)" ><Sa(1),0(a+g+1)"-|

Vv Vv
a 8§ a 8s

X |Sa(a+1),0(a+g+g+1)---> <Sg(a+l),0(a+%+%+1)”'|

-~ -~

b b
§S’U, ES’LL

X |SC(2a+§+1),a(2a+b+1)'--> <SC(2a+g+1 ,a(2a+b+1)"'|

N AN J/

b s b s
2 2
X |Sa(2a+%"+1),0(a+b+%+1)-'~> <Sa(2a+%”+1),0(a+b+%+1)'-" (A4)
%fafb ut %fafb ut
where the normalization
b\, (N b\, [a+5)[5—a—3
N=la+=-)!|Z—a—=)! 117 2 (A.5)
2 2 2 b
a 2

Now, we want to compute two-particle correlations of the form % where P(|n;))
indicates the probability that a spin points in the n; direction. This form of correlation is of
specific interest to us; if the correlation function has the form 1 — pcos(fy — 6;), then this
indicates that the two-particle state is rotationally invariant, defies a classical explanation by
way of local hidden variable theory (LHVT), and, if p > %, is entangled by the entanglement
fidelity criterion [14]. To compute s5 correlations, we must first compute the reduced density
matrix: py o, b, = Trrest (Pspin)- To do so, we consider terms of type |Sl,a+g+1> <Sl,a+g+1|

and |Sy;) ]Sa+%+1’k) (Sy] (Sa+%+1’k\ in the full density matrix pgpin.
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For |S] o1 v41) (S1 442 44]s the contribution to the reduced density matrix is
b 2 b 2

(b2 — DNNf2—a—pyay | C TP [N
a—1 b/2

(a+b/2))(N/2 —a —b/2)! a+b/2\ [ N/2—a—b/2

a b/2

X |S1,a4b/241) (S1,a4b/241]

a
~ (a+0b/2)2 |S1atb/241) (S1atb/2+1]

(A.6)

Likewise, for |Sy;) |Sa+g+1,k) (Su| <Sa+%+1’k|, the contribution to the reduced density matrix

is

(a+%)?—a1
W;lh@]ﬁgﬂ-
2

Thus the net contribution to the reduced density matrix is

a (a+b/2)?—al
a = — =5 a S a -1 Ia
P1,a+b/2+1 (a+0/2)2 |51, +b/2+1>< 1, +b/2+1| + (at+b/2)? 1 1@ Latb/2+1

With this, we can calculate the two particle probability,

P(|n1) , |ng)) = Tr(|0162) (0102] p1,a+b/2+1)

. a . 02 — 01 2
“SarpEnliTg

(a+b/2)* —a
4(a+b/2)?

(A.8)

(A.9)

where |n) = [0) = cos(0/2) |0) + sin(#/2) |1). Similarly, the single particle reduced density

matrix is

B a (a+2)*—a

Troy s (Praptin) Q(Q—_|_g)2[1 * 2@—"‘%)2[1
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1

giving P(|7;)) = 1. Thus the correlation function for s5 is

PP " (atbjap %) (A1)

This result only depends on a and b, which makes sense, since a and b are the only parameters
that determine the number of ss, su, and us singlets.

Using the same procedure, we also calculate the su(us) correlations:

Pl i) _ b2
P(|n))P(|ng)) ! (a+HE a1 (02 — 01)|, (A.12)
and likewise for uu,
P(|fa) , ) _(N/2—a-D) (b
Pl P(e)) - (X —a—tp =) (A.13)

As an initial demonstration of simulating many-body fermionic ensembles on quantum
hardware, we can also run a correlation function simulation on a quantum circuit in attempt
to recreate Eq. A.11. To do so, we must first address how to simulate mixed states p on

quantum hardware,

p= sz' i) (il - (A.14)

This initialization procedure is not obvious as quantum computers are designed to be ini-
tialized in pure states. The most straightforward approach— and the one that we adopt— is
to initialize and test each constituent pure state |i;) (¢, subsequently weighting the results
by their appropriate probabilities p;.

We use this method to try to recover Eq. A.11 on a representative case of the two flavor
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@ g, HP— i = (b)
! —eo— |[BMQ Melbourne ss
a T : 121 —— IBMQ simulator s§
1 —
9 —_" _i_ lézb__n_ E I 1 - (1/4)cos(Bap)
Ry T
% —O——fi— :
1 o 1.0 +
s JI—i— | =
1 —_—
] Q0.9
Q5 = H —p— i 5
i O
gs - _F,‘{ : 0.8 ssforN=8,a=1,b=2
Q7  —( Ry E T T T T T T
n i 0.0 0.5 1.0 1.5 2.0 25 3.0
c 2 0 1 6.p

Figure A.1: (a) One of 16 circuits necessary to initialize and simulate the state of N = 8
particles with @ = 1 s5 singlets, b = 2 su and us singlets and one uu singlet (Eq. A.15).
The barrier separates initialization from simulation of the correlation function. (b) Quantum
simulation results for the ss correlation function. The analytical prediction (Eq. A.11), is
indicated for comparison.

spin chain model: we consider an ensemble of N = 8 particles, with a = 1 s5 singlets, b = 2
total su and us singlets, and one uu singlet. From Eq. A.4, we see that our initial state is

then given by the spin density matrix:

Pspin = 1_16( 513527545568 (5135275456s| + |S13527.546558) (S135927.546 53]
+ |523517S45868> <S23SI7S45568| + |SQ3SI7S4GS58> <823517S46S58|
+ |SI4SQ7535568> <SI4S27S35’S68| + |SI4S27S36558> <SI4SQ7S36858|
+ |524817535868> <S24317835568| + |S24517S36558> <SQ4SI7S36858|
+ |513528545867> <Sl3528845567| + |Sl3528546557> <813528546857|
+ |S23518S45867> <523518S45567| + |523518S46557> <823518S46857|
+ ’514528835567> <Sl45285’35567‘ + ‘514528536557> <Sl4S2SS3GS57|

+ 524518555 567) (S24518535567| + 524518536 557) (S24518536557/) (A.15)

The circuit that initializes the first term in Eq. A.15 on a quantum circuit is shown in Fig.
Al(a).
To simulate a correlation function measurement of Eq. A.11- the second part of the
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circuit in Fig. A.1(a)— we first select two representative qubits to probe. For ss correlations,
we choose qubits qq, representing a s spin, and ¢o, representing a 5 spin. Note that as the
spins are indistinguishable within the same particle type, our particular selection of qubits
does not matter. We then rotate one of the selected qubits, ¢» in our case, by a varying
0. about the y axis, thus demonstrating varying spin polarizations projected into the x — z
plane. For each 6,,, we measure ¢y and ¢, in the z basis for a total of 1000 shots. The
joint probability that both qubits point in the same direction is thus ni;/1000, while the
individual probabilities are n19/1000 and ng; /1000, where nj; indicates the counts of the

measurement result '11’. For each 6, we thus see from the general form of the correlation

P(|1),[n2))

ST that the correlation is

function

ni

1000 - (A.16)

n1oNo1

Averaging this across all 16 circuits, each representing a term in Eq. A.15, for each 6,
value produces the plot in Fig. A.1(b). We see from Fig. A.1(b) that though qualitative
aspects of the correlation are retained for the computation on IBM’s 14 qubit quantum
device ibmg_16 melbourne, the correlation is much weaker than in the noiseless numerical
simulation, which follows our prediction Eq. A.11.

Though this method of simulating mixed states via constructing pure states and averaging
is straightforward, it can be cumbersome and redundant as the same simulation must be run
multiple times for a single result. Instead, it is useful to note a mixed state Eq. A.14 can

also be initialized by constructing the pure state

N-1
p= Z Vi i) i) (A.17)

Here N is the total number of terms in the mixed state, and 7 counts over the terms in
binary. After initializing o, if we then only work in the subspace spanned by the |¢;), we

effectively have the mixed state Eq. A.14. As an example, we can construct our ensemble
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N =8, a =1, b =2 using this method. The requisite circuit is given in Fig. A.2. For our
states, we need a total of log,(N') ancilla initialized in an equal superposition of |0) to |N).
We then perform ¢cSWAP controlled on each of i on the ancilla, i € [0, N], targeting the
necessary qubits needed to swap from one configuration of permutations to another. Note
that though this way of initialization is more concise, it has a much higher cost of multi-qubit
gates.

Qo = Hlm=

QI'H-_

) e— _-F}'F -— -— -

(3 e— ——Rny——— ————— —— ——— — e——

Q=

G5 = e

(7 e -F}{—————————————————————-
QNCH ™ H — i — — — — ——— — ————— ——— — — — -
ANCT ™ H — — — ——— — — ——— — ———— — ————

ANCo ™ H — — — ——— — — ——— — ———— — ————

ANC3 = H — — — — — ——— — ——— —— —— — —— —
000Y 0010_0611 0100 0101 0110 0111 1000 1001 1010 1011 1100

Jo
01
qz
g3 pip=—t—ip—ippifp—ifp—p—t
Qg e e e s e, s e, e
5 [ e e e e e e e

O [ m— e o ——— ——

Q7 (o —— — — — —— —
QNC o v — ——— —

QNIC o e —

ANCo o

1C 3 o )
31601101 1110 1111

Figure A.2: A circuit that initializes Eq. A.15 in the main quantum register. Swaps con-
trolled on each of i € [0,16], where ¢ counts in binary, are applied to initialize a full state of
the form Eq. A.17. The binary form of ¢ for each group of cSWAPs is listed in the circuit.

B Measuring the PPT criterion of entanglement

For mixed states, the Peres-Horodecki criterion [35, 36], also known as the positive

partial transpose (PPT) criterion, can be used to detect separability. This criterion is a
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necessary condition? for the separability of the joint density matrix p of two systems A and
B. We first describe this criterion and then briefly discuss observables that can signal its
violation, indicating bipartite entanglement between A and B.

If we have p on Hq ® Hpg,

p=> puli)Glelk) (B.1)

ijkl

where |i) , [7) (|k),]l)) label an orthonormal basis for A (B), the partial transpose is defined

as follows:

ple=(I®T)p
—Zp ) (gl @ (1k) ()"
= ZPZ i) (Jle 1) (k| - (B.2)

If p is separable, then all the eigenvalues of p’? are non-negative. If p’2 has one or more
negative eigenvalues, then p is entangled.
It is enlightening to first consider this criterion on a Werner state [37], or a two-particle

mixed state consisting of maximally entangled and maximally mixed components:

(1-p)

pag =p|Sas) (Sap| + 1 1A ®Ip, (B.3)
1

We note that our two-particle reduced density matrix in the two-flavor case, Eq. A.8, adopts

precisely this form. Then, taking the partial transpose over subspace B, we find that the

2Tt is also sufficient if the dimension of the product space is 2 x 2 or 2 x 3.
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: T
eigenvalues of p % are:

1 1-3
V1:¥;V2: 4p‘ (B.5)

Here 1, has multiplicity 3. Since a negative eigenvalue indicates entanglement, we deduce
that p is entangled for 1/3 < p < 1.

As the two-flavor two-particle reduced density matrix is of the specific form of a Werner
state, we see that the condition for entanglement according to PPT here is that the coefficient
of the cosine in Eq. A.11 be greater than %f is actually less restrictive than that given by
entanglement fidelity, which requires the coefficient to be greater than % [14].

We can now question whether accordance with the PPT criterion can be detected via the
measurement of observables in a high energy collision. It is important to note that if p’#
does indeed have negative eigenvalues, then p’? is not a physical state, and thus the act of

partial transposition does not correspond to a physical process. However, for any observable

A

A: [38]

(A) rp = (A7), . (B.6)
Thus if we can find a positive operator A2, with corresponding (A2)75, such that
(A2) = (A2)T%) <0, (B.7)

this then indicates that p’# is not positive; hence p is entangled by the PPT criterion. For

two-particle density matrices of the form of the Werner state in Eq. B.3, we consider

~

A=1® Iy + 01,09, — 01402 + 01,02, (B.8)

AZ = 4Il ® 12 - 4(_01xa2x + UlyUQy - 01z02z) ) (Bg)

(AZ)TQ =41 @ Iy — 4(—01,09; — 01402y — 01,02, . (B.10)
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For the p given in Eq. B.3,

(A%) = ((A%)72), = Te((A%) )

p

= 4 — 4Te(3p|Sup) (Sap|) = 4 — 12p. (B.11)

This becomes negative for p > %, as we expect from our previous work. Again, as the reduced
two-particle density matrix in the two-flavor case is a Werner state, using A given in Eq.
B.8 to assess entanglement via the PPT criterion would also yield that the state is entangled

1

when the coefficient of the cosine in Eq. A.11 is greater than 3
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1. Abstract

When light travels through an open space, it has a chance to be diffracted by small
anomalies in the air. Modeling beam propagation and refraction through transmissive elements
for a vacuum transport system will allow the laser to traverse the system without outside
interference. The objective of this project is to validate the mechanical design through numerical
simulations of the beam propagation. Simulating the beam transport through these optics
validates the mechanical design. Apertures are set up at exact measurements to the nearest
millimeter when we transport the beam over long distances. The mirrors are finite sized, have
sharp edges, and reflect on one side. The model will show that the laser will have an undistorted
beam profile throughout the apparatus. Using online resources as well as Zemax, we are
researching optimizations within 3-dimensional modeling and ray-tracing. This project is being
undertaken at the laser test facility at Brookhaven National Labs to optimize the already

functioning laser system.
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II. Introduction

“Infrared light is light with a vacuum wavelength longer than =~ 700-800 nm, the upper
limit of the visible wavelength range. That limit is not well-defined, as the responsivity of the eye
is reduced very gradually in that spectral region. Although the responsivity e.g. at 700 nm is
already very low, even the light from some laser diodes at wavelengths beyond 750 nm can be
seen if that light is sufficiently intense. Such light may be harmful for the eye even if it is not
perceived as very bright. The upper limit of the infrared spectral region in terms of wavelength is
also not precisely defined; it is usually understood to be roughly 1 mm.”! The objective of this
project is to validate the mechanical design through numerical simulations of the beam
propagation. Simulating the beam transport through these optics validates the mechanical design.
We placed mirrors and lenses in specific locations to make sure the beam doesn't get clipped inside
the transport tube. Ray-tracing is an idealized propagation for a beam which has no diffraction

while physical optics propagate waves that diffract as they propagate.
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. Zemax

Example 1: Full System Zemax Table

Example 1 shows the Zemax table of the numerical simulations where the laser was comptated.
A few lines to point out are the blue (lenses), red (coordinate breaks), and grey (mirrors). Lenses
are designed to focuse, homogenize, or shape the laser beams. The type of material used for the
lenses are fused silica. Laser mirrors are ideal for beam steering applications. If the mirrors were
off by a minute fraction, the beam would have clipped with the transport tube and would not
make it to the end of the system. Coordinate breaks are dummy surfaces, meaning they have no
refractive or reflective power and cannot bend rays. Its sole purpose is to define a new coordinate
system in terms of the current one. Tilting about the XYZ axis’ will allow the user to change the

lasers beam path.
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Example 2: Laser Optics overlaid with mechanical design

Example 2 shows the downstream segment of the transport. The laser is overlayed with
the 3d rendering of mechanical design. Angles had to be precise and correct in order to present
the optical and mechanical simulations together. If numerical values were input incorrectly, the
mirrors could be off and sending the beam in the completely opposite direction. Discussions and
approach to working with mechanical engineer allowed projection angles to line up their

mechanical rendering to the optical simulations.
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Example 3: Laser Lens

Two separate lenses were used in the beginning of the laser system. One side of both
lenses has a convex curve, making sure the laser does focus at a certain point later down the
system. The first lens has the laser hitting the convex side first, making the laser spread in
between the first and second lens. The second side of the first lends is flat, having a radius of
infinity. The laser reaches the second lens, which the laser hits the flat side first, then traveling

out the convex side, continuing on to the rest of the laser system.
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Example 4: FEL Room Cubes

Ray-tracing is shown in Example 4, with the red beam being the 800 nm wavelength
while the black beam is 1.064 um wavelength. Zoomed in fully you can see that at the FEL
Separator the 800 nm wavelength is more focused than the 1.064 um wavelength. The
Ti:Sapphire Switching station is optimal for taking measurements of the beam as both the 800
nm and the 1.064 um wavelength are identical at this location. There are extra cubes attached
splitting off to the right of the configuration known as the table penetration, allowing the lab to
take those measurements. When the laser gets to the Combiner mirror, the 1.064 pm wavelength
is more focused than the 800 nm wavelength. This is due to the fused silica lenses that were

placed at the start of the system.
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IV. Conclusion

We were able to fully simulate the Near-Wave Infrared (NWIR) laser system to overlay
with the 3d model of the mechanical design. Part of the simulation was to ray-trace the validated
imaging configuration used. This configuration was shown to minimize pointing instability at the
location of the FEL room cubes. The high level of agreement between the mechanical projection
and optical simulation is what gives high confidence that the project will meet the design goals.
The project is going forward based on the simulations that lead us to believe there will be little to
no clipping of the laser. With more time, we would have continued to simulate the Long-Wave

Infrared (LWIR) laser.
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Abstract

High-precision spectroscopy in the near-infrared (NIR) will be central
to improving future measurements in many fields, including meteorology and
astronomy. For the accurate spectroscopic analysis of planetary atmospheres,
including Earth’s, high-precision NIR spectra for simple molecules such as acety-
lene, methane, water, and carbon dioxide are needed, but current data still con-
tains myriad ambiguous and unassigned features at lower than ideal precision.
Consequently, there still exists data from NASA missions such as the Cassini
probe that have been unable to be analyzed due to poor laboratory references.
As more space missions are initiated, notably NASA’s “New Frontiers” program
and the Titan Saturn System Mission, new planetary atmospheric data will be
collected, and such data will require adequate high-precision laboratory data
in order to make confident conclusions about those atmospheres. Recording all
this data is a massive undertaking, and it will require many spectroscopists to
accomplish, so cultivating interest in the field is a crucial step towards acceler-
ating progress. Therefore, we present an experimental design that records NIR
absorption spectra of simple molecules using relatively cheap materials as com-
pared to the highest precision experiments but achieves a much higher precision
than traditional off-the-shelf spectrometers traditionally used in teaching labo-
ratories. We record several lines of acetylene in helium as a proof of concept,
and we measure Boltzmann’s constant as an example for a teaching laboratory

and as a benchmark for the quality of the spectrometer.
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1 Introduction

Spectroscopy is broadly the study of how electromagnetic radiation inter-
acts with matter. It is a tool ubiquitous in modern science across most if not all
fields. Spectroscopy in the near-infrared region is particularly useful in remote-
sensing measurements, specifically in the detection of simple molecules such as
acetylene, methane, water, and carbon-dioxide. The atmosphere of Titan, Sat-
urn’s largest moon, has been extensively studied by remote measurements and
in-situ measurements alike, and remains a topic of great interest due to the com-
plex organic photochemistry in the haze layer, which may help to understand
early Earth chemistry and the conditions that gave rise to life.

Measurements of Titan’s atmosphere were collected by the Cassini space-
craft and its Huygens probe and also by the ALMA observatory from Earth [1].
These measurements revealed all of what we know about Titan and its atmo-
sphere today. However, even though the last of these measurements were taken
in 2017, much of the data has not yet been analyzed, mostly due to short-
comings in our current spectroscopic models. The high-resolution transmission
molecular absorption (HITRAN) database is, by their own description ”a com-
pilation of spectroscopic parameters that a variety of computer codes use to
predict and simulate the transmission and emission of light in the atmosphere”
[2]. Currently HITRAN effectively only supports the Voigt line shape model,
a convolution of an exponential function due to the Doppler Effect from the
distribution of molecular velocities and a Lorentzian function due to collisional,
lifetime, broadening for the vast majority of transitions, due to the lack of
higher order data available. For proper analysis of data from Cassini-Huygens
and future missions, however, the more accurate Hartmann-Tran Profile (HTP)
line shape model is necessary; the Voigt profile does not account for higher or-

der effects [3]. Measuring the parameters that would make modeling with the
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HTP viable requires high-precision spectroscopy experiments involving an opti-
cal frequency comb. Such experiments are difficult and expensive to assemble,
and data measurement with them is painstaking and time costly. With new
space research missions and projects planned such as the Dragonfly Probe mis-
sion to Titan (under the broader NASA New Frontiers Program), the Transiting
Exoplanet Survey Satellite, and the James Webb Space Telescope, demand for
high resolution laboratory data will only increase [4].

To keep up with this demand, it is imperative that undergraduate chem-
istry students continue to pursue careers in high resolution spectroscopy re-
search. In an effort to generate interest and teach undergraduates the under-
lying principles of these experiments, we present an experimental design for a
spectrometer for use in an undergraduate chemistry laboratory course. This
spectrometer will measure in the near-infrared region, and is intended for use
primarily with acetylene or methane in a mostly inert gas mixture. Unlike off-
the-shelf Fourier Transform Infrared Spectrometers (FTIRs) typically used in
undergraduate laboratories, our spectrometer can measure much smaller fre-
quency steps ( 0.001 cm~! compared to 0.2 cm™!), and its optical components
are easily seen for better learning. We demonstrate the functionality of our
spectrometer by measuring the P(15) line of the v; + v3 band of acetylene at
various pressures. As a sample experiment, we measure the Boltzmann constant

from our fitted results.

2 Experimental Design

Our experiment follows similar principles as those by McRaven et al.,
Arteaga et al., and Fasci et al. [5] [6] [7]. We start with a Sacher model
Lynx extended cavity diode laser (ECDL). The beam exits the cavity and goes

through an optical isolator to eliminate reflections and feedback into the cav-
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ity, and then through a telescope to reduce the beam size. Then 4% of the
beam is split off to a Fabry Perot Interferometer (FPI) the output of which is
monitored on an oscilloscope. We do this to ensure that the ECDL is lasing
properly. The beam then passes through a half-wave plate and a Glan-Taylor
(GT) prism that deflects a variable amount of light to our Bristol Instruments
621 Series Wavelength Meter (WM). We could have simply deflected 4% of the
light again, but we do this because the optical alignment of the WM is in our
opinion the most difficult part of the assembly of this experiment due to the
need for completely co-linear beams. Allowing for more light to be deflected
during alignment can somewhat reduce this difficulty, especially when working
with lower power lasers. Next, the beam goes through a Thorlabs MC2000B
Optical Chopper, which provides amplitude modulation to the beam and acts
as a reference signal to our lock-in amplifiers (LIAs). The beam then passes
through another half-wave plate and GT prism, this time to balance the beam
power so it is split 50% two ways. One path goes to a lens which focuses the
beam onto a New Focus 2053 detector that serves as a reference. The other goes
through our gas cell and to an off-axis parabola (OAP) that focuses the beam
onto another detector which serves as the signal. Signals from both detectors
are sent to two lock-in amplifiers, Optical Finesse puLLIA 320s, which use the
chopper amplitude modulation reference frequency to eliminate unwanted noise
frequencies. Comparing the signal and reference gives us a proportion of light
absorbed by the gas, which is plotted over a range of frequencies to obtain line
shapes.

For data acquisition and instrument communication with the WM, LIAs,
and ECDL controller, we use a custom Python program written for this project.
Inconveniently, each of our devices uses a different communication protocol, as

shown in table 1. However, this resulted in a data acquisition program (DAQ)
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Figure 1: Optical schematic of the experiment. LIA = Lock-In Amplifier, FPI =
Fabry-Perot Interferometer. The laser is a Sacher model Lynx Extended Cavity Laser
Diode. The wavemeter is a Bristol Instruments 621 Series Wavelength Meter. The
Lock-In Amplifiers are Optical Finesse uLIA-320s. We use a ThorLabs MC2000B
Optical Chopper.

that provides a good example of how to properly communicate using each one

in Python.

Table 1: Communication with the devices in our experiment as Open System Inter-
connection (OSI) model layers. DAQ = Data Acquisition system.

3 Results

We recorded the P(15) line of acetylene at 7.5, 11.6, 14.3, 21.6, and 30.1
torr, all at approximately room temperature. We fitted the data using a Voigt

line profile. These results are available in figures 2 through 7. In figure 7 we
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combine all the fitted profiles to show the effects of pressure broadening. From
our line fits, we calculate the Boltzmann Constant, in 10723J /K, increasing in

pressure, to be: 0.954+0.52 , 1.19£0.38, 1.044-0.31, 1.21+0.24, and 0.96+0.20.

Figure 2: Absorption data, fit and residual for the P(15) line of the v1 + v3 band of
CyHs at 7.5 torr and 22.7 °C.

4 Discussion

Theoretically, one would expect a spectroscopic transition to be an in-
finitesimally thin line at a single frequency. We do not see this in experiments,
instead we see a curve that we call a line profile. A line profile is a statistical
distribution of frequencies that can be described by three characteristics: line
center, line shape, and line intensity. Figure 7 shows the pressure broadening
effect on line shape and intensity. As pressure increases, the probability of the
P(15) transition occurring increases, increasing the intensity. A higher pressure
also means more collisions, which increases the likelihood of an interruption

during the absorption and emission process, which increases the uncertainty of
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Figure 3: Absorption data, fit and residual for the P(15) line of the v1 + v3 band of
CoH, at 11.6 torr and 22.6 °C.

Figure 4: Absorption data, fit and residual for the P(15) line of the v1 + v3 band of
C2H, at 14.3 torr and 22.5 °C.

the wavelength absorbed. In our 1% CyHs, in He sample, He provides a broad-

ening effect without increasing intensity. Pressure and inert gas broadening is
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Figure 5: Absorption data, fit and residual for the P(15) line of the v1 + v3 band of
CoHs, at 21.6 torr and 22.5 °C.

Figure 6: Absorption data, fit and residual for the P(15) line of the v1 + v3 band of
C2H, at 30.1 torr and 23.1 °C.

described by the following equation:

Tre n
'7(]77 T) = (Tf) e (’VHE(pTEf7TTef)(p - pself) + ’Yself(prefaTref)pself) (1)

Office of Educational Programs, 2021 Compilation of Internship Reports

341



Figure 7: The fitted lines of each of the five pressures recorded overlain.

Figure 8: The shift in line centers for each of the five pressures recorded.

where y(p, T) is the Lorentzian (pressure broadened) Half Width at Half Maxi-
mum (HWHM) at pressure p (atm) and temperature 7' (K), Yge(pref, Tref), and
Vself (Prefs Tref) are the He-broadened HWHM and the self-broadened HWHM

at 1 atm and 296 K, respectively, pses is the partial pressure of the analyte gas,

Office of Educational Programs, 2021 Compilation of Internship Reports 342



and ng. is the coefficient of temperature dependence of Yre. Yae(Pref, Tres)
was obtained from Arteaga et al. [5]. We see in figure 7 that our data is what
we expect from pressure broadening; as we increase pressure, line intensity in-
creases and the line shape becomes broader. This shows that our spectrometer
is recording realistic data. The temperature dependence is included in this equa-
tion 1, but we neglect this in our fitting as we recorded near 296 K. The effect of
a higher temperature is of course to increase the speed of gas molecules. It then
becomes more likely that a molecule will be moving at a higher speed towards or
away from an incoming photon, which shifts its frequency in accordance with the
Doppler Effect and leads to a wider range of observed frequencies. Line center,
v, can also be affected by pressure. As pressure increases and more molecules
collide with each other at faster speeds, the potential energy of transitions is
shifted slightly upwards. This pressure shift, denoted 9, affects line center by

the following relationship:

V=04 0(Pref)p (2)

We see this effect, though very small, in figure 8. We see that, overall, line
center increases with pressure in He. Of course, more data and recorded lines
in the future would help to confirm this. The fact that we have an outlier at
our lowest pressure makes some sense. For one thing, the pressure gauge we use
has a percentage error of the total reading, 2%, meaning the lower the pressure,
the higher the error. Additionally, the lower line intensity means that there is a
higher proportion of both frequency and intensity errors to line width, leading
to lower resolution.

The accepted value of the Boltzmann constant to 3 significant figures is
1.38 10723 J/K. Obtained values from our fitted lines all agree within uncer-
tainty. Our uncertainties were quite large, though, likely due to inefficiencies in

our fitter program which gives only a first approximation of parameter errors.

10

Office of Educational Programs, 2021 Compilation of Internship Reports 343



This may be acceptable for an undergraduate experiment, but these errors prob-
ably indicate that there is some fine tuning to be done in both the experiment
and the fitting program. That said, these values are at least physically realistic.

With the data and fits we have recorded, we have demonstrated the func-
tionality of our spectrometer. In its present state, it could be used in a teaching
experiment. However, there are still several areas in which improvement could
be made. One of the most noticeable omissions in this report is a lack of com-
prehensive numerical error data. This is due to the complexity of the myriad
sources of error present, which can only all be accounted for properly by per-
forming Monte-Carlo Simulations, which we were not able to do as of the writing
of this report. However, we can identify potential sources of error and consider
the extent to which they are relevant.

One of the biggest potential oversights that we realized after beginning
to take data was the difference in the path length in air after the beam is split
equally at the second GT prism. The path length in air for the reference detector
was about 29 cm, while the path length for the signal detector was about 17 cm.
This can matter when there are nearby absorption lines for molecules present
in the air, namely water. If the path lengths in air after the split were even,
then the effects of a water line would be eliminated because the effect would be
equally applied to both detectors and cancelled out in the ratio. However, the
longer path length to our reference detector in our case would mean a greater
absorption of a water line showing in our data. In fact, there is a water line
somewhat nearby P(15) of CoHy. The P(15) line is centered at 6518.4858 cm ™!,
and there is a nearby water line at 6518.4360 cm~!, though its intensity is about
a factor of 10? less than P(15). However, the water vapor in the air is at a much
higher pressure than the CyHsy in the cell, so it could be significant. Luckily,

this can usually be resolved by subtraction of a quadratic from the baseline,

11
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which we did for several of our recorded pressures. Ideally, the air path lengths
to each detector should be as even as possible.

We previously mentioned that the error in our pressure gauge was a flat
percentage, specifically 2%. Also for consideration is the precision of this pres-
sure gauge, which is only 0.1 torr. This precision makes it difficult to detect
small leaks in the cell, which could alter data slightly as the spectrometer is
scanning. We neglect temperature deviations in our fitting algorithm, but we
may want to consider this in the future as the room in which we conduct this
experiment can drift up to 0.5 °C over an hour. Temperature drift can change
the frequency of the laser, which can alter the polarization. Our GT prisms,
responsible for splitting the beam evenly to signal and reference, are sensitive
to polarization changes, and any change will cause a change to the baseline we
record. In normal operation, the frequency changes regularly, and thus polar-
ization changes are linear and predictable. Temperature drifts could introduce

additional baseline errors.

5 Impact on DOE Missions

The ultimate practical intention of this experimental design is to encour-
age the hastening of high-resolution spectroscopic data collection. With strong
databases of high order line parameters, we will be able to come to more accu-
rate conclusions about remote measurements of all kinds. This will undoubtedly
lead to a vastly improved knowledge of the composition of our own atmosphere,
which is changing at a faster rate than at any time in recent history. It may
also lead to advances in meteorology. Monitoring changing concentrations of
greenhouse gases in our atmosphere will be crucial to manage the environmen-
tal catastrophes that climate change will bring in the coming decades. This

is directly in line with the DOE’s core mission, ”to ensure America’s security

12
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and prosperity by addressing its energy, environmental and nuclear challenges

through transformative science and technology solutions.”
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Abstract

The Tracking Aerosol Convection Interactions Experiment (TRACER) is an upcoming
campaign to study deep convection cloud-aerosol interactions and the variability of atmospheric
phenomena over the Houston metropolitan area. To investigate the environmental conditions in
the region we analyzed the characteristics of precipitable water vapor (PWV), which represents
the depth of water in a column of the atmosphere if all its vapor is condensed. 10 years of daily
PWYV retrievals from HoustonNet Global Positioning System (GPS) Network sites are used in
order to analyze PWYV variability at different locations in Houston. Sixteen different weather
regimes—periods of similar meteorological conditions over Houston in the summertime months,
previously identified through machine learning technique, Self-Organizing Maps—were utilized
to organize and better understand trends in PWV. Emphasis has been placed on the difference in
PWYV statistics for sites at varying distances from the coast and under different meteorological
conditions. Upon examination of plots created using Python scripts, it has been noted that PWV
follows a diurnal cycle, peaking in the latter half of the day, and is generally higher in regimes
representative of anti-cyclonic conditions. Inland sites were found to have more consistent
diurnal cycles while the coastal site had greater variability across most regimes. Furthermore,
days with radar observations confirmed convection have been found to have a stronger diurnal

cycle versus no-precipitation days.
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L Background

A. TRACER Campaign

The TRACER campaign is set to begin on October 1%, 2021, and will run until
September 30™, 2022. During this time, a comprehensive suite of instrumentations will be
deployed to Houston and the greater-Houston region at three primary locations: the Atmospheric
Radiation Measurement (ARM) Mobile Facility in La Porte, TX on the northwestern edge of the
Galveston Bay, the C-Band Scanning ARM Precipitation Radar located approximately 30 km to
the south-southwest of LaPorte, and an ancillary site in a rural area southwest of Houston that
will be added during the summer of 2022 *. La Porte and the rural area were selected due to high
air pollution and lower air pollution, respectively. The TRACER campaign will acquire data for
the duration of its period and the data will subsequently be analyzed to grasp a better hold on
Houston cloud-aerosol interactions. Houston has been selected as the location of the campaign
due to its unique status as being a major metropolitan area, with an abundance of human-
generated pollution, located right along the Gulf of Mexico, which lends itself to frequent
isolated convective systems 1. Through analysis of atmospheric variables—one such example
being precipitable water vapor (PWV)—from previously recorded meteorological data, we will
better understand convective patterns in the Houston region in hopes to lessen the strain of post-

TRACER analysis.
B. PWYV from Global Positioning System measurements

PWYV is one of many variables being studied in preparation for the TRACER campaign
and 1s the focus of this paper. PWV represents the depth of water in a column of the atmospheric

if all its vapor is condensed and is typically associated with precipitation *. In short, it can be
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thought of as a measure of total atmospheric humidity. PWV is typically measured in

millimeters, and readings can be likened to a hypothetical rain gauge.

PWYV has long been measured using atmospheric soundings based on radiosondes carried
by weather balloons. Radiosonde-based PWV measurements are costly and launching stations
are typically several hundred miles apart—a characteristic which would be problematic for
looking at atmospheric data over a small region, such as Houston. Globally, the radiosonde
technique for PWV data acquisition is increasingly becoming replaced by ground-based GPS
networks °>. GPS can be used to measure PVW as the presence of atmospheric water vapor
affects the amount of refractivity that GPS signals encounter, allowing for measurements based
on satellite-receiver path delays. Unlike radiosonde observations, which are labor intensive and
only performed a few times per day requires fair weather, GPS sites can obtain continuous PWV
data regardless of atmospheric conditions—making the HoustonNet GPS network the optimal

source of PWV data for the TRACER campaign °.
C. Purpose

In analyzing Houston PWV measurements, this paper aims to discover how PWV differs
under a variety of categories—weather pattern, coastal proximity, and time of day as well as
validate previously identified PWV-related phenomena. Through statistical analysis via Python
plotting and ArcGIS Pro, data visualization with both plots and maps will be utilized to identify
historical patterns in the cyclic nature of PWV which can be useful in future TRACER-related

analysis when aerosols are factored into play.

II. Data & Methods

A. Scope of data
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Ten years (2010-2019) of daily PWV
measurements recorded every five minutes, from the
summer months of June through September where
isolated convection is most common, are being used in
this study. While the HoustonNet GPS Network
encompasses numerous sites from which PWV
measurements have been databased, this study has
identified three sites of peak interest—TDAM, a coastal

Figure 1: The three focal GPS sites symbolized in red and

site located in Galveston, NASA, an inland site located  /labeled, unused HoustonNet GPS sites in yellow
near La Porte, and UHO1, an urban site in the heart of Houston. The sites are in a perpendicular
line from the coast and are relatively evenly spaced. The selection of TDAM, NASA, and UHO1
came from the desire to understand how PWV may differ at a coastal location seeing the greatest

sea breeze influence, an urban site where industrial pollution is most prevalent, and a site

between the two.

B. Self-Organizing maps as a means of weather classification
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The overarching classification method of PWV data for the duration of this paper is
rooted in previously identified groupings of weather patterns, namely regimes. Using the
machine-learning technique of self-organizing maps,
each day in June through September for each year was
identified to be in one of 16 groupings of weather
patterns, referred to as SOM nodes. Nodes 0,4,8, and
12 are classified as days with strong anticyclonic
features influenced by the Bermuda High. These
nodes generally see higher temperatures and more

precipitation. Nodes 3,7,11, and 15 are dominated by
Figure 2: 700hpa geopotential anomalies of the 16

.. . atmospheric nodes
post-trough characteristics and are cooler and drier.

All other nodes have been identified as “transitional regimes” and are influenced by more than

one large-scale weather phenomenon 2.

C. Python scripting as means for analysis

To create meaningful imagery, a primary Python script was written to read in GPS PWV
files for a given regime and specified grouping of GPS sites. The script outputted a CSV file
containing data on site name, date, time, and corresponding PWV measurement. CSV files for all
16 regimes were generated. These files were subsequently read into other novel scripts which
created plots using the Matplotlib, Pandas, and NumPy libraries. Line plots and box plots made
up most of the created imagery as they best allowed for the comparison of time series and
subplots were commonly used for means of direct comparison between certain distinguishing

features.

I11. Results
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A. Different weather patterns affect the cyclic nature of PWV

Perhaps the most important result was that
PWYV behaved differently under the different large-
scale weather conditions found in each regime.
When plotting mean PWYV versus UTC hour for
each regime, it was found that regimes dominated
by anticyclonic features (nodes 0,1,4,8,12) showed
the strongest and most consistent diurnal cycle of ;¢ 3. subpiot of mean PWV versus UTC hour for all 16 SOM

nodes

PWYV across all three sites.

Regime 1 had the
highest overall PWV, with
the NASA site reaching a
maximum mean value of
over 54 millimeters, a strong
outlier in comparison to

others. When looking at

Figure 4: Previously-made table containing data (in percentages) of observed weather type seen in
each regime, classified through radar imaging. Colored boxes represent highest values.
previously identified

weather pattern classifications of radar imagery for each regime, Regime 1 was found to have the

highest percentage of large-scale convection days, 52.6%.

Across all the anti-cyclonic regimes, coastal sitt TDAM had lower PWV and a cycle
which peaked earlier, with the exception being regime 8. Regime 8 was identified to have the
highest percentage of sea breeze convection days, with 25%, which can explain why TDAM has

higher PWV, as convection has a chief influence on PWV.

Office of Educational Programs, 2021 Compilation of Internship Reports 355



In contrast, regimes 11 and 14 were outliers with regards to low PWV and an atypical
diurnal cycle, peaking much later at 24 UTC. This is likely due to the cooler, dry air in these
regimes caused by post-trough conditions. Regimes 11 and 14 recorded high percentages of clear

skies days, with 43.9% and 42.3% respectively, which is consistent with low PWV.

B. Isolating data by convection type

In addition, PWV data was sorted
using radar observations to better
understand how the daily PWYV cycle
differs under varying levels of convection.

Lists were created of all days identified

Figure 5: Subplot of mean PWV versus UTC hour for identified large scale,

through visual inspection of radar imagery .., preeze. and clear sky days

to have large scale, sea breeze, or no convection, and their data was subsequently plotted. Only
days from regime 12 were considered, as regime 12 had the greatest number of days, allowing

for a more robust average.

Figure 4 shows that on days when large scale precipitation is present, PWV tends to be
higher. Sea breeze days also lend themselves to higher PWV than clear skies days, however we
see a significantly lower maximum PWYV value across all sites than large scale days. Both large
scale and sea breeze conditions cause a strong diurnal cycle which sees inland sites peeking at
roughly 20UTC and the coastal site peaking earlier around 12UTC. Lower temperature and early
onset of sea breeze are likely factors for earlier peaking. The same phenomenon is seen on clear
sky days as well, although inland sites see a deviation from the typical diurnal cycle and instead

peak at 24UTC—there is no convection to drive the PWV peak earlier and higher.
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C. Understanding variability across regimes

Although PWYV does converge
to a given value across each regime,
there are many instances where
values have been recorded far from
their average. A grouped boxplot was
created to understand the level of
variability seen in total precipitable
water vapor variability seen at cach Figure 6: Grouped boxplot of PWV versus SOM node
regime for all three sites.

Post-trough regimes 7, 11, and 14 saw both the lowest median PWV and the highest
variability, with a greater than fifty-millimeter difference between the high and low ends of their
whiskers. These regimes were earlier noted to have strayed the furthest from a typical diurnal
cycle and saw a greater number of clear skies days than the other regimes on average; they can
be looked at as regimes in which weather patterns are the least predicable. Furthermore, it should
be noted that proximity to the coast had little affect on the overall variability in PWV values

across all regimes.

D. Precipitation onset and PWV spikes

A previous study by Sapucci et. al.

found that PWYV spikes immediately before Figure 7: Subplot of radar reflectivity over the Houston area
from 18-20 UTC for 8/25/2015; the front hits Houston at

intense rainfall and will subsequently drop roughly 19UTC

rapidly. We sought to confirm this with Houston data. Radar imagery was used to identify days
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with large scale convection and plots were generated to show the radar reflectivity for the given
period where a front begins to pass over the Houston epicenter. The radar imaging was then
compared to the corresponding PWYV time series for that day to assess whether the phenomenon

described by Sapucci was present in our data 3,

Many days which showed strong, large-
scale convection passing over the Houston region
were observed to have a sharp decline in PWV
occurring at the same time which convection
began. which was consistent with what Sapucci

describes. On days with less precipitation, such as Figure 8: Time series of PWV for 8/25/2015, showing

a peak at 18UTC
sea breeze, a small peak and subsequent decline

were noted, although they were not as prominent as those seen on large scale convection days.
The ability to use PWV data as a means for precipitation prediction for the TRACER campaign

seems viable, as a rapid increase in PWV has been noted as fundamental for intense rainfall 3.
IV.  Discussion

PWYV has been found to peak earlier in the day in anti-cyclonic regimes than post-trough
regimes. This can be attributed to the lower amount of convection seen in post-trough regimes,
as increased PWYV is correlated largely with precipitation. Furthermore, coastal Houston,
regardless of weather pattern, sees PWV peaking lower and earlier in the day, likely due to
proximity to cooler air over the water as well as being the first land affected by sea breeze. With
regards to variability, greater PWV variability is seen in post-trough conditions, potentially
meaning weather patterns may not be as predictable in identified post-trough regimes. As for

differences in convection, it should be noted that large scale and sea breeze convection follow a
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similar PWV cycle across all three sites, as the presence of precipitation is a likely driving factor

in their daily PWV time series.

The findings from this research will serve to inform scientists of prior atmospheric conditions
in the Houston area with regards to PWV. The trends identified in this historical PWV analysis
can be compared to future data collected in the forthcoming TRACER campaign, where aerosols

may begin to shed some light on new PWV patterns.
V. References
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Abstract

The National Synchrotron Light Source II (NSLS II) Soft Inelastic X-ray Scattering (SIX)
beam line at Brookhaven National Laboratory studies electronic excitations in materials using
resonant inelastic x-ray scattering. Scattered x-rays are detected by an Electron Multiplying
Charged Coupled Device (EMCCD). The x-ray interacts with the silicon lattice of the EMCCD
and creates a number of electron hole pairs that is proportional to the x-ray energy. The charges
diffuse in the field free region that is 8#m thick and collect on EMCCD pixels, which are 16 um
squares. The number of electrons in each pixel provides information about the distribution of
charges, which helps us measure x-ray coordinates with accuracy better than the pixel pitch.
Our project investigates radial distribution of charges taking into consideration pixels square
shape. We focus on the diffusion of charges in the field-free region and the radial distribution
in the EMCCD. We also investigate the effect of initial conditions on the charge distribution by
finding the solution to the diffusion equation for both a Delta function and a Gaussian function
initial condition. We write an equation for the radial spreading of charge across the EMCCD
pixels. Using this equation and numerically integrating over each pixel, we create a Lego plot
of the charge distribution over the pixels. Our study aims to provide a predictive function for

determining what distribution of charges should be observed in the EMCCD pixels.
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I. Introduction

A charged coupled device (CCD) is composed of arrays of metal-oxide-silicon structures (MOS)
and measures energy by detecting incoming photons from the x-rays. A photon enters the CCD
and is converted into electron-hole pairs. The electron travels first through the field-free region,
then the depletion layer. CCDs have pixels, which are essentially potential wells that collect elec-
trons. By looking at the number of electrons in each pixel, images can be created. An electron
multiplying CCD (EMCCD) can be used in place of a CCD to reduce the readout noise by ampli-
fying the signal prior to the signal being output from the device.! This is especially useful for low
signal levels because the signal to noise ratio is smaller, so noise reduction has more impact.

In the SIX beam line, the CCDs have a field-free region 8um thick and a depletion layer
6—8m thick. The pixels are 16.m squares.? Charge moves through the CCD by drift or diffusion,
depending on if an electric field is present. In the field-free region, the charge moves by diffusion
whereas there is also drift to consider in the depletion layer. We investigate the diffusion in the
field-free region.

The charge distribution is largely dominated by the boundary conditions and the growth of the
electron cloud from diffusion. The initial electron cloud size also contributes, but is not a key
factor. Initial conditions of the diffusion equation give us the electron cloud size and shape. We
incorporate the specifications required at the boundaries using boundary conditions when solving

the diffusion equation.

II. Diffusion equation

The diffusion equation solution depends on the initial conditions of the charge distribution and

the conditions at the boundaries. The diffusion equation is

DV2p(r, z,t) = a’)“(;:f’t) (1)
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where D is the diffusion coefficient, V? is the Laplacian, p(r, z,t) is the charge density, r is the
radial vector in cylindrical coordinates, and z is the depth perpendicular to the EMCCD surface.?
We equate p(r, z,t) = p(x,t) because r, the radius in spherical coordinates, has an x, y, and z

position associated with it so r and 2z can be written in terms of x.

A. General solution

The diffusion equation is separable, so we have the form

p(x,t) = X(2)Y (y)Z(2)T (1) 2)

Following Ref. [3] and solving the equation, we get

Pp  Pp  PPp dp
b (ax Tor o) T m )
1 0T 102X 182y 1822
A T vaas Tvaas Tt 4)
DT ot X 0x? Y oy> 7 022

which we split into independent equations

DlT%Z_ — (mf—l—mg—l—mg)
CfZ,erm%X:o 5)
ng—l—m%X:O
Cf;;g—l—m%X:O

where my, my and mg are constants. All of these can be referenced by using the notation m; where
i = 1,2,3. Eq. (5) can be solved as an eigenvalue problem to find the general solutions given
in Egs. (6). (7). and (8). @, in Egs. and (8) is the solution for the spatial components, but it

represents three different solutions since there are the three coordinate components equations in Eq.

4
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(3). Euler’s formula allows us to write the spatial solution as either exponential or trigonometric.

Tt) o< e > m2Dt o
Qj(x;) o< aje™ ™ + bje”™ (7)
Q;(z;) o a;cos(mjz;) + bjsin(m;x;) )

Ref. [3] then uses the Fourier transform, which is defined as

plxt) = [ plic e dk ©

—0o0

We then take the derivative to write the right-hand side of Eq. () as

ap(X, t) 0 8p(k7 t) —ik-x
ot /_oo o ¢k 1o

Multiplying the transform by D and taking the Laplacian, we get the left-hand side of Eq. (I to
be
DV?p(x,t) = / ~Dp(k, t)(k - K)e~**dk (11)

— 00

where p(k, t) can be written as

p(k,t) = p(k, 0)e~ "+ (12)
and
1 e |
ps0) = o /_ plx,0)edx (13)

and p(x, 0) is the initial condition.

B. Initial conditions

The initial condition is often taken to be a delta function.®* This is not a perfect representation

because it assumes all the charge is within one single point. This is not true because when the
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x-ray interacts with the silicon in the lattice structure, photoelectrons are knocked out. These
photoelectrons have range, and they ionize other silicon atoms in the lattice, creating a cloud of
initial charges. Since the initial cloud is very small, the delta function is a good simplification for
the initial condition, but the next step is to give the charge cloud a size. Therefore, we explore other
options for the initial condition to solve the diffusion equation, noting that the chosen function must
satisfy certain conditions. The function must describe a bell-shaped curve and converge sufficiently
fast in an infinite sum. First, we look at the solution using the delta function as an initial condition,

then we use the Gaussian function as an initial condition.

1. Delta function

Using the initial condition p(x, 0) = 6(x — Xo) in Eq. (12), we get

1 00 :
o0 = o [ (= xo)edx (14)
1 .
S (15)

After doing substitutions to return to an equation for p(x, t), writing the equation in terms of vector

components, and simplifying, we get Eq. .3

1 (x—x0)?

p(X, t) = WG_W (16)

2. Gaussian function

The Gaussian function follows a bell-shape curve. The normalized Gaussian function where

Xy s the position of the peak’s center and oy is the standard deviation is represented by Eq. (17).

1  (z—z)?

p(x,0) = Tora 7 (17)
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The one-dimensional Gaussian function is sufficient even though the diffusion equation is three-
dimensional because separation of variables allows us to split the diffusion equation into four
different equations that are summed together. This sum allows us to still get a three-dimensional
solution because we use the one-dimensional equation for each one-dimensional component.
Plugging in the Gaussian function as the initial condition in Eq. (I2)) but in one dimension, we

get

(z—q)?

1 oo 1 -2
]{5, 0) = — / - 20 zk~a:d 18
Pk, 0) 21 - \/271'006 ne ! (1%)

Following the process outlined in Section IIJA] we plug Eq. into Eq. (12).

z )2

1 o 1
p(k,t) = %e_Dth/ o e 20 Frdr (19)
oo 0
1 1 o) —M—i—ikm
— %ekaQt \/%0- / e 20(2) dr (20)
0/ —oo

For simplicity, we solve the integral independently, then plug the solution back into Eq. (20). We

start by completing the square for the terms in the exponent.

2
_ 1
_@209260)H-,M:_M($2_zxow+mg_zagm-x> 1)
0 0
1 2 . 2 2
= —?(x — 2x(xg + ikog) + ) (22)
0
1
=~ 5o (a® = 20(zo +ikat) + af + (w0 + iko})? — (w0 + ikop)?) (23)
0
1 , 1 .
= g3\~ (w0 = (kon))” = 55 (v — ap = 2ikaoct + Kop) 24)
0 0
1
/{32 2
=~ + kg — (26)
7
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We use the substitution for u given in Eq. (27). When plugging the exponent back into the integral,

we use the substitution for dx given in Eq. (29).

T+ xo — tkop

u e
\/500
1
du = ——dx
\/500
dr = \/andu

This gives us the integral

—00 —0o0

(z—z0)? | . 2 2
oo — +ik-x . k“o oo
2 _ -0 —u2
/ e 2% dr = V2002 / e du

27)

(28)

(29)

(30)

Note that [ e du = /7. This comes from the error function definition and simplifies our

calculation. Using this in Eq. (30), we get

. k2 2 2
irok— - oo 4 . _ k2o
V20q € %70 / e du = V2 oyer 2

—0o0

Now, we plug Eq. back into Eq. in place of the integral and simplify.

1 2 1 ; k2"8
plk,t) = —e PP — 21 gpei™F
2m V270
1 2, - k?of
- eka t+izok——;

21

Completing the Fourier Transform, we plug Eq. (33)) into Eq. (9).

© 1 pkttisek— 0 ke
pr,t) = o © porend

—00 2ZTT

T J—o00

2
oo _ 20 ) k24 (—izgtiz

pla,t) = 21/ (P e cimarinn]

T J—0c0
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(32)

(33)

(34)

(35)

(36)
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Let’s define

o(t) =0 =+/2Dt + o}

D
h2

o'(t) =o' =/2D"t + o?

and o, = %

Note that in normalized variables with D’ = 2,

We substitute Eq. into Eq. (36) and complete the square in the exponent.

§ . . 1 —ixo 41
(Dt + 02> k? 4 (—izo + ix)k = (202> <k52 + W!{:)
2

2 <k2 N —z'ng—l— i, N <—z’xo +2’x>2> B ;(72 (—z’xo +z’x)2

N | —

o2 o2

2
o? —ixg +ix\? (—izg +ix)?
i
o2 202
ikﬁ i —2'3:0 + iz 2 B (—iiBo + ix)2
V2 V20 202

Using the substitution

0'2]€ +1x — il’g

= \/§a
g

= 2 dk

U 7

a - Y24
g

we plug Eq. (#2) back into the integral in Eq. (36)) and solve.

. . 2 . . \2
2 o ixgtiz (—izg+ix)
SR Dt+L>k2+ —izo+iz k} o0 <(k+ - ) - o2 >
/e[<2( Maw = [~ W04 ) dk
—00 —00

2 ('szizo)2
/Mm V2e e
—00

o2

du
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(38)

(39)

(40)

(41)

(42)

(43)

(44)

(45)

(46)

(47)
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(iz—izg)?

ﬁf/% O:O 23—: du (48)

_ me;) (49)

_ mej&,i“ 50

_ VIS E 51)
g

Plugging Eq. (51) back into Eq. (36), we get the solution in Eq. (52)) for the one-dimensional

case, or the solution in Eq. (53)) for n-dimensions.

6_ (z;:g)
pz,t) = Voo (52)
_ (x—xo)2 n
(x, 1) c (53)
x,t) = |——
P V2ro
Writing Eq. and Eq. in terms of the normalized variables, we get
_ (@' —ap)?
, e 2572
P = e 9
_ (xlfx())2 n
e 2072
pxt) = | —=— (55)

\ 21 o’

C. Boundary conditions

Only the z-direction has boundary conditions. Our boundary conditions require that the charge
density at the interface of the field-free region and the depletion zone (z = 0) is zero as indicated in
Eq. (56) because once charge gets to the depletion zone, we assume the electric field immediately

picks up the electrons.

p(r,z,t)].=0 =0 (56)

10
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This corresponds to the Dirichlet boundary conditions as solved in the heat equation.® The flux at a
reflective boundary is zero. The partial derivative of the charge density with respect to z represents
the flux. When z = h where h is the depth of the field-free region, the flux is zero. Therefore, the

partial derivative must be zero, as indicated in Eq. (57).

dp(r, z,t)

97 le=n =0 (57

This corresponds to the Neumann boundary conditions.® Since we have both a Dirichlet boundary
condition and a Neumann boundary condition, the mixed boundary condition solutionmust be used
to find the solution.?

In Section we present the general solutions to the diffusion equation. Using Eq. (§)), we

apply the boundary condition given in Eq. (56).

Z(z) = acos(mz) + bsin(mz)|,—o = 0 (58)

When z = 0, b can take any value because bsin(mz) = 0. The only way to ensure a cos(mz) = 0

for any m is to set a = 0. This gives us

Z(z) = bsin(mz) (59)

To find the value of b, we use the other boundary condition, given in Eq. (57).

dz
E’Z:h = bmecos(mh) =0 (60)

If b = 0, the solution is trivial, so we need to find where cos(mh) = 0. This happens when

mh = —+nm 61)

11

Office of Educational Programs, 2021 Compilation of Internship Reports 371



SO

Z(2) = by, sin ((Qn +1)2 Z) (62)
2 h
To simplify this equation, we set a,, = nm + 7 and 2’ = 7, which makes m = . Writing in
terms of an infinite sum over n, we get
= bysin(a,z’) (63)
n=0
We now refer back to the initial conditions to determine b,, because

Z(2) =0 = Z b, sin(a,2') = ¢(2') (64)

n=0

where ¢(2’) is the initial condition. Even before applying specific initial conditions, we use the

properties of orthogonality to get an expression for b,, in terms of ¢(z').

! 1
/ sin®(a,2')dz' = ) (65)
—9 / ) sin(anz')dz’ (66)

D. Delta function applied to the boundary conditions

Ref. [3] takes us through the solution with the delta function. Using ¢(2) = (2’ — z{) in Eq.
(66), we simplify the expression and plug it into Eq. (64). Multiplying Eq. (64) by the general

solution for T'(t) given in Eq. (6), we get the solution

Z(z =2 Z e~ P sin( oy, 2)) sin(o, 2') (67)

12
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E. Gaussian function applied to the boundary conditions

When applying the Gaussian function to the boundary conditions, we use the normalized vari-

& -=p)?
ables 2’ = 7,2, = %2, and 0y = 9 for simplicity. Using ¢(2') = \/%aée 26" in Eq. (66), we
get
1 1 _(Zlfzé>2
b, = 2/ NorS —e % sin(a,2")dz’ (68)
o
Using Euler’s formula, we get the identity
) eix _ e—ix
sm(x) = T (69)
and rewrite the sine term in Eq. (68).
1 1 _(Zlleg)z eianz’ o 6—ianz’
b = 2 ¢ = S (70)
" 0V 27r06 21
<z’—z6>2 y
_ / - 2002 <6zo¢nz o —lapz ) dz' (71)
To|
1 G _20)2 +iapz - (/=) —ion 2’
NG / 200° —e 0 dz’' (72)
V2ra( Jo
i 1 _<Z,*,Zé)2 +ianz 7 1 _G ’fé>2 —ian 2’
i d + [e dz’ (73)
V2roj Jo V2mag Jo

Now, we can solve each integral in Eq. (73) separately by completing the square for both expo-
nents, simplifying both expressions, and recombining the two integral solutions into one solution

for Eq. (73).

Completing the square for the exponent in the first integral in Eq. || where u =

z’—l—zé—iocna’oz

V20,
and dz’' = \/506 du, we get
(z, — 26)2 . / 1 12 /
—W + i,z = “5 (2% = 2202 + 2§ — 20(%i,2") (74)
0
= ( — 27/ (2} + iao)? /2
= b+ ianol’) + 27 (75)

= ( — 22 (2 + i0,007) + 202 + (20 + i) — (2 + zanaE)Q)Q) (76)

13
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1 2 1 .
= —— (z' — (25 — (zanaff))) "% (z(')Q — 2% — 2, 2ho)? + o 064) (77)

20,
- 207 (—2ianzp0f? + aZo}') (78)
2 : / an062
= —u" +1ay2) — 5 (79)
We now plug Eq. into the exponent in the first integral in Eq. to get
—i o e, i 1 e anol
e % d7 = / e v T T 80
V2moy /0 V2mogy Jo (80)
_ \/_0'01 ancfo +lanz0 / 7u2du (81)
2\/_ Uo \/_
- —%e S i) of(1) (82)
Completing the square for the exponent in the second integral in Eq. 1) where u = Z/_Z‘E/g%
90

and dz’' = \/506 du, we get

(2 — 2})? 1
_TOO + i, = _2062 (2'% — 2202 + 25 — 20010, 2) (83)
= (2’2 — i oh?) + 262) (84)
= (z'2 — i, 0h?) + 202+ (2 — o) — (2 — ian062)2> (85)
2 1
- (z’ zana(’f))) — 57 <262 — 207 + iy 2(0) + ol 064) (86)
0
= —u2 E (22an26062 + a2064) 87)
12
= —u? —iayd) — 0 (88)
2
Plugging Eq. into the exponent in the second integral in Eq. (73), we get
e >0 dz = / e VTR T T 89
V2moy /0 V2mog Jo (89
200t anobh? ., 1 9
= V200 e~z i / e du (90)
2v/20¢ 0 /T

14
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i _anog’

= e e “ionz erf(1) (91)

Now plugging Eq. (82) and Eq. (91) back into Eq. (73), we get

. 2 /2 - 2 /2
1 anTy . / 7 a9y

b, — _56— 5 +zanzoerf(1)+§e*7"2 —ionzerf(1) (92)
1 "‘%‘762 ; / : /
= —ierf(l)e_ 2 (ew‘”zo—e_mnzo) (93)
a2o!l2 €m"26 . e—ian26
— erf(l)e 2 94
O 94
= erf(l)e” "z sin(a,z)) (95)

Plugging this back into Eq. (64)), we get
Z(2)|4=o = erf(1 Z e 20 sin(av,2() sin(ay,2") (96)

This gives us the solution

20/2 Q%Di

Z()T(t) = erf(1 Ze ~3% Sin (0 2)) sin(an 2 )e 2 (97)

Since we know that the normalization of the diffusion coefficient is D' = we can simplify

h2’

our solution to be

Z(T() = erf(1 Z e % sin(a,2() sin(ay,2") (98)
Z(T (@) = erf(1) i 677%(2D/t+062) sin(a,2) sin(ay, 2") 99)
n=0

Using the definition of ¢’(¢) in Eq. (38), our solution is

Z(AT(t) = erf(1 Ze o * sin(ov, 7)) sin(a,2) (100)

15
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F. Final solutions

Combining the solution in the = and y directions with the solution in the z direction for both

initial conditions, we obtain the final solutions. For the Delta function initial condition, we get

_ (z—20)%+(y—v0)?

p(x,t) = € - 2 Z e~ D' gin (an2g) sin(a,2') (101)
4w Dt n=0

For the Gaussian function initial condition, we get

p(x,t) = erf(1 Z e o sin(ay, 2() sin(ay,2") (102)

The solution with the Gaussian function as the initial condition is very similar to that of the delta
function initial condition.
Now, we find the flux through the 2 = 0 boundary. This is the charge that leaves the field-free

region, therefore will give us the charge distribution.

III. Charge spreading

A reflecting boundary ensures all charge is collected. This causes an increase in radial spread-
ing at reflecting boundaries.® The charge flux at the interface of the field-free zone and the depletion

zone integrated over time gives the radial distribution, as given in Eq. (T03).

o 0
N D/o oot (103)
Ref. [3] gives us
0 r, Z,t o0 . 7@7i
p(aZ)‘Z:O = 471-%(;]12 . 2 Z Oén Sln(anzé)e h2 1Dt (104)
n=0

where () is the initial charge.

16
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Integrating first with respect to time then space, we get

q(r) = 7352 > apsin(ayz) Kooy, ;) (105)

n=0

where ¢(r) is the flux through the surface element and K is a modified Bessel function of the
second kind. We must switch from cylindrical to Cartesian coordinates because the pixels are
square. To get the charge distribution, we integrate Eq. (I05]) over the pixel area. This becomes
problematic because the Bessel function creates a singularity in the function. Switching the order

of integration eliminates this problem.

A. Integrating with respect to space before time

We now start with the spatial part of the integral. A double integral is necessary because the

pixels have a dimension in both the = and y directions. The integral we calculate comes from Ref.

[3]

QO > . / 70‘%Dt ]- ¢ F ,ﬁ
¢= {72 nz:%an sin(ay,z))e” »?2 5Dt /B /E e i dxdy (106)
where r = \/ (x — 20)?> + (y — yo)?. Temporarily ignoring constants and substituting for r to

convert from cylindrical to Cartesian coordinates, we get

_ (== a60) +(y—yo)>
? 1
meel 27TDt / / 4D dﬂfdy ( 07)

We separate the integral in Eq. (107)) into separate integrals for = and y.

1 _(@—z0)? o (y—yp)?
el = —— Dt (] ~Tapt 108
Tpizel 2th/B t x/E e a9 (108)
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We write Eq. (108)) in the form of the error function in Eq. (109).

erf(z == / = gy, (109)

Because of the limits of integration, the result is a product of differences of the error function.

Givel = 2wl)t i) da1[sre‘(35£) dy (110)

ety
X (/{)Fe_(%)Qdy—/oEe_<%)2dy)

We now look at each integral in Eq. (111) independently. All integrals in Eq. (111) are of the same

form, therefore follow the same solution process as the first integral in the following equations.

/Oce(m“;otydx _ \F/ () (112)

- _£2\/_ < t) (113)
:_w@z@% )—m( » (114)

(115)

() (2]
[ ) (i) o

o 8 () (20
/()Ee‘(yﬁﬁ) dy = \aDi (erf<250D_t> erf<2\/_>> (118)

Now, we find the difference of the integral from O to C and 0 to B to simplify the first term in the

“(5m

S—
T
ml
~
<
NI
Sls
—
[V}
QL
<
Il

(117)

product and the difference of the integral from O to F and O to E to simplify the second term in the

18
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product.

/C e_<mj*;(’)f) dr — /B e_(z:‘;?f> de = Dt <erf (2;3?7) — erf <$20\/_D_§>> (119)
0 0
To Ty — B
o o — B . To — C
= vrDt (erf ( 2@) erf ( D )) (120)
/OF () dx—/OEe_(y“?t) dr = aDi (erf (%) —erf (ZV;)) (121)
B Yo ) Yo— B
wDt (erf (2\/E> erf < 2@))
_ yo—EY Yo — F
= w Dt <erf<2\/ﬁt> erf<2\/ﬁt>> (122)

Plugging Eqgs. (120) and (122)) into Eq. (111)) and simplifying, we get

- gl (i) (3]
v o (35) o (357))
- ) (5] 3 (3] o

Going back to Eq. (106), we also integrate over time. Using Eq. (I24) in place of the portion

of the equation outside the parenthesis in Eq. and again ignoring the extra coefficients, we

get
1 00 X _aipt ] xro— B xg—C
ime nroo= f — erf 125
o = o [ 5 F ol ) )] o
Yo— E Yo — I
f —erf dt
()~ ().
1 & 00 oDt IO—B $0—C>]
= h2 f — f 126
e nzo/o ‘ ler ( 2v/Di ) “ ( 2v/Di (120
Yo— E Yo — F
f —erf dt
() - ().
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We plug this back into Eq. to solve for g.

Q 00 apDt x9— B x9g—C
0= g Sesntency) [T ot (357) et (357)] 0
Yo— E Yo — F
x[erf<2m> erf(Q\/_ﬂd

Writing the equation in terms of normalized variables simplifies the equation. We normalize

B—x
variables by using the depth of the field-free region h as a scaling factor. Let B’ = TO = g, C' =
C—z E— Fy
ZO =< F = ?y() =< F = UO = g,anda2 = 4Dt . Eq. (127)) becomes
© o2 51 b
q C;U 2 Oozn sm(anzo)/o 6_7021 (erf(i) - erf(0)> <erf(£) — erf(j)) do® (128)
where in the equations above,
2 1
o, = ZntDr (129)

B. Numeric integration: the midpoint method

The midpoint method for numerically integrating a function uses the formula given in Eq. (130)
where b is the upper limit of the interval, a is the lower limit of the interval, ¢ is the number of
rectangles into which the interval is split, and x; are the endpoints of each of these rectangles. The
f indicates that these values are plugged back into the function being integrated to get the value at
those points.

R () () 0 ()] o

1. Numerically integrating the Gaussian function

We start by testing the usefulness of the midpoint method using the integral of the Gaussian

function [°0_ e dx. Plotting this function in Fig. , we estimate limits from -4 to 4 would be
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appropriate for approximating a numerical solution. From the shape of the function, we see that

Figure 1: Plot of the Gaussian function. The limits of integration can be approximated by looking
where the function has a value very close to zero.

using more rectangles, or a higher ¢ value, will provide a better approximation. For simplicity in

calculation, we show the case where ¢ = 8.

/_446_$2d$ N 4_é_4) [f (—4 +2(—3)> ny (—3 +2(—2)> Ly (—2 +2(—1)> (131)
(=) ()41 ()1 (55)+ (55

~ e 7 +e_% +e_% +e_% +e_% +e_% +e_275 +e 3 (132)

~ 1.77227049 (133)

We know from our analytic solution of the integral of the Gaussian function from —oo to oo that
the value we expect is /7 ~ 1.77245385. Our approximation is close. To get a more accurate
approximation, we write a C++ code to perform the numeric integration but with a larger c. Our
value from the program agrees with our solution above with the input ¢ = 8. With ¢ = 10, the
integral is equal to 1.77245, which matches more closely to the expected value. The results from
running our code are in Figures[2]and[3] Therefore, the midpoint method is sufficient for evaluating

the integral given reasonable choices for the interval limits and the value of c.
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Start of interval: -4

End of interval: 4
Number of rectangles to split interval into: 8
Integral is equal to: 1.77227

bsolute integration error is: ©.600188141
Relative integration error is: ©.0106147%

Figure 2: Output of C++ code for integrating e~ from -4 to 4 with 8 rectangles.

Start of interval: -4
[End of interval: 4
Number of rectangles to split interval into: 1@
Integral is equal to: 1.77245

bsolute integration error is: 2.59679e-©6
Relative integration error is: ©.000146508%

Figure 3: Output of C++ code for integrating e~ from -4 to 4 with 10 rectangles.

2. Numeric integration of charge distribution equation

We numerically integrate our more complex charge distribution equation given in Eq. (128).
First, we plot the function since we cannot use infinity as a limit when integrating numerically.
Because h = 8um and the pixels are 16um, we get the numerators of the arguments of the error
functions to be 1 for the center pixel. We also use the substitution that 02 = u so that the variable
we are integrating over is not squared. For the plot in Figure 4] and numeric integration in Figure

[5l we use n = 0 to obtain the solution to the integral for a single term in the series. This gives us

£ o) o ) () -er(B) om

We evaluate the integral using our C++ code. From Figure 4 we see that the function value quickly
decreases, so contributions to the solution from outside our chosen limits of 0 to 20 are minimal.
When using the midpoint rule, we use a large number of rectangles to calculate the integral value
to obtain a more accurate result. Evaluating the integral, we get 4.26841, as shown in Figure [5
We compare this value to the result from the built-in numeric integration function in Mathematica
to ensure our code is working properly. The difference between the integral results is less than

0.002%, therefore assuring our code is working properly. Note that this result is only the result
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Figure 4: Plot of function inside the integral, g(u), in the equation for g. The value of the function
evaluated with n = 0 is displayed for values of u up to 25 to visualize how fast the function
approaches O.

Start of interval: @

End of interval: 20

Number of rectangles to split interval into: 999999
Integral is equal to: 4.26841

Absolute integration error is: 7.99996e-05

Relative integration error is: 6.00187419%

Figure 5: Result of integration from 0 to 20.

of the integral, not the full solution for the amount of charge in the center pixel. The full solution
requires us to multiply by the constants we ignored and perform the sum over n instead of taking
only the n = 0 term. For our analysis, we take ()o = 1 and z{, = 1.

We calculate the charge distribution throughout the pixels by finding the results of these nu-
meric integrations using the edges of each pixel for the limits of integration. We still use o = 0
and yy = 0 because we assume the incoming charges are still focused at the center of the center
pixel. Figure [ shows the layout we use to find these values.

The integral for all the pixels can be computed at the same time using our C++ code. The
values are stored in an array, then plotted using ROOT. Due to the difference in amount of charge

between the center pixel and the outer pixels, we choose to use a log scale on our z-axis to make
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(0.3)

(0.3)

(01)

(-5.0) (-3.0) -1oy| (0.0) (10) (3.0) (5.0) X

(0-1)

(0-3)

(0-5)

Figure 6: Pixels on coordinate system.

viewing and analysis easier. Note that in our original formula, n was being summed over from O to
infinity, but at this point we are only using single values of n to determine the shape of the charge
distribution for each term in the sum. To compare the graphs at each n value, we normalize the
amount of charge in the pixels by dividing all pixels by the height of the center pixel for that graph.

Figure [7]shows the difference in the charge distribution shape for different values of n.

Figure 7: Charge distribution for different values of n

We further investigate this by creating a plot of the dependence of the integral in the charge
distribution equation on the value of n. As we see in Figure[§] the value of the integral depends on
n more when 7 is small, but very little as n increases. The graph on the right in Figure[§] shows the

dependence of the entire equation for ¢ on n. This graph shows us that even with the oscillations
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of the sine function, as n increases the value of the n'" term approaches 0. From this, we conclude

Figure 8: Left: Center pixel dependence on n. The value of the integral depends on n less as n
increases. Right: Value of n'* term in sum converges. The sine function causes oscillations in the
solution.

that the distribution shape depends on n.

Note that changing the value of z affects the behavior of the function, as seen in Figure[9]

Figure 9: Value of n'" term in sum behavior at different z{, values. The value of 2, will affect the
charge distribution, but more analysis is necessary.

We create plots for individual values of n to determine how fast the series converges. Using
n = 0,n = 4, and n = 10, we see that as n increases, the contribution of the term to the solution
decreases. The center pixel contribution for each term is the greatest of all the pixels, so we focus
our analysis on the center pixel. In the n = 0 plot in Figure [I0] the center pixel contribution is
0.83812, whereas in the n = 4 plot, the center pixel contribution decreases to 0.14147 and by
n = 10, the contribution is only 0.06062. By n = 100, the contribution from the center pixel is

down to 0.00263.
25
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Figure 10: Charge distribution for different terms in the series.

The next step is to include the sum over n. Figure [IT]shows the charge distribution when n is

summed over from 0 to 100, which approximates the charge distribution over all n.

Charge distribution in pixels

10*

10

10°

10

Figure 11: Charge distribution plot using terms from n = 0 through n = 100. The center pixel has
the most charge, which is expected since the x-ray beam is centered at (0,0). The distribution is
symmetric.

IV. Conclusion

We solve the diffusion equation for the delta function initial condition, which assumes all
initial charge is in a single point, and for the Gaussian function initial condition that gives the
initial charge shape. We also solve for the charge distribution over all the pixels in the EMCCD.

Our equation gives fast convergence and takes square pixel shape into consideration. When the
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incoming x-rays are focused in the center of the center pixel, we see that the charges are focused
in the center pixel and there is less charge in the surrounding pixels. The charge distribution is
symmetric across the pixels. A more accurate predictive function for charge distribution will be

useful at the SIX beamline as well as in other applications with EMCCDs.
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Abstract

Scientists often manually review scientific literature for pertinent information, which
proves a time-consuming task. Many useful published articles are formatted as PDF files which
make parsing through this literature using automated machine learning algorithms arduous
because the information is presented in a layout-based format. In this paper, I evaluate the
effectiveness of two PDF parsing tools, PyMuPDF [2] and PDFPlumber [3], in comparison to
previously evaluated tools through their ability to distinguish paragraph boundaries, determine
the reading order, determine semantic roles, translate ligatures, and merge hyphenated words.
The success in the evaluation of PDF parsing tools will identify a useful method for parsing and
evaluating scientific literature. In comparison to previously evaluated tools, both PyMuPDF [2]
and PDFPlumber [3] produced low error rates when processing PDF files (less than ~0.03%),
which is good in comparison to the most effective tools presented in the evaluation. However, in
some categories, e.g., reproducing the correct number of newlines, these tools performed worse
than other evaluated tools. PyMuPDF [2] and PDFPlumber [3] produced results that varied
112.4% and 189.1% respectively, relative to the number of newlines in the accurately produced
comparison files. Following the evaluation, we leverage PyMuPDF [2] to help develop, extract,
and process a scientific corpus. Applying these tools to extract annotations on relevant articles is
essential for training a model that leverages Bidirectional Encoder Representations from
Transformers, a natural language processing technique, to semantically analyze relevant
information. Information extracted on the purification of MoFe and Fe proteins to develop a
referable X-Ray Crystal Structure will be useful for biologists to study recently discovered

Nitrogenase-like enzymes and rationalize why they produce methane as opposed to Nitrogenase
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enzymes which produce Nitrogen. Conducting this research has exposed me to valuable Natural
Language Processing concepts and techniques, to a variety of useful Python packages, and to

research methodology I can apply to many projects.

Introduction

PDFs prove to be a popular and consistent format for scientific literature, especially in the
domain of biology. Databases such as bioRxiv.org and rcsb.org contain various articles and
papers related to the Crystallization process that scientists can use to garner a better
understanding of various proteins and enzymes. This methodology can be retrieved from
manually scanning literature, however, there are a vast number of articles that may or may not
contain the desired information: this manual process can prove tedious and time-consuming.
Various methods exist today to automatically process text, but parsing PDFs presents a unique
set of challenges because of their layout-based format. This layout-based format makes it
difficult to process the text semantically as PDF articles specify the fonts and positions of each

character rather than recognizing their meanings and roles.

PDF parsing tools have been created to mitigate issues surrounding extracting text from
PDF formatted literature but vary in effectiveness. A Benchmark and Evaluation for Text
Extraction from PDF [4] presents evidence of this as the evaluation conducted on 14 different
tools showcases the functionality of each tool. These tools were evaluated across several metrics
including their ability to accurately identify newlines, paragraphs, and words. By using a
generated benchmark, comparisons could be made to articles processed by each of these tools to
determine whether the tool made a substantial number of errors or not. In searching for the most

effective PDF parsing tools, we identified two that were not previously evaluated in 4
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Benchmark and Evaluation for Text Extraction from PDF [4]. This project serves as an
evaluation of these two tools, PyMuPDF [2] and PDFPlumber [3], using the same methodology
provided in [4]. It also provides an opportunity to experiment with leveraging these tools to build
a scientific corpus and extract information on the crystallization process, with the intent of

developing an algorithm to automatically complete this task.

Background

Extracting text from PDF literature can be a daunting task, but many current tools have shown to
be efficient in this process. A paper formatted in PDF presents information in a layout-based
format, which means the characters are recognized by either their fonts or positions and not their
semantics. A paper published in 2017 titled A Benchmark and Evaluation for Text Extraction
from PDF [4] provides solid evidence of this. This study identifies various tools for text
extraction from PDFs and evaluates them on a number of metrics. The tools are as follows:
pdftotext, pdftohtml, pdftoxml, PdfBox, pdf2xml, ParsCit, LA-PdfText, PdfMiner, and IceCite.

The final tool listed, IceCite, is a method created by the authors.

Metrics

In order to assess the effectiveness of the tools listed above, a number of metrics have to be
established. Tools are evaluated based on how well they can extract semantic information from a
PDF. The paper identifies the various kinds of semantic information as word identification, word
order, paragraph boundaries, and semantic roles [4]. Determining whether words can be
accurately detected in the right order despite spacing between the characters and lines is

pertinent. The ability to detect where a paragraph begins and ends and what roles the text plays
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in the literature (e.g. distinguishing the title, body text, figures, etc.) is also critical to gauging

whether or not a tool has extracted the text as it is positioned.

The tools possess a variety of features that allowed for the creation of evaluation metrics
such as: identification of paragraph boundaries, identification of the reading order,
identification of semantic roles, translation of ligatures, extraction of characters with diacritics
as single characters, and the merging of hyphenated words [4]. The metrics used in the
evaluation process are defined as: the number of spurious newlines, the number of missing
newlines, the number of spurious paragraphs, the number of missing paragraphs, the number of
reordered paragraphs, the number of spurious words, the number of missing words, and the

number of misspelled words [4].

Evaluation Process

The method of evaluation of PDF text extraction tools was provided under

https://github.com/ckorzen/arxiv-benchmark, the GitHub repository identified in the paper. This

process includes generating a functional PDF extraction benchmark in order to utilize the tools.
The benchmark consists of a diverse set of 12,099 scientific articles ranging in topics and
publication dates. All of the articles included in the benchmark were extracted from arXiv.org,
but are regenerated PDF files using the corresponding TeX files that arXiv.org provides. A
benchmark generator was also created in the evaluation process, which was responsible for the
generation of TeX files that distinguish logical text blocks and split them into ground truth files.
The regenerated PDF files and ground truth files are compared to determine how accurately each
PDF tool extracts the text. The GitHub repository includes instructions on how to access the
benchmark generator and benchmark articles. All the files are available for download given the

instructions.
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Provided the repository has all of the tools necessary to complete the evaluation, copying
the repository to my own environment proved an efficient process. Each tool and its respective
files for operation are included within the repository. Custom files that identify methods of
translating text files, the command needed to run the text extraction mechanism, and other
helpful information and tips also represented the makeup of the evaluation process. The primary
scripts, extractor.py and evaluator.py, is code used to extract and evaluate the text accordingly

given a number of optional parameters.

Evaluation

In order to conduct this evaluation on two newly identified PDF text extraction tools, PyMuPDF
and PDFPlumber, I first sought to reproduce the evaluation. I followed the steps provided by the
GitHub Repository to automatically generate text files and achieve the same evaluation results
using all the tools. Only a handful of tools produced text files that corresponded to the desired
output, while others produced blank files. I believe that this may be the result of configuration
variances given that the repository is identical to the one provided by the authors. As a result of
this, the next steps of modifying the existing tool configurations for the extraction process to

custom fit the two new tools wasn't as anticipated.

Rather than use the extractor.py files to extract the text from the benchmark and create
output text files, I simply designed a script for each tool that extracted the text from each article
and directed the created text files to their respective folders with the desired formatting and file

naming convention.

From this point, I was able to return to the instructions for the evaluation process using

the evaluator.py file to compare with the ground truth files. After modifying the configuration
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files for each new tool and running the evaluator.py script, I was able to retrieve evaluation
results. The script prints the results in a format similar to the one presented in the table,
providing absolute number and percentage of affected words relative to the number of words in
the ground truth files, the number of PDF files which could not be processed by a tool, and the
average time needed to process a single PDF. In the case of the spurious newlines and missing
newlines which are included in the evaluation results, the percentage gives the absolute number

relative to the number of newlines in the ground truth files.

The PDF text extraction tools were evaluated through ten distinct criteria. These criteria
are the detection of the number of false newlines, missing newlines, false paragraphs, missing
paragraphs, rearranged paragraphs, false words, missing words, misspelled words, unprocessed
files, and the time needed to process a single PDF. They are defined by both an absolute number

and percentage.

Results

This study was able to replicate the results presented in [4] for the evaluation of pdf tools with a
new algorithm that we designed following the inability to use “extractor.py” proposed in [4]. In
addition, we evaluated 2 new algorithms, PyMuPDF and PDFPlumber using the same criteria.

Results are presented in Table 1.

The evaluation results on the identified 14 PDF text extraction tools that this study performed

were provided in [4] in a concise table. Table 1 contains the results from the original evaluation.

I reproduced the table and appended the results from the evaluation of PyMuPDF and
PDFPlumber. The results are shown in tables 2. Both PyMuPDF and PDF Plumber produced

some of the lowest error rates (1 and 3 unprocessed files respectively), but some of the highest
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processing times for each PDF file (49 seconds and 57 seconds respectively). The category both
tools performed best in, the number of rearranged paragraphs, produced low rates of error
(0.1% and 2.7%). The category yielding the highest results for the two tools is the number of
missing newlines, indicating that they are not as effective as other tools in properly identifying

when a newline is supposed to be present within the text.

Table 1: The table presents the evaluation results from A Benchmark and Evaluation for Text Extraction from
PDF. The evaluation results of PyMuPDF and PDFPlumber have been appended to the results of the original
evaluation. The caption provided for the original table provides insights on the table characteristics:
”Summary of the evaluation results of 14 PDF extraction tools. The second column gives a summary of Table 1,
for convenience. The evaluation results are given in columns 3-10, broken down into the criteria NL+: the
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number of spurious newlines; NL—: the number of missing newlines; P +: the number of spurious paragraphs; P
—: the number of missing paragraphs; P 1| : the number of reordered paragraphs; W +: the number of spurious
words; W —: the number of missing words; W ~: the number of misspelled words. For each criterion, its absolute
value and a percentage is given, which is computed as follows: for NL+ and NL—, it is the absolute value divided
by the number of newlines in the ground truth; for the other criteria, it is the number of affected words relative to
the number of words in the ground truth files. The best values in each criteria are printed in blue and bold, the
two worst values in red. The column ERR gives the aggregated number of PDF files where (a) the extraction
process resulted in an error or (b) the runtime of the extraction process exceeded the timeout of five minutes. The
column T0 gives the average time needed to process a single PDF file, in seconds.” [4]

On a smaller scale, experimenting with PyMuPDF and PDFPlumber has shown that these tools
convert PDF files to text files. PyMuPDF was effective in my processing and manipulating of

PDF files to develop a scientific corpus relative to the crystallization process.

PyMuPDF has proven to possess a reliable annotation detection tools that allow for the
extraction of specific text by copying and pasting relevant lines of text into the comments of the
PDF file. This tool will be used in the pre-processing of scientific literature to train a machine-

learning model for extracting experimental conditions .

Conclusion

The benchmark provided by 4 Benchmark and Evaluation for Text Extraction from PDF serves
as a reliable source for articles to evaluate emerging PDF parsing tools. The evaluation I
conducted showed that PyMuPDF and PDFPlumber are effective in extracting text, as they
produced some of the lowest error rates in processing articles of all the tools, but of course
possess faults. PyMuPDF and PDFPlumber are among the least effective at processing newlines,

as they missed the most newlines of all the tools.
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This process has also shown that, IceCite, the most effective tool evaluated, may not be
scalable for all PDF articles, as it proved to only function with PDF literature regenerated from

TeX files. Text extraction of standard PDF files may be best suited for the other identified tools.

This research has proven essential because scientific literature presents an abundance of
information in the form of text, figures, and data that scientists and students often reference and
digest during their researching efforts. In the particular discipline of biology, this research has
been thin. The development of a model to automate text extraction from PDFs will be a great

effort in the near future, while it begins with identifying the best available PDF parsing tools.
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I. ABSTRACT

The security of nuclear fuel is a top concern in the nuclear sector of the
United States. One security concern of note is the possibility of fuel being
diverted, stolen, or misplaced. As part of the international effort to deter
misuse and theft of nuclear fuel, Brookhaven National Laboratory has de-
voted resources to the research of intentional forensics. This effort includes
screening materials that would enhance the traceability of Uranium Dioxide
fuel rods. Our research explores the possibility of using taggants in nuclear
fuel rods via coatings, or by adding dopants in the fuel or cladding. The
candidates chromium, chromia, tungsten, molybdenum, nickel, zirconium,
hafnium, and vanadium were screened using neutron transport (neutron-
ics) codes for their viability to determine the fuel’s place of origin in the
event that fuel were to be lost and then recovered. Key metrics for this
research include the effect of candidate doping or coating on the fuel’s burn
cycle length, reactivity coefficients, sensitivity to cross-section libraries and

uncertainties, and the survivability of the taggant during burnup.
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II. INTRODUCTION

As of 2021, close to 20% of the United States’ electrical power supply is generated by
the 93 U.S. Nuclear Regulatory Commission (NRC) licensed nuclear power plants in current
operation. 63 of those plants employ the use of Pressurized Water Reactors (PWR), which
makes PWRs the most common type of industrial nuclear reactor!. The core of a standard
PWR contains 157 or 193 fuel assemblies, which are each composed of a 17-pin array. Each
pin cell in the array is filled with either a fuel rod, control rod, or instrumentation rod. The
fuel rod, in which the fissionable material resides, is a cylindrical fuel pellet surrounded by a
layer of cladding, with a gap of helium between the two materials allowing for the expansion
and contraction of the pellet and providing a space for the storage of fission gasses produced
during burnup. The rods are cylindrical, but fit into a square assembly, leaving space for

the flow of borated water (the moderator), which cools and controls fission in the fuel rods.

PWRs typically use enriched Uranium Dioxide (UOs) fuel, as it is a well studied and
predictable fissionable material that produces significant heat. The heat produced during
the fission reaction is then processed via a turbine generator and converted to the desired
form of energy, electricity. The fuel is replenished by using a process referred to as a ”three-
batch burn cycle”. This is a fuel replacement system designed to keep the reactor running
continuously with consistent neutron flux across the core. A burn cycle is the time frame in
which the reactor is allowed to run before. The first batch in the cycle is the “fresh” batch
of fuel, never burnt before. The second and third batches have each been in the reactor for
one and two burn cycles, respectively. Once the fresh batch has completed its first cycle of
depletion in the reactor, that prompts the reactor management to remove the oldest batch,
now three-times burned, and make room for a new set of fresh fuel rods, and so repeats this
process. Each of these refueling cycles is ideally 18 months (or 520 days) long. The timeline
of a typical PWR three-batch burn cycle allows for efficient depletion of the fuel as well as
predictability of the reactor maintenance, as refuelings are best performed during Fall or

Spring when energy usage is not at peak demand in the U.S.

As with any type of fuel source, the large amount of energy stored in enriched UO, makes
it a useful but potentially dangerous material. Managing UO, fuel requires responsibility
and care throughout its lifecycle, from its design and production stage until it is spent and

put into waste storage. One aspect of nuclear fuel management is knowing the location
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of a fuel rod at all times to ensure security. The concept of intentional forensics, a design
tactic where products are created with built-in tracking measures, has been suggested to
aid in the traceability of nuclear fuel®. Intentional forensics suggests if a chemical tagging
agent or “taggant” were integrated into the design of the fuel rod, one could distinguish fuel

originating from different facilities and preemptively deter misuse and theft.

Potential taggant candidates are desired to have little to no impact on reactor perfor-
mance. Thus, taggants are chosen for viability screening depending on their ability to be
neutron-transparent (small neutron absorption cross section), the amount and quality of
nuclear data available, and their material properties such as water insolubility and the abil-
ity to withstand high temperatures. The cross section size and material properties directly
affect where the taggant can reasonably be placed in the fuel rod to minimize its impact,
with the main two areas of interest being the fuel pellet and the cladding. Taggants chosen
to act as a fuel pellet dopant must be as neutron transparent as possible to minimize the
probability of the taggant absorbing more neutrons than the fuel itself. Clad dopants have
somewhat more leeway in this regard, and could potentially be functional even with taggants
of slightly lower neutron transparency, but must be able to withstand the presence of the
moderator, as it will be in direct contact with the borated water. In order to make these
decisions about our model, it is necessary to consider the amount of nuclear cross section
data available for each taggant because it is central to performing neutronics calculations
and ensures the conclusions being made about the element during research are accurate.
These attributes are important to take into account to ensure the viability of the material

and to prevent introducing system failures.

The suggestion of intentional forensics poses two fundamental questions, the first being
what type of elements are appropriate for use as taggants, and subsequently, how do those
taggant candidates affect the functioning of a PWR? Our study focuses on the exploration
of these questions. The guiding design constraint of our taggant screening study was to
find candidates which minimize the effects of both the taggant on the reactor as well as the
reactor on the taggant. We will be screening for potential effects through three metrics: the
burn cycle length, the coefficients of reactivity (safety coefficients), and the survivability of
taggants’ isotopics.

4
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III. METHODS

Seven elements and one compound were identified as taggant screening candidates based
on the desired characteristics and metrics described (availability of and size of nuclear cross
sections, material properties). Each candidate was evaluated as to whether it would be best
suited for use as a fuel dopant, clad dopant, coating, or multiple areas. The candidates
tungsten, nickel, and zirconium were selected to be clad dopants, as each is water insoluble
and could thus remain viable while in contact with the moderator. Zirconium was chosen in
particular because it is already a main component in the Zircaloy cladding. Molybdenum,
hafnium, chromium, and vanadium were selected to be fuel dopants. Molybdenum was
of particular interest as it is already a common nuclear fuel component, and is a fission
product of uranium. Chromia was tested in two modes, as a coating and a fuel dopant.
Different areas of interest were explored for each type of taggant. For the candidates with
the largest average cross sections (tungsten, hafnium, and vanadium), a concentration study
was conducted to determine the threshold amount of taggant which could be added to the
fuel/clad without compromising efficiency. Concentration is defined here as the mole fraction
relative to the amount of moles of ***U in the fuel, and is given in parts per million (ppm).
The concentrations of taggant used as clad dopants were as low as 50 ppm and as high as
10,000 ppm. All candidates tested as fuel dopants were screened with a concentration of
1000 ppm. Additionally, a survivability study was conducted for all fuel dopants to track

the isotopic signatures of the dopants in the fuel throughout the burn time.

Two neutronics codes, SCALE 6.2 (Standardized Computer Analyses Licensing Evaluation)?
and MCNP6 (Monte Carlo N-Particle Transport Code)?, were used for our screening process.
These codes model the fuel inside a reactor at given conditions. SCALE is a determinis-
tic code package from which we primarily used the Transport Rigor Implemented with
Time-dependent Operation for Neutronic Depletion (TRITON) code. This code calculates
K-effective values, allowing us to simulate the burn cycle of a 2D, quarter-array fuel as-
sembly. K-effective is the number of neutrons present after a given generation over the
number of neutrons present before that generation. We use K-effective to calculate our
primary reactor-based screening metrics, burn cycle length and reactivity coefficients. The
burn cycle length is found as the intercept over the slope of the linear relationship between

burnup and reactivity, as stated by the Linear Reactivity Model® (see EQN. 1). Due to the
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inevitable leakage, some present neutrons will not induce fission . This slightly hindered

reactivity is accounted for in the equation with an added leakage factor of 0.03. (see EQN. 2)
p=po+AB (1)

Fett1 * kem2 + 0.03

p:

Also utilizing K-effective, three different reactivity coefficients were calculated: the Mod-
erator Temperature Coefficient, The Doppler Coefficient (also known as the Fuel Tempera-
ture Coefficient), and the Boron Coefficient. These coefficients show the change in reactivity
per degree temperature changed (in the case of the temperature coefficients) or per change in
concentration (in the case of the Boron coefficient). We plotted all three coefficients against
burnup, and then against temperature or concentration, for the two types of coefficients,
respectively.

Additionally, we added the Origen-S Post-Processing Utility and Plotting Program for
SCALE (OPUS) tool to our TRITON inputs to calculate a list of the 500 most abundant
isotopes and their concentrations at each time step during the burn cycle. We conducted our
survivability studies by graphing the concentrations of select isotopes over time. An ideal
candidate would retain its isotopic concentrations throughout the burn cycle to ensure it is
identifiable, and a significant change in the isotopics would ruin that functionality. Separate
OPUS files were produced for the fuel pellet and the cladding, although the scope of this
project only encompassed survivability studies in which the dopant was present in the fuel
pellet. Clad dopants were identified as a lesser concern regarding survivability due to the
lower temperatures experienced in comparison to the fuel pellet.

Lastly, the Tools for Sensitivity and Uncertainty Analysis Methodology Implementation
(TSUNAMI) package of SCALE was used for finding the sensitivity of the K-effective to the
covariances of the neutron absorption cross section library data. This was used to determine
which nuclear cross section covariances had the largest effect on our K-effective values.

Conversely, MCNP is a Monte-Carlo code package, in which we calculated the K-effective
values for single fuel-pins. While we used the K-effective values from TRITON to calculate
our primary screening metrics, we used the K-effective values from MCNP to compare

different Evaluated Nuclear Data File (ENDF) libraries. MCNP is more versatile than
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SCALE in regards to its ability to use many different data libraries. While SCALE 6.2
can only use ENDF/B-VIL.1? | MCNP can use any version of ENDF, including the current
version ENDF/B-VIIL.0°. Two versions of the same MCNP input were run using these
respective libraries in order to see if the results were consistent so that we could conclude

whether the effect on K-effective is negligible.

IV. RESULTS

Burn cycle length was the key component used in evaluating the taggants’ effect on the
reactor. Any taggants which caused the burn cycle length to dip significantly lower than
18 months (520 days) were not considered viable because of their effect on the neutronic
operation of the reactor. Based on our data, the candidates eliminated by this criteria are
tungsten and hafnium in concentrations greater than 100 PPM and 500 PPM, respectively
(see FIG. 1). All other taggant candidates had viable burn cycle lengths and thus neutronic

effects on the reactor are not a concern.

Effect of Concentration on Burn Cycle Length for Five Taggant Candidates
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FIG 1. Graph of burn cycle lengths resulting from SCALE burnup models with respective taggant candidates, correlated with ppm

concentration of taggant used in model.

For the candidates with suitable burn cycle lengths, safety becomes the next most impor-

tant metric for screening. We expected all reactivity coefficient plots for viable candidates
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to show us negative values, due to the fact that increasing the moderator and fuel tempera-
tures decreases their respective densities, resulting in diminished reaction rates. We expect
a similar correlation in the case of the boron coefficient. As a neutron poison, boron will
absorb neutrons from the present population, limiting the amount of neutrons available for
fission. For all taggants at 1000 ppm concentration, our expectation of negative values held

true, and shows us the reactivity coefficients are within safety parameters for all candidates

(see FIG. 2, 3, and 4)

Doppler Coefficient Over Burnup at Various Fuel Temperatures, Doppler Coefficient Over Fuel Temperature for Fresh UO2 Fuel,
for UO2 fuel with 1000 ppm of Molybdenum Doping 1000 ppm Molybdenum Doping
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FIG 2. Doppler coefficient (fuel temperature coefficient) plots, sample shown for molybdenum fuel dopant case, calculated with
SCALE. (a) Doppler coefficient plotted against burnup for respective temperature branches of the fuel assembly, (b) Doppler coefficient

plotted against initial temperature of each branch for initial fuel conditions.
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FIG 3. Boron coefficient plots, sample shown for molybdenum fuel dopant case. (a) Boron coefficient plotted against burnup for

750 ppm concentration of boron in moderator, (b) Boron coefficient plotted against boron concentration for initial fuel conditions

The metric of isotopic survivability indicates whether the isotopic signature of a taggant
will be preserved throughout the fuel rod’s lifecycle, including after its depletion. Most
taggants retained consistent isotopic concentrations with the exception of molybdenum and
hafnium, which underwent a significant change in isotopics during the burn cycle. In the
case of molybdenum (see FIG. 5), this can be attributed to the fact that many of its isotopes

are fission products of uranium. The fission process increased the number of molybdenum

8
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Moderator Temperature Coefficient Related to Burnup for 1000 ppm
Molybdenum Fuel Dopant Model
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FIG 4. Moderator Temperature coefficient plot, sample shown for molybdenum fuel dopant case. Moderator Temperature coefficient
plotted against burnup for two moderator temperatures, the ”high branch”, 597.85°K, and the ”low branch”, 552.55°K, relative to the
reference branch, 576.55°K.

Natural Molybdenum Isotopic Vectors Over Burn Cycle (Triton), For UO2 fuel with
1000 ppm Molybdenum Doping
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FIG. 5. Survivability results of 1000 ppm natural molybdenum during UO» fuel burnup. Isotopic vector (percent amount over total

molybdenum content) shown on left vertical axis, total amount of each isotope (in ppm) shown on right vertical axis.

atoms present in the fuel pellet over time, including the addition of isotopes not found in
the natural molybdenum taggant used in our model. We have interpreted this observation
of molybdenum to suggest that fission products are not ideal taggant candidates, because

the fission reaction hinders their ability to pass the survivability test.

9
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FIG 6. Survivability results of 1000 ppm natural hafnium during UOgz fuel burnup. Isotopic vector (percent amount over total

hafnium content) shown.

While hafnium also did not pass the survivability test, it is not a fission product, which
suggests there are other factors besides fission product status that affects the isotopic compo-
sition of a potential taggant over a burn cycle. Notably, the hafnium isotope concentrations
did not universally increase, as they did in the case of molybdenum (see FIG. 6). This in-
dicates the change in isotopics was caused by the transformation of hafnium isotopes, with
isotopes such as '"Hf, '"Hf and '"Hf, absorbing neutrons and transforming into larger
isotopes (such as ' Hf) which we observed to have increasing concentrations. This suggests

absorption cross section can be used as an indicator for a taggants’ survivability.

In addition to our taggant viability metrics, we observed two other peripheral quantities
related to the neutron absorption cross section data, the effect of the cross-section covariances
and the ENDF library version on K-effective. We were interested in quantifying if and
how the nuclear data, particularly in regards to the differences between ENDF /B-VIII and
ENDF/B-VII.1, had an impact on our K-effective calculations. Our results show noticeably
but consistently lower values of K-effective for the MCNP data calculated with ENDF/B-
VIII (see FIG. 7). Due to the consistency of results, it appears the difference in K-effective is

10
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not a direct result from the added taggant, but rather the uranium cross section data. This is
corroborated by the TSUNAMI file outputs which consistently show the largest contributor

to the covariance calculation for all taggants were ***U and **U.
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FIG. 7. ENDF/B-VIL1 vs. ENDF/B-VIILO comparisons for two taggants, (a) Hafnium, and (b) Vanadium, with (c) un-tagged

UO2 fuel as a reference case

V. CONCLUSIONS AND DISCUSSION

The primary conclusion of our study is that the largest indicator of taggant candidate
success is its neutron absorption cross section. This property directly impacts a taggant’s
ability to be neutron-transparent, have consistent isotopics throughout a burn cycle, and
sets the upper limit on its potential concentration. For the candidates with the largest cross
sections, Tungsten and Hafnium, the viable concentration was capped at a much smaller
amount than other elements with smaller average cross sections, which had the potential
to be viable in far higher concentrations with little impact on the fuel’s burn cycle length.
Overall, our data supports the viability of taggant candidates with smaller cross sections,

but we do believe candidates with larger average cross sections can be suitable in sufficiently
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low amounts and do not need to be discounted entirely from further study.

An additional takeaway from this work is the recommendation that fission products ought
not to be considered as viable fuel dopant candidates, as shown through the case of molyb-
denum. However, we must note that our screening process solely considered molybdenum
as a fuel dopant and this recommendation may not be relevant for taggants used as a clad
dopant, where the creation of fission products would have a significantly lesser impact on
the isotopics. We believe further screening of molybdenum and other candidates that are
fission products could be conducted under the stipulation that they must be screened as a
clad dopant.

We believe further research is required and may be guided by the results of our screening
study. For all candidates which survived the screening issue-free, they can move on to further
testing, in the form of more advanced models or physical tests in reactors. These candidates
are tungsten, zirconium, and nickel in the clad, and vanadium and chromium in the fuel,
with chromia being viable in all areas of the fuel rod, including as a coating. As hafnium and
molybdenum both failed their survivability tests, further research of these taggants would
instead consist of further screening of their survivability in the cladding, which operates at
a lower temperature and may help maintain the taggant’s isotopic signature.

Due to the reliance of this screening process on the ENDF cross section libraries, it cannot
be overstated the importance of having sufficient, high-quality nuclear data with which to
perform studies such as these. As shown through the sensitivity of the K-effective values on
the cross section libraries of ***U and ***U, the accuracy and scope of these calculations are
both highly influenced by and potentially limited by the current landscape of nuclear data.
Our conclusions are based on the data currently available, and further screening studies

could be recommended in tandem with new data evaluations.
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TABLE I. Burn Cycle Length for All Taggant Candidate Models

Office of Educational Programs, 2021 Compilation of Internship Reports

Average Neutron Absorption

Candidate |Concentration |Location |Burn Cycle Length |Cross Section
- ppin - Days bn
Ref. N/A N/A 526.8 N/A
Mo 1000 fuel 530.32 0.2
Cr 1000 fuel 530.7 0.01
W 50 clad 525.12 1
W 100 clad 519.6 1
W 1000 clad 436.1 1
W 10000 clad -155 1
Hf 100 fuel 524 1
Hf 200 fuel 522.9 1
Hf 500 fuel 519.6 1
Hf 1000 fuel 514.1 1
Hf 10000 fuel 417 1
\Y% 100 fuel 525.1 0.1
\Y% 1000 fuel 524.9 0.1
\Y% 10000 fuel 522.8 0.1
Ni 100 clad 530.3 0.09
Ni 1000 clad 525 0.09
Zr 100 clad 556.8 0.08
Zr 1000 clad 555 0.08
Chromia 1000 Fuel 525.1 N/A
Chromia  |1000 Clad (full) {659.8 N/A
Chromia  |1000 Clad (half) |{364.3 N/A
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Abstract

A large flux of neutrinos is expected in the forward direction of the beam axis for pp collisions [1] at the
Large Hadron Collider (LHC) at CERN. Several experiments have recently been proposed at CERN
to detect these neutrinos and discussion has started on the possibility of building a Forward Physics
Facility grouping many of them. We have included next-to-leading order (NLO) QCD radiative
correction terms in our calculation of this flux. We have also studied the effect of a non-perturbative
Gaussian intrinsic (k7). This (kr) effect mimics the contribution from missing higher-order terms
in QCD calculations. We present the study of uncertainties due to scale variations and Parton
Distribution Function (PDF) variations in the production rate of D and tau neutrinos in the far-
forward production region at the Large Hadron Collider.

Introduction

Neutrinos are one of the fundamental particles that make up the universe. They are one of the most
abundant particle in the universe and are also the least understood. The neutrino is a subatomic
particle that resembles an electron but is electrically neutral and has a very small mass compared
to other elementary particles. Neutrinos belong to the lepton family in the standard model. Lepton
is a family of particles that doesn’t experience strong interactions. Out of the four fundamental
forces, neutrinos interact only through the weak force and gravity. As the weak nuclear force is very
short-range and gravitational interaction of the neutrino is extremely weak, they rarely interact with
normal matter. There are trillions of neutrinos passing through us every second.

Neutrinos come in three flavors: electron, muon, and tau neutrinos. They are labeled after their
charged partners within the Standard Model. In charged current neutrino interactions in matter,
neutrinos of a given type result in the emission of their charged partner. Out of the three flavors, tau
neutrinos are the least studied as there is not sufficient data available to study them. The collision of
proton beams at 14 TeV at the Large Hadron Collider (LHC) produces a large flux of hadrons.Some
of the hadrons produced in the proton-proton collisions decay further into neutrinos. In particular,
the decays of DF produce a large flux of tau neutrinos in the forward direction of the collision;
however, there have been no experiments to observe these neutrinos. A new set of experiments have
been proposed at CERN|[2]. This paper is about the calculation of the flux of neutrinos in the forward
direction at the LHC. Along with the flux we study the uncertainties in our predictions due to Parton
Distributions Functions. The forward region can be understood with the kinematic variable called
pseudo-rapidity. Pseudo-rapidity (n) is a geometric quantity and is a function of the angle 6 with
respect to the collision axis as seen in Fig.1a. In this project, we are exploring the region with 1 >
6.9,72<n<86,80<n<92, and n > 8.9, which approximately covers the forward detector
coverage for the proposed experiments at CERN.
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n= —ln(tan(g) (1)

(b)
(a)

Figure 1: (a). The relation between n and #: An angle of zero is along the beam axis. Generally, particles in
the high pseudorapidity regime escape through space in the detector along with the beam axis
(forward direction), and this project includes the study of tau neutrino in the forward direction.
(b). Proton-proton collision: Gluons from colliding proton interact during the collision.
Gluon-Gluon interaction produce a quark and anti-quark which further produces hadrons like DF
meson. DF meson decay into tau neutrinos.

There are two problems that arise in the Quantum Chromodynamics (QCD) perturbation theory
that is used to calculate meson production in pp collisions: ultra-violet (UV) and infrared (IR) diver-
gences. To includes the higher-order term in perturbation theory, we come across Feynman graphs
with closed loops, that are associated with energy unbounded from above. Because of unconstrained
energy, the integral associated with such Feynman diagrams tend to diverge. Such divergences are
called UV divergences. These divergences are not physical. The UV divergence are cured by intro-
ducing the renormalization factor (ur). We also encounter Feynman diagrams which include massless
particles of energy approaching zero. The integral of Feynman diagrams including massless particles
with zero energy also diverge. The divergence due to massless particles is known as Infrared(IR) di-
vergences. The problem of IR divergence is solved by introducing the factorization factor (ug). The
renormalization and factorization scales (ug,ur) are defined to be the factors (Ngr, Np) multiplied

by the transverse mass mr.2.
_ 2
mro = 4mg + o7,

where pr is the magnitude of the transverse momentum of the charm quark and m. is the charm
quark mass.

The other variable in our calculation is the Parton Distribution Function (PDF). Parton, name
given by Richard Feynman, refers to particle (quarks and gluons) constituents within the protons,
neutrons and other hadrons. In the proton-proton collision, what actually happen is that these
partons collide with each other as seen in Fig.1b. The colliding parton carries a fraction of the
momentum of the proton. Parton distributions functions are momentum distribution functions of
the partons within the proton. At leading order in pQCD, they are probability densities to find a
parton with momentum with fraction z at an energy scale of 2. We can calculate the hadronic cross
section using these PDF.

Theory

The most important concept in collisions of subatomic particles is their cross section. The word cross
section is first introduced in mathematics as a intersection between a plane and a three dimensional

Office of Educational Programs, 2021 Compilation of Internship Reports 414



object. In physics, the word cross section also has units of area, but comes from a different consid-
eration. The cross section with units of area governs the probability that two particles will collide
or interact to produce a certain outcome and is denoted by o. For example, the total cross section
for production of tau neutrinos could be written as:

# of tau neutrinos produced per unit time @)
g =
Luminosity of protons per unit area per unit time

The other important term is Luminosity. In the above formula, it can be seen that Luminosity is
the ratio of the number of events detected (N) in a certain time (t) to the cross-section. Using cross
section and luminosity, we can calculate the number of events (dN/dt events/sec) by the following:

AN/dt =L x o (3)

As mentioned earlier, we include NLO QCD corrections to the heavy-quark (HQ) production
cross section. The HQ production cross section under perturbative QCD is as follow [4]:

- H H d30%; (x1 Py w2 Pry ,p,m? u2%,p1%)
E?ng - Zi,jfdx1d332fi ' (:L’la/i%) fj 2 (atg,lu%) {E gL Hy de§2 PHR ]
(4)

where fiH1 (ml,u%) and f]HQ (xg,u%) are parton distribution functions (PDFs), ,u% and ,u%% are
factorization and renormalization scales, respectively. As we discussed before, we need to account
for mean transverse momentum in our calculation. We use a Gaussian approximation for transverse
momentum in 2 dimensions.

T
— 1 _kQT

f(kr) = me (5)

After including the kp effect and integrating over it, the heavy quark production cross section
becomes: 2 R 2 -
iy /koT/dQPTf(kT)ECW52(p—>T —pr —kr) (6)
The theoretical evaluation of the production of heavy quarks like charm has been studied for quite
a long time, and is already implemented in a computer program called HVQ[5, 6] using the FOR-
TRAN language. We used this program with some modifications to run simulations in our study.
The HVQ code uses the Vegas algorithm [7] to calculate the integrals for the heavy quark pro-
duction cross section. As there is no data available in the forward direction for production of
particles, we use LHCb data for the production of DSi to compare with our theoretical predic-
tions. We provide predictions by varying three parameters: kr, ,u% and M2R‘ By varying these
parameters, we tried to fit the data with our predictions using different transverse masses as dis-
cussed above. From the previous studies, we found that kr = 0.7 GeV fit well with the data
[8, 9]. The scales variations (Ng, Np) in (ur, pr) = (Ngr, Np)mrpo, where mpg = /4m2 + p2 are
[(1,1),(0.5,0.5),(2,2),(0.5,1),(1,0.5),(2,1), (1,2)] with (1,1) as central scale choice. By examining
the scale variations, we find the best central scale assumptions of transverse mass with kp. In our
studies, we are using PROSA [10] PDF. The PDF are created using data from Deep Inelastic Scat-
tering (DIS) of leptons and fit with different models and parameters. PROSA contains 40 variations
that account for PDF fit uncertainty, PDF parameter uncertainty, PDF model uncertainty. The
fit uncertainties come from the data that is used to create the PDF, parameter uncertainties arise
from the parameter used to fit the data, and model uncertainties originate from the assumed model
for the fit for the PDF. The total uncertainties are obtained by adding fit, model, and parameter
uncertainties in quadrature.

Results

In Fig. 2 , we compare our prediction of DF double differential cross section with the LHCb data.
By comparing figures 2a and 2b, we conclude that transverse momentum my o = 1/4m2 + p% with

3
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Vs= 13 TeV, <kr> = 0.7 GeV Vs=13TeV, <kr>=1.2GeV, (Ng,Nf) = (1.0, 1.0)
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Figure 2: Comparison between our predictions and LHCDb experimental data on double-differential cross
section for DF production. Data and predictions for different y bins are shifted by 10~ where
values of m = 0, 2, 4, 6 and 8. The Fig. (a) refer to the central scale N = 1.0, N = 1.0 with
mro = \/4m2 + p2 with (kr) = 0.7. The Fig. (b) shows to the central scale Ng = 1.0, Np = 1.0
with mro = \/4m2 + p2 with (kr) = 1.2. The colored portion shows the uncertainty band of

seven scale variations.
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Figure 3: These figures show the uncertainties in the calculation of cross section of tau neutrinos in the
rapidity range from n > 6.9 , 7.2 < n < 8.6, 8.0< 1 <9.2, and n > 8.5. The selected rapidity ranges
represent the forward region of the pp collision.

kr = 0.7 GeV produces better prediction. We select the parameter, (kr) = 0.7 GeV, and mr
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\/4m? + p2. with central scale of (Ng, Nr) = (1.0, 1.0), to further study the uncertainties in PDFs
for tau neutrino production in the forward region. The Fig.3 shows the uncertainties as bands
around the central PDF assumption due to variations in PDF's in the cross section of tau neutrinos
in the forward region of the pp collision. From fig. 3, we can see that the uncertainties remain
approximately the same as etaincreases and are approximately 20%. We also compare the central
value of other PDF and noticed that NNPDF31 _nlopch_as 0118 nf_3 and ABM P16_3_nlo lies
within the uncertainty band while CT14nlo_N F'3 is slightly deviates from the uncertainties band.
These model assumptions vary from different collaborations who have produced these PDFs. The
root of the problem arises from the lack of knowledge of the structure of the nucleon. To get better
estimates of the production rate in the forward direction, we need better understanding of model
assumptions for PDF's.

Conclusion

Neutrinos are mysterious and everywhere around us. Understanding neutrinos is a challenging task
as they rarely interact with matter. FASER-nu [2] experiment has been proposed to measure the flux
of neutrinos in the forward direction at the LHC. This paper focused on flux calculation with PDF
uncertainties in the production of DF and tau neutrinos from decays of these mesons. According to
our results, the calculation of D;t double differential cross section with transverse momentum mr 2 =

\/4m? + p2. with (k¢) = 0.7 is the best fit for the LHCb data. The analysis of PDF uncertainties

is still under way. According to our initial studies, approximately 20% of uncertainties are due to
PDF. The studies will continue to examine the various elements of uncertainties due to the PDFs
and find ways to reduce those uncertainties in our calculation.
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Abstract

The National Synchrotron Light Source II is a synchrotron radiation facility at
Brookhaven National Laboratory in New York. Users, technicians, management, and engineers
require access to detailed statistics of accelerator operation for various reasons. Currently, the
only publicly viewable source of this information is a site called FullStat. This site is
occasionally unstable; it has a tendency to crash on a nearly daily basis. While access to the
controls system is the main alternative, this requires multiple logins and security measures,
making it impractical for regular use. Solving this problem involves taking data from the controls
system and feeding it into a public display that is more stable while maintaining security. In
addition, the new site should be easily modified and expanded. The Phoebus architecture
provides this advantage over the HTML format currently in use. However, the transition to this
software architecture presents compatibility issues. These may include visual glitches or failure
to display data due to an issue with a file path or process variable. These problems have been
addressed, and additional pages created to aid in understanding the status pages. GitLab is used
to facilitate changes made for the transition. My personal benefit is new experience gained with
software version control and the concept of Git. This combines with my understanding of
accelerator physics to provide vital skills to particle accelerator facilities such as the NSLS-II.
Creating easily accessible public status pages is in line with the Department of Energy’s

commitment to the Open Government Movement.

Introduction

There is a demand outside of the NSLS-II control room to see various aspects of

accelerator operations. Technicians, operators, and engineers clearly have a need to monitor
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accelerator systems, but people outside the controls system firewall (such as students, beamline
staff, and users) also watch the systems. This is currently facilitated by a website called FullStat'.
There are two different kinds of pages on the site. The Python-based pages run reliably, but
require manipulation of HTML code to modify. Pages on the site labeled as “X2GO” use
screenshots taken directly from the controls system. These have proven unreliable on occasion,
crashing on a regular basis without any immediately noticeable issue. A typical crash involves a

failure to update the page, so there is a risk of reporting inaccurate data.
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Figure 1: A frozen FullStat page; this screenshot was taken on August 3, 2021. It had been frozen for 24 hours.

The scope of this project involves moving existing pages to a new software environment,
and modifying them so that they will properly display in the software architecture they are being
moved to. Doing so involves use of the Controls System Studio (CSS) program used by the

NSLS-II operations group. CSS has been the program of choice since the beginning of
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operations in 2014. It is used to create pages for the operations group to monitor and operate the
accelerator systems. The program itself has two different versions each running in their own
software environment. The newer version is being used to generate the pages for this project.
Completed pages are pushed into a repository, then Brookhaven National Laboratory’s
Information and Technology Department (ITD) takes over, merges the changes with its own

repository, and puts the pages into a publicly viewable format.

Narrative

FullStat is the website NSLS-II currently uses to publicly display accelerator statuses.
This is done for the X2GO pages by displaying screenshots from the controls system, a process
that is prone to failures. The Python-based pages operate on HTML code provided by the
controls system without allowing outside access to accelerator controls. The version of CSS that
facilitates these real-time updates uses a back-end architecture called Eclipse. Use of CSS in an
Eclipse environment has been described as “slow” and “clunky”. Being a programming
environment that has its basis in Java, Eclipse is very Java dependent. Eclipse puts a high
demand on processing power and the program occasionally freezes. The computer it’s running
on must have specific operating system settings. Subsequently, there is a higher risk for errors.
Additionally, working with HTML pages is labor intensive. Positions of objects and text on the

page must be manipulated through raw HTML code.

While this setup provides the necessary security for this application, the operations group
sought out an alternative due to these issues. Most alternatives did not have the necessary
security level, and so could not be implemented. Then, the whole controls system was migrated

from Eclipse to a new back-end software architecture called Phoebus. It offered a secure
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webview feature that Eclipse did not. Pages could now be created using the menus and tools of

CSS rather than raw HTML code.

Process

Beginning the project required access to Controls System Studio, a program used by
NSLS-II operators. There were already pages created, but these pages did not function properly
with the Phoebus software architecture. Figure 2 is a screenshot of CSS as it appears in Phoebus.
Everything that requires laborious coding in an HTML based website is easily done with menus
instead. Any component of the page, or “widget” can be selected using the list on the left. The
page itself can easily be viewed as it would appear in a webview, or in the editor as seen here.
New widgets can be added using the menu to the right of the page being edited, and their

properties can be edited using the menu right of that.

Figure 2: Screenshot of Controls System Studio (CSS) display editor

The process began with changing filename extensions to ensure compatibility with

Phoebus. While the pages were given the “.opi1” extension by their original Eclipse environment,
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Phoebus has its own filename extension, “.bob”. The .opi files could be opened in Phoebus, but
needed to be saved with a .bob extension for the project. As for plots and image files, no change

in filename extension was necessary.

The transition to new back-end architecture caused some glitches to occur in the pages.
Some objects were misaligned and incorrectly sized. Other times, error images would show
instead of the intended image. Correcting these glitches was trivial. Then there were issues with
data display. Due to an error in process variables (such as incorrect names or gateway issues),

data fields would be highlighted in purple and fail to display the desired information.

All work done on the project was pushed into a repository on GitLab. This allows for file sharing

and software version control.

Figure 3: A status page as it appeared before corrections were made
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This figure shows a status page before filename extension change and corrections were
done. Note that the header shows error images. This is because the filepath is invalid- the image
that is intended to appear does not exist in the folder where the program is looking for it. Fixing
the issue involved changing where the program tried to get the image- in this case, the NSLS-II
logo and page header. Some data fields are highlighted in purple, indicating a gateway issue or

incorrect process variable name.

Current status

A feature was added that did not exist in the FullStat website: reference pages. The
reference pages provide context for site users. Not all users will be familiar with every system,
and this will aid in understanding displays that are typically made with experts in mind. They are
screenshots of status pages, highlighted in colored rectangles and annotated either with a short
description or a number corresponding to a list of descriptions. Rectangle color choice is largely
arbitrary; colors were chosen to draw attention to certain parts of the screenshot and to contrast
neighboring rectangles for easier visual differentiation. The following figures are examples of
these reference pages. In the case of a more complex reference page such as Figure 5, text
annotations needed to be put into a numbered list. It was not feasible to arrange annotations as

they appeared in Figure 4.
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Figure 4: Status page for insertion devices and beamline front-ends; this page is easily annotated.
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Figure 5: More detailed status page for the injectors and transfer lines
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Figure 6: The numbered annotation list corresponding to the injector status reference page
Next steps

Currently, 5 reference pages have been completed, and the new site will have 8 status
pages. BNL ITD has begun work on converting these pages into a publicly viewable format.
Their work will involve setting up a secure server that can correctly display pages created and
modified in this project. Issues they face in this transition involve failures to update color codes
according to rules set in the Phoebus pages, and charts building up a 24 hour operations history

instead of reading back data from the past 24 hours.

This project demonstrates that migration of CSS pages into Phoebus is feasible, and that
secure webview pages are possible. It also shows the difficulties that are encountered in the
process. More pages will be made available, beyond what has been created and modified here. At
this moment, the new website is only available internally as testing is still in progress. Once the

issues have been resolved and a secure server made, the site will be made publicly available.

Through this project, I have learned about the concept of Git and software version
control. These things are vital in programming work of any kind. Complex machines such as

particle accelerators require computer programming to make operations possible. With the
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knowledge I have gained, I can begin similar projects at other particle accelerator facilities.
Many have some form of publicly viewable status site, but not all are as detailed as the existing

and new status sites for NSLS-II.
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Abstract

Convective clouds drive the transport and circulation of heat, moisture, and aerosols
throughout the troposphere. Currently, there is limited understanding of how aerosols impact
convective clouds. Together with the BNL Climate Sciences Department, through the Tracking
Aerosol Convection Interactions Experiment (TRACER) campaign, we are working to gain a
better understanding of the interactions between aerosols and convective cloud processes. We are
using data from the Houston, Texas region collected by National Weather Service’s Next
Generation Radar to analyze the variability in the areal coverage of precipitation within weather
regimes with common atmospheric behaviors. Our findings from this analysis have coincided
with expected precipitation behavior driven by a combination of the large-scale circulation and
diurnal forcing from land-sea breezes. We have analyzed each synoptic regime’s radar
reflectivity along with visible satellite imagery to determine which kinds of weather events (e.g.,
sea breeze, large-scale precipitation, clear skies) occur most per regime. We also find that there
are clear differences in the precipitation coverage at different locations. These results help to
quantify the variability of precipitation and convective cloud properties among different
large-scale meteorological conditions. This is an important step towards isolating the effects of
aerosols on deep convective systems, a major target of TRACER research. Overall, findings
show that regimes dominated by the westward expansion of the Bermuda High are generally
moister and with a greater amount of large-scale convection. The regimes driven by a continental
anticyclone have weaker winds and more sea breeze days, but both types of anticyclones show a
clear diurnal cycle. The trough regimes range from more large-scale convection to many clear

sky days, but do not tend to follow the same diurnal cycle patterns as the anticyclone regimes.
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Throughout this project, I have developed my python coding abilities, and I have gained more

meteorology knowledge.
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Introduction

The impacts of aerosols on deep convective clouds is a topic that remains uncertain and
is the focus of active research in the atmospheric sciences. Convective clouds are an important
driving of global, synoptic and mesoscale circulations, and transport moisture, heat, aerosols,
and momentum vertically through the depth of the troposphere (Jensen et al., 2019). Aerosols,
serving as cloud condensation nuclei, will impact the cloud droplet number concentration, and
subsequently the formation of precipitation, impacting the lifecycle of the convective cloud
system (Heikenfeld et al., 2019). On an even broader scale, the aerosol-convective interactions
will further impact the global radiation balance with potential feedbacks that we do not yet
comprehend. The United States National Academy of Science asserts that “the largest of all the
uncertainties about global climate forcing—is probably the indirect effect of aerosols on clouds"
(National Research Council, 2005).

The Tracking Aerosol Convection Interactions ExpeRiment (TRACER) has the goal of
deepening scientific understanding of aerosol-convective interactions by researching the
Houston, Texas region. Houston is ideal for this due to its unique conditions including having
numerous isolated convective systems and a spectrum of aerosol conditions ranging from urban
aerosols to cleaner, rural areas. TRACER will have a particular focus on sea breeze convection
during the summertime. A sea breeze is caused by differential heating in the daytime where the
land is warmer than the sea, causing convection to occur as the warm air over the land raises and
circulates to the cold sea air (Miller et al., 2003).

When the TRACER campaign starts in October 2021, the aerosol-convective interactions
and the impact of sea breeze will be measured with a comprehensive network of state-of-the-art

instrumentation. In preparation, we analyzed large-scale meteorological and precipitation
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characteristics, specifically areal coverage of precipitation. I focused on the Houston, TX region
for the years 2010 to 2017 in the summer months of June to September. Overall, we found that
there are distinct differences in the temporal and spatial variability of precipitation under
different weather regimes.
Scopes and Objectives

The objectives of this research include understanding the deep convection properties
(diurnal cycle, frequency, area coverage) over the region during summer months, understanding
the variability in the quantities for different synoptic weather regimes , and generally preparing
this information for the field phase of the TRACER campaign. This work will provide insights
into the overarching question of how aerosol-convection interactions impact climate change and
the radiation balance. The relevant scope is limited to the Houston, Texas region during the
warmer summer months when sea breeze is more prevalent, specifically in the afternoon hours
from 13 UTC to 23 UTC.
Methods

Prior to any analysis of precipitation coverage, self-organizing maps (Kohonen, 2001), a
machine learning technique, were used to classify the weather states into 16 synoptic nodes using
large-scale weather regime analysis (Wang et al., 2021). These nodes can be split in half as 8
trough-related nodes and 8 anticyclone-dominated nodes. There are several transitional nodes
that include characteristics of both anticyclone and trough regimes. Some of the anticyclone
regimes are dominated by the Bermuda High and others by an anticyclone over the middle of
Texas. For some of the trough regimes, the trough has already passed the region meaning they
are post-trough patterns. All further analysis was done per node to evaluate the differences

among them.
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The radar reflectivity data used for each step of this analysis was collected from the
National Weather Service’s (NWS) Next Generation Radar (NEXRAD). Specifically, NEXRAD
Level 2 data, GridRad which is an hourly, three-dimensional radar reflectivity product that
merged 125 high-resolution S-band Doppler weather radars operated by the NWS (Homeyer &
Bowman, 2017; Cooney et al., 2018). We plotted the radar reflectivity at a constant altitude of
2-km per day for each node in order to categorize each day with a specific precipitation weather
condition. Figure 1 shows an example of the radar reflectivity at a height of 2 km for a sea

breeze day in node 12.

Figure 1: Radar reflectivity scan of sea breeze day (June 6, 2011) in node 12

In order to classify each day per node as having a specific weather condition, I visually
inspected radar imagery like Figure 1 in conjunction with NASA’s visible satellite imagery,
AQUA Modis, to classify the weather conditions and convection type of that day (Gumley et al.,
2010).

Python was used to analyze and visualize all data for these findings. The data being
analyzed includes several different domains within the Houston, Texas region. We analyzed the
differences in precipitation characteristics moving from coastal to further inland areas. Figure 2

shows these domains of analysis. The blue box is closest to the ocean at latitudes between
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29.024003 and 29.324003 degrees, and longitudes between -94.763353 and -95.413353 degre
This will be called the coastal location. The yellow box is in between the farthest inland and
most coastal box and is described as the inland location. This location’s latitudes are between
29.411434 and 29.711434 degrees, and longitudes are between -94.763353 and -95.413353
degrees. The red box is the farthest inland and is called the urban location. The latitudes are
between 29.767430 and 30.067430 degrees, with longitudes between -94.763353 and
-95.413353 degrees. Lastly in Figure 2 is the ancillary location in the green box which is near
TRACER’s ancillary site. Its latitudes are between 29.27272 and 29.57272 degrees, and
longitudes are between -96.385832 and -95.735832 degrees. Each of these locations are 0.30
latitude by 0.65 longitude degrees. Figure 3 shows the larger area that encompasses the blue,
yellow, and red box which makes up the larger TRACER area being researched. This will be
called the TRACER region and lies between latitudes of 29.2 and 30.2 degrees and longitudes

between -94.5 and -95.5 degrees. It is a 1 degree by 1 degree box.

Figure 2: The coastal, inland, urban, and ancillary locations
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Figure 3: The TRACER region
Results
I. Weather Conditions per Node
As stated previously, radar reflectivity plots and visible satellite imagery were used to
classify each day in each node as having a specific weather conditions. These states break down
into five overarching categories seen throughout the nodes, all of which were analyzed over the
La Porte coast. One is the “large-scale convection day” which is when there is a large amount of
precipitation caused by synoptic weather, such as frontal systems. There are “sea breeze
convection days”, days with precipitation parallel to the coast caused by the sea breeze. Next are
“little precipitation days" which had slight amounts of visible precipitation on the radar, but may
have had cloudiness or sea breeze circulation without convection on the satellite images. Then
there are “no precipitation days” which had no visible convection or precipitation, but had some
form of cloudiness or sea breeze circulation. Lastly are the “clear sky days” with no precipitation

or cloudiness.
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In Table 1, nodes highlighted in peach on the left column have the highest percentages of
large-scale convection days. All of these regimes are associated with the westward expansion of
the Bermuda High, with trough influence in nodes 2 and 3, causing strong moisture transport and
unstable conditions allowing for large-scale convection. The blue highlighted nodes had the most
sea breeze days, and are all anticyclone regimes with one being a transitional regime (node 9).
These regimes have weaker winds than the ones influenced by large-scale systems, and mostly
southerly wind flow which helps to propagate the sea breeze. The yellow highlighted regimes
had the most days with little precipitation. Node 3, as stated previously, is an unstable trough
regime and often experiences showers. Node 5 is a transitional regime. The green regimes have
the highest no precipitation days are composed of trough regimes (nodes 7 and 11) or transitional
regimes (nodes 5 and 6) with stabler conditions. The lavender regimes had the most clear sky

days. They are post-trough regimes that have the most stable conditions out of all the regimes.

Table 1: Percentages of each organizational state per regime [%]
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II.  Amount of Radar Samples per Node

Each node has a different number of days within it, therefore each one also has a
different number of radar samples. The nodes with more days have more samples. This is
displayed in panel (a) of Figure 4. Node 12 has the greatest number of observations with
precipitation (radar reflectivity > 10 dBZ) during the afternoon hours, and the most days within
this node, while node 5 has the least of both.. Panel (b) of Figure 4 shows the percentage
breakdown of how many of those samples are equal to zero, meaning there is no radar echo >
10dBZ and therefore no precipitation, in dark blue. The cases with all radar echo < 10dBZ are
shown in light green. Nodes 1 and 3 have the highest percentage of time with radar reflectivity
> 10dBZ reaching 57% and 51%, respectively. This is due to enhanced cloud and precipitation
formation resulting from the high moisture content these regimes have from the westward
expansion of the Bermuda High. Nodes 7 and 11 have the lowest percent of precipitation cases
(27% and 25%). These are calmer post-trough regimes resulting in drier conditions. The rest of

the nodes lay somewhere between 30% to 49% days with precipitation echo.

10
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Figure 4. Amount and percentage of samples of precipitation (radar reflectivity > 10 dBZ) area
per node

III.  Average Mean Precipitation Coverage

The averages for Figures 5-8 were taken over the TRACER region. Figure 5
demonstrates again the precipitation amount in different nodes. Nodes 1 and 3 have the highest
average echo coverage on Figure 5. These are two of the moistest and most precipitating
regimes, with a high level of moisture transport from the Gulf of Mexico. Node 11 is one of the
lowest, due to it being a drier regime as stated previously. Node 12 is the overall lowest on this
Figure 5. It is a continental anticyclone which, from Figure 4, is only moderately precipitating
with 33% of radar samples recording precipitation. Figure 6 combined with Figures 4 and 5 show
more of the whole story. Figure 6 is the same information as Figure 5, but with the zero samples

removed, so this is only the days with precipitation being averaged. In this case, nodes 7 and 11

11
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are the highest overall. Therefore, while they are drier regimes with less days with precipitation,
when it does precipitate, it tends to be large-scale convection with larger precipitation coverage.
Node 12 remains the smallest in this case still. It is only moderately precipitating and favors sea
breeze induced convection. Sea breeze is a meso-scale circulation, so convection induced by this

is smaller compared to large-scale induced convection.

Figure 5: Average echo precipitation coverage per node per hour at 10dBZ, with zero samples

Figure 6: Average echo precipitation coverage per node per hour at 10dBZ, without zero

samples

Figure 5 also demonstrates a clear diurnal cycle for anticyclone regimes. Panels (a) and
(b) show nearly each anticyclone regime peaking in the afternoon hours, at 19-21UTC. As the
sun rises, the land takes a while to heat and warm the lower layers of the air, causing convection

to start as it heats. Trough regimes peak earlier in the day, with transitional regimes being less

12
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predictable and with less of a diurnal influence as shown in panel (c). Panel (d) shows
post-trough regimes tend to stay flatter, with more stable conditions.

Figure 7 shows similar analysis, but at different radar reflectivity thresholds. 40dBZ is a
commonly used threshold for deep convective precipitation. At the 10dBZ level, node 12 has the
smallest precipitation coverage, while at the 40dBZ level, nodes 8 and 12 have the smallest
precipitation coverage. Node 8 also favors sea breeze induced convection, so it is smaller for
similar reasons to node 12. Node 11 has the largest echo surface areas at the 10dBZ level, while
node 7 does at the 40dBZ level. Node 7 is also the second largest at 10dBZ, both being drier

regimes with large-scale precipitation when it occurs.

Figure 7: Overall average echo coverage > 10dBZ vs > 40dBZ
IV.  Variability of Time Peak Precipitation Coverage with Location
The anticyclone regimes’ time of maximum precipitation coverage, or peak time, delays
moving from the coast to inland. These locations are the ones defined in the Methods section.
Figures 8 and 9 display this increase in peak time for anticyclone regimes. For example, node 9

peaks at 18 UTC, then 19 UTC, then 21 UTC when moving from the coastal location to the

13
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furthest urban location. For every case, the ancillary location is most closely resemblant of the
urban location. Some regimes, like node 1, have two peak times and this pattern is true for only
one of them. For the anticyclone regimes dominated by sea breeze, like nodes 8 and 12, the
increase in peak time could be due to the impact of sea breeze starting along the coast in the
earlier afternoon, then propagating inland as the winds carry it. For other regimes, it could be

caused by the south-easterly winds propagating other convection inland still.

Figure 8: First group of anticyclone regimes moving inland

Figure 9: Second group of anticyclone regimes moving inland

Trough regimes do not show this clear increasing pattern, and do not show any clear
pattern in general. Figure 10 shows post-trough regimes. Here, node 15 happens to follow the
same increasing pattern moving inland, but none of the rest do. Figure 11 shows the other trough

regimes also do not follow any specific pattern. For example, node 3 has an earlier peak time at

14

Office of Educational Programs, 2021 Compilation of Internship Reports 444



the inland location than the coastal and node 6 has its earliest peak at the urban location. This
could be due to them having a different direction of windflow blowing it away from the coast,

such as winds from the north instead of the south.

Figure 10: Post-trough regimes moving inland

Figure 11: Trough regimes moving inland
Conclusion
Overall, our hypothesis was proven true: there are distinct differences in the temporal and
spatial variability of precipitation under different weather regimes. Regimes associated with the
westward expansion of the Bermuda High are the most precipitating while post-trough regimes
are the least. The continental anticyclone and other trough regimes are moderately precipitative.
The post-trough regimes have greater areas of precipitation while regimes with large sea breeze

influence have lesser areas of precipitation. Sea breeze days are most common in the anticyclone
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regimes with weaker, southwesterly winds. When the post-trough regimes do have rainfall, it is
often deep convection. The deep convective rainfall is, on the whole, smaller in precipitation
coverage than the overall precipitation and moisture transport for each regime. Lastly, the
anticyclone regimes all have clear diurnal cycle influence and increasing peak time moving
inland while trough regimes do not. All of this analysis was based on large-scale, synoptic
regimes, but did not capture the nuances of local Houston conditions, such as pollution, aerosols,
and urban island convection. To better understand those components, the TRACER campaign
will be looking at these, specifically aerosol influence. To conclude, these results help to quantify
the variability of precipitation and convective cloud properties among different large-scale
meteorological conditions, an important step towards isolating the effects of aerosols on deep

convective systems.
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ABSTRACT

The Coherent Electron Cooling Project group is in the process of upgrading their current
Cathode Deposition System to allow for more diverse yields and incorporate a way to layer the
cathode in cesium, potassium, and antimonide molecular beams. My primary role in this project
was to help make a 3D model of a proposed beamline that would be fitted into the updated
system and make changes to it as the project went along. During the project, I was able to
successfully make a model that meets the teams’ requirements and with it, we can start planning
as to where we can attach sensors and pumps to it. As a result of this summer, I have improved
my proficiency with Autodesk Inventor and have learned how to use a piece of open-source

software called gnuplot to inspect cross-sections of the beam.

Introduction

During my time at the SURP program at Brookhaven National Laboratory, the assigned
task was to make a 3D Model of a beamline for the Coherent Electron Cooling (CeC) Project and
learn about the system in place and why it is being modified. From the general information that
was given the current installation was meant to be a temporary proof of concept that would be
built upon to make it a more permanent installation. Though the system proved to be quite
effective at producing the required cathodes and was kept operating for quite a few years. The
new beamline should allow for more diverse yields and incorporate a way to layer the cathode in
cesium, potassium, and antimonide molecular beams. My primary objective is to make a 3D
model of the beamline as when it comes time for assembly, the group would like to be able to
have a model on file that can then be incorporated into a larger assembly file to see if any other
accommodations would need to be made for the new beamline fit. This will allow for when it

comes time to assemble the whole system no unforeseen issues will come up.
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Methods

The main methodology of this project was to take all existing material about the beamline
in question and create a model from it. This required me to collect a basic schematic of the
requested beamline, all data pertaining to the cross-section of the beam to get the scale correct,
and find out what additional features would be required to be added to make the model more
complete. I would then use these collected resources to create the model in Autodesk Inventor,
but before I could fully dive in, I needed to input a text file into gnuplot that had thousands of

plots in order to plot out the beam in to collect the necessary dimensions from it.

Results

Figure 1. Initial beamline model Figure 2. Initial beam cross-section

The is the initial model of the beamline shown in Figure 1 was made with this cross-
section of the beam, Figure 2, provided by Jyoti Biswas as a reference. The original plan was to
have a 4-inch tube at the bottom of the beamline that would carry the beam to the 5-way cross,
but it was later revised to a 2 }2-inch tube. I had also made the initial mistake of using a tubular

cross instead of a spherical one, so that would have needed a modification down the line.
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Figure 3. Final beamline model

Figure 4. Most recent beam cross-section

In the final version of the beamline that I modeled as seen in Figure 3 the 5-way tubular cross
was changed to a 6-way spherical cross that had one of the flanges cut off to 1 inch. This model
includes dummy solenoids, an ion vacuum pump, and 8 ports for the 2 sets of quad detectors for
beam alignment to show possible interference when the beamline will be connected to the
general assembly. Two conical reducers were also used to take up less space and use less
material. The conical reducers were also modified to remove a shared flange between them to
mitigate a possible leak in the system. The revised 2.5-inch outer diameter bottom tube was also
implemented by this stage as well. The 8 portholes will be used for quad detectors to measure the

beam alignment and an additional one for an ion pump to maintain ultra-high vacuum pressure.
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Figure 4 shows the final cross-section of the beam that I had received from Jyoti Biswas and I
needed to make sure that the beam still fit within the beamline which it did. The final item that I

added to the model was the anode and cathode plate which can be seen within the 6-way cross.

Conclusion

The SURP program at Brookhaven National Lab had given me a unique opportunity of
furthering my skills in 3D modeling and to pick the mind of my mentor occasionally. The project
that I had been tasked with in the CeC project had taught me more about Autodesk Inventor’s

feature set and I’'m grateful for walking away with such a useful skill.
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I. Abstract

The Integrated Facility Management Division (IFM) manages and maintains the hundreds
of buildings on the Brookhaven National Laboratory campus. IFM helps to continue the mission
of the laboratory, “a passion for discovery,” by maintaining adequate indoor environmental
conditions so that science and support operations can be conducted in comfortable and well
operated buildings. I utilized controls logic and active and historical trending data to report on
deficiencies and anomalies in several buildings to identify the root causes for various issues. To
provide remote monitoring of the building’s environmental conditions, overall condition, and
operation of the Heating, Ventilating and Air Conditioning (HVAC) equipment in the buildings
the Building Management System (BMS) utilizing an Automated Logic (ALC) WebCitrl
platform was used. The BMS platform is critical to the laboratory’s success, as remote work
environments are becoming the new normal due to the recent pandemic. Factors such as reduced
space occupancy, increased ventilation rates, and modified operating hours all come into play
impacting the way monitoring and maintenance can be conducted. After the issues are reported
on, a meeting with the Facility Project Managers (FPMs) occurs and they can turn the issues into
work orders. Communication with the FPMs is essential to get any operational critical issues or
future concerns taken care of for proactive and preventative maintenance. More reports mean
better control over the buildings and greater feasibility for discoveries and innovations to take
place. The goal of a well-operated building is that you do not realize it is being operated, with the
goal of eliminating downtime and proactively identifying smaller issues before they can become

substantial.

Office of Educational Programs, 2021 Compilation of Internship Reports 455



I1. Introduction to WebCtrl

WebCtrl is utilized to manage and operate the 900+ buildings on the BNL campus. This
system allows the user to see each building and every HVAC unit that has logic and fault
detection and diagnostics associated with it. The controls logic used allows for a continuously
updated look at all buildings and units at any given time. The units are programmed and linked to
the system so, for example, if the chilled water system in an air handling unit opens to a higher
percentage to help in lowering the zone temperature, the system will be updated to reflect that in
a matter of seconds. The logic also allows for the system to set boundaries and setpoints for
alarms using a series of if-then statements. Using the high zone temperature alarm as an
example, if the lower and upper setpoints for a particular unit are 65°F and 70°F and the zone
temperature is 72°F, the logic is constructed so the alarm will become active. From that point, the
logic will change something in the unit like increasing the amount of chilled water going through
the system, or if there is nothing the system can do, the alarm will stay active until someone is
notified to service it.

Additionally, since the HVAC units are regulating temperature in multiple sections of a
building, the interface depicts the range of comfort in the form of colors for each section (See
Appendix A for a screenshot of the interface). For example, a green colored section represents a
comfortable temperature that is within the setpoints of the respective section and a red colored
section represents an uncomfortable temperature that is outside the setpoints of the section.
These colors represent the temperature; however, they do not represent the units themselves and
how they are operating. A green colored unit, for example, can have a dirty air filter or a fan that
is not working. This stresses the importance of reporting every unit in a building, regardless of

what temperature the section is maintaining.
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In addition to the controls logic and color key, WebCtrl uses Fault Detection and
Diagnostics (FDD) to enable automatic detection and diagnosis of equipment!. This is used when
alarms are activated. It will detect the issue and give some suggestions as to what the problem
might be. The objective of this is to improve operating efficiency of HVAC systems by 10-30%.
This aids in reporting on the active alarms and completing the reports for review.

III. My Tasks

Throughout this summer, [ have been utilizing the ALC WebCitrl system to identify and
report issues in various buildings. Reporting is a tool to create a database of past operations and
issues to eventually recognize trends and recurring issues in the system. My task was to review
and report on buildings at BNL for recordkeeping and pinpointing issues in the building. The
flow of work to identify and resolve issues are as follows: Enter the WebCitrl system and select a
building, complete a full report on all units in the building, consolidate issues into a Red Report,
meet with the FPM to review the reports on their building, create work orders for issues, get the
work order completed, and then continuously monitor the system to keep these issues at a
minimum. This flow is explained further in the following paragraphs.

To effectively compile data from the system, I made a report template (See Appendix B
for the remote monitoring template). This allows for a uniform recording document to be
completed for every building. The important topics to be included were determined and those
became the main boxes to fill in for each report (i.e., Building No., unit name, FPM associated to
the building, date, observations, active alarms, comments section, graphics). Identifying the

building number and unit name on the report allow for the FPM to easily address any problems

! AutomatedLogic. (2021, April 27). Fault detection & diagnostics. YouTube.
https://www.youtube.com/watch?v=V2jYcRWS8TZc.
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with a specific unit. If there is a listed active alarm on a particular unit, and they will know what
building the unit is in and when the alarm was active. The goal for these reports is to review
every unit in a building, including all observations and alarms, to see the trends and identify
issues that are outstanding from normal operation.

Once the reporting is complete, a more consolidated report is completed. I decided to
name it the “Red Report” due to the content of the report, which lists all the issues highlighted in
red from the building report (See Appendix C for the Red Report template). The purpose of the
red report is to list everything that needs a follow-up, to reduce the time spent reviewing reports
and effectively solve the issues listed. When creating work orders for the building, this report
will be useful. For example, one of the reports I completed this summer was for National
Synchrotron Light Source IT (NSLSII). This building is 2 floors in the shape of a ring, with other
satellite buildings associated with it. Being a large building, it made the building report
extremely lengthy, which can make it difficult to recognize the issues quickly amongst the rest of
the report. This is where the red report becomes useful.

The Facility Project Managers are essential to this process of reporting deficiencies and
issues in buildings. After the building report and the red report are completed, a meeting with the
FPM is scheduled. During this meeting, the reports are reviewed, addressing any identified
issues, and answering questions listed in the questions/comments section of the report. This is
where the FPM’s knowledge of their building is utilized to answer these questions. From this
point, it is the job of the FPM to turn any identified issues that need maintenance into work
orders. These types of work orders are mostly corrective, meaning they are not scheduled

maintenance. For example, an exhaust fan gets maintained on a fixed schedule in the
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preventative maintenance system, but if the exhaust fan failure alarm becomes active, a
corrective work order will need to be used to address the alarm.

The flow of identifying and resolving issues with the help of the WebCtrl system and the
FPMs is straightforward and effective. It is important for IFM to stay updated on any issues
happening in the buildings as well as the trends that keep them well-operated.

IV. Importance

This process of using the BMS to report on buildings and address deficiencies is crucial
for continuing operations and experiments at the laboratory by keeping downtime at a minimum,
maintaining units proactively, and adapting to present-day work environments. Equipment
downtime in a lab setting is not ideal for any scientist. Some experiments are time-sensitive,
meaning they need full operation of their lab to produce accurate results. By utilizing the
WebCitrl system to identify any deficiencies in the units, the maintenance can be completed
quicker, hopefully before more issues or damage to any units occur. Continuous monitoring is
essential in this sense. Recognizing trends in units, such as temperature during operation, and
schedules in the building help to pinpoint deficiencies and anomalies in the system. This is
formed by keeping record of the reports and the dates they were completed. Lastly, due to the
recent Covid-19 pandemic, remote working has increasing dramatically. At the lab, this caused
many employees to be virtually completing their work. Being a computer system with wireless
capabilities and controls logic, people who have access to WebCtrl can view the buildings from
anywhere at any time. Working virtually with a remote monitoring system can help significantly
in identifying issues and deficiencies in the equipment at the laboratory. The BMS offers many
benefits to BNL and plays an important role in achieving the goal of a well-operated laboratory

campus.
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V. Conclusion
The reporting process I completed this summer has the potential to be utilized to
proactively identify and resolve issues in equipment at BNL. This process of reporting
deficiencies and anomalies in buildings through the WebCtrl system and notifying the Facility
Project Managers to correct them is essential for a well-operated campus. Continuously
reviewing, reporting, and maintaining buildings will keep active alarms and issues to a
minimum, which important in building management. The data collected from these reports will

build up a historical database where trends can be determined and improved upon.
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Appendix B: WebCtrl Remote Monitoring Report Template

|VVeb CTRL Remote Monitoring Report

Completed By: Angela Lagnese

Red Font = Follow-up needed

Building:

Unit:

FPM:

Date:

Observations

Active Alarms

Questions/Comments

Graphics:

Appendix C: WebCtrl Remote Montoring Red Report Template

Web CTRL Remote Monitoring Red Report

Completed By: Angela Lagnese

Includes all alarms/issues in

Building: FPM: red from all reports in this
building
From Report:
Unit Date Active Alarms/Issues
From Report:
Unit Date Active Alarms/Issues
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Abstract

The Inner Shell Spectroscopy (ISS) beamline at National Synchrotron Light Source-II
(NSLS-II) investigates the properties of a wide variety of materials through x-ray absorption
spectroscopy. Each experiment generates large datasets on a multitude of samples with the goal
to capture their element-specific dynamics and transformations as a function of external
parameters, such as temperature, voltage, etc. Presently, there is no streamlined way to detect
and characterize the spectra associated with species transiently formed in the sample during in
situ experiments. This project focuses on building data analysis software that can be used to
automate the detection and extraction of the components from the recorded datasets. Our
approach consists of utilizing the singular value decomposition of the data matrix with
proceeding testing of the significance of each component using a variety of strategies, including
scree plot, residual calculation, and autocorrelation calculation, and then integrating this with a
Graphical User Interface. Our goal is to wrap this analysis into a python package that could be
installed and used at ISS or elsewhere to perform such analysis. We have come very far in this
effort, and fully developed the SVD analysis as well as the GUI. As a result of this summer
internship, I have been able to enhance my linear algebra abilities and add data analysis to my
repertoire of skills. I have also become much more familiar with the process of software
development and feel more comfortable using the Ubuntu OS and the Conda package

management system for Python.
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I. Background

A. The beamline

The Inner Shell Spectroscopy beamline at National Synchrotron Light Source-II(NSLS-
IT) is used to perform experiments in a wide range of disciplines spanning chemistry, biology,
physics, and materials science. The ISS beamline uses x-ray absorption spectroscopy — a unique
tool to probe electronic and geometric properties of materials with elemental specificity. The
goal of these experiments is to capture the dynamics and transformations of these materials as a
function of external parameters, such as temperature, voltage, chemical treatments, etc. These
experiments generate hundreds of spectra at a time that capture the dynamics of the processes
under investigation. During such an experiment researchers are interested in learning about the
number of steps that the reaction/process takes and what are their characteristic time scales.
These questions can be, in general, answered by a combination of tools based on matrix
factorization of the data. However, the existing most wide-spread tools used to analyze
spectroscopy data only allow analysis of only a few spectra at a time making the process highly
time consuming and inefficient. Currently existing packages that do have capabilities to handle
such datasets are non-intuitive, require a high level of expertise, and are difficult to integrate
within the beamline infrastructure, which limits their application during actual experiments. The
goal of this project is to create a data analysis tool that is efficient and easy to use, and could be
installed and used at the ISS beamline or elsewhere in order to automate the detection and
extraction of significant components from various datasets. In the following we describe this

Pprocess
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II. Body

A. Scope and Objectives

The objective of this project is to create an easy to use tool to perform data analysis on
data acquired by the ISS beamline, as well as other beamlines as needed. The initial goal was to
build a tool for determination of the number of significant components, corresponding to the
species present in the sample, in the dataset by means of computing the singular value
decomposition of the data matrix. Determination of significance of each component is then tested
using a variety of methods. These methods include scree plots (i.e. plot of singular values as a
function of the component index), residual calculation, and autocorrelation calculation.
Eventually, once the data analysis portion was completed, the goal was to integrate this with a
graphical user interface. This interface would allow users to easily import and display data. It
would also allow them to easily filter through parts of the data based on a variety of criteria.
B. Methods

This project was completed in the Python programming language. The Python libraries
NumPy and Matplotlib were used in the program. NumPy was used to perform the singular value
decomposition on an input data matrix. It was also used to compute things like residuals and
autocorrelation. Matplotlib was used in order to take these pieces of data and plot them on
figures. Qt Designer was used to create the graphical user interface that would allow users to
actually interact with the methods that were programmed to perform and display the data

analysis.
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The first step in the process was to compute the singular value decomposition of a data
matrix. Data matrix A — a rectangular matrix with dimensions Nz X N; with Ny being the
number of energy points in each spectrum and N;being the total number of spectra in the series —
is passed in and has the singular value decomposition run on it. The result of this is three

matrices, U, S, and V:

e A=USV
/ \

Left singular vectors i / Right singular
Eigen-spectra Singular values vectors Eigen-kinetic
indicate the traces

amplitude of the
contribution of
the component

Figure 1: Visualization of singular value decomposition

where matrices U (with size N X Ny) and V (with size N; X N;) are left and right singular
vectors; U and V are unitary and orthogonal; matrix S (with size N X N;) is diagonal and
composed of singular values sorted in a descending order and indicating the relative significance
of each component.. Once the SVD was run on the data matrix A, the next step was to plot these
matrices so that the user can view each of them and their components. A scree plot was used to
display the singular values of matrix S as a function of component index, allowing the user to
look at all of the components and compare them to see which are the most outstanding. As an
add on to the scree plot, users can also inspect the importance of the subset of components by
computing low rank approximation of the dataset and calculating the total residual amplitude
between that and the original dataset. Here, the low rank approximation of a dataset corresponds
to the data matrix A reconstructed only using n first component and can be denoted as A,; the

total residuals y*can be computed as follows:
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Here, the subset of significant components is determined qualitatively based on the loss in the
total residual value as a function of the number of components included in the low rank
approximation calculation; if all components are included, 4, = A and x? = 0.

In addition to that, users can judge the relative importance of components qualitatively by
inspecting the general shape of vectors of U and V matrices. Here, the smooth components are
generally related to the useful signal carrying chemical information, while noisy components
correspond to the noise found in the dataset. The next step in our process was to compute the
autocorrelation of matrices U and V to quantify the smoothness of the data. Autocorrelation was

computed for each vector using standard approach with the lag of 1:

Ng—-1

ay; = Z Ui—1,jUs;

i=1
Ne—1

ay; = Z Vie1jVij

i=1
Determined as such, the autocorrelation will take values between 1 and -1, since U and V

matrices are unitary. Components in the data that have a high autocorrelation appear to be
smooth, whereas those with a lower autocorrelation appear noisier. Components that have
meaningful signals in your data will be smooth, and therefore have a higher autocorrelation. The
threshold that we used for determining whether a component was meaningful was an
autocorrelation of 0.8 or higher as is recommended.!

The next major step of the project was to create a graphical user interface that would
allow the user to interact with the program that performs the data analysis presented above. The

GUI has simple buttons that allow the user to upload their data set file, and another button to
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confirm that they want to display it. The SVD analysis will then be performed in the background,
and all of the relevant graphs will be displayed to the user. This includes the graphs of matrices
U and V, the graph of singular values, and the graph of the autocorrelation of U and V. It also
includes a graph of the overall dataset, and one graph for an optional display of a subset of the
overall dataset. The GUI also contains several empty and optional fields. These fields allow the
user to filter what kinds of data they want to display at any given time. Filling in these fields and
then pressing the “Display Data” button will refresh the data and display the updated graphs with

the users filters applied.

I11. Results
The singular value decomposition analysis is fully completed and functional. The
graphical user interface for displaying and interfacing with the SVD, is also complete. The GUI

has several methods for allowing the user to filter through and display their data.
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Figure 2: Image of the working GUI

There are many fields that allow the user to control the data that is displayed, as can be seen in
the bottom left of figure 2. Users are able to input an energy range or set of columns to display a
certain range of data. They can also choose to display a certain number of components in the
data, or set a number of points to display on the graphs of singular values and autocorrelation.
Filling in these fields and then pressing “Display Data” will then redisplay the data with the users
specific preferences. The user also has the option to right click on the graph of the overall
dataset, and “Add a line.” Adding a line will add a line that goes through the dataset at the
location that the user clicked. A subplot containing the data that was sliced through will be
displayed. The user can add as many slices as they want in order to compare specific parts of the
data, they also have the option to normalize these subplots. Figure 2 shows the final GUI that
was developed during this project. The dataset for testing the GUI/analysis capabilities was taken
from previously published work by Porosoff et al?.

There is still room for improvement in the future on this project. For example, the next
step of the factor analysis workflow includes the so-called multivariate curve resolution method.
Here, the algorithm allows the user to retrieve spectra corresponding to each component in the
reaction/process. This is achieved by supplying an educated guess for the starting solutions as
well as imposing physical constraints on the shapes of the retrieved spectra.. This would also
require expansion of the GUI so that it can be displayed and understood by users. The /O
capabilities of the GUI could also be expanded to be able to take in a larger variety of file types

from users, or even multiple files at the same time that users can sort through.
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IV. Conclusion
The tool that we have developed allows users to easily analyze and view their data. The
analysis based on the singular value decomposition is fully complete and the GUI is fully
functional. It allows users an easy to use and understand way to understand their data. The
project is fully functional in its current state, but there is still room for improvement. Another
analysis method could be added and integrated with the GUI. This has been a very exciting

project to work on and I am grateful for having had this opportunity.
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I. Abstract

We study the two-dimensional ion crystals in an RF trap using a novel camera
to capture and produce images of barium ions. The data was taken at the university of
Washington and was sent here at the bnl to analyze. The goal is to understand the
structure of the 2D ion crystals as well as manipulating the 2D coulomb crystals for
quantum information processing. Due to the extremely high fidelity state intialization,
control and readout, ion crystals makes an idea source for quantum computing. Unlike
the one-dimensional ion traps where spacing is hard to maintain for large numbers
ions and the scalability due to the constraint of being 1-dimensional, the
two-dimensional ion crystals may be well suited to solve these problems. The 2D
crystal is prepared by extracting a sample of barium ions and cool it down to
temperature close to absolute zero using conventional laser cooling techniques, the
fluorene then allows us to collect data which would be analyzed. Our experiment has
successfully created the ion crystals using the conventional laser cooling and pumping
techniques. We were able to extract the information using the time3pix camera and
study its motions. This has also led to the developments of software that are able to
track key information such as the spatial coordinate that can be used for mny

applications

I1. Introduction

To have any kind of ion trapping at the atomic scale, potential with a local
minimum in spatial coordinate is required. However, due to the nature of
electromagnetism, or specifically by Earnshaw’s theorem, that any collections of

point charges as is the case of the barium ion that we have cannot be maintained in a
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stable equilibrium configuration solely by electrostatic interaction of the charges. That
means, given an electrostatic configuration of charges, we cannot have a local
minimum of the potential. Thus, to create an ion trapping system, we must go on to

utilize electrodynamics.

(Figure 1 left. Design of the paul trap, with 4 electrodes two pairs of opposite
polarization. Figure 1 right. Saddle potential diagram of the linear paul trap)

We cannot have a local minimum based on Earnshaw's law for ion trapping, but
we could create an effective local minimum so that ion gets confined. This is done by
creating a saddle potential and rotating it by some frequency as shown in the figure
below. Right before the ion (red ball) is about to fall in the y-direction(due to
instability of potential in the y axis), the ion will be dragged up again since after some
time the y axis potential will be what the x-axis potential was and vice versa. As a
result, in spite of being able to trap the ion, we are faced with this micromotion that is

directly related to the frequency of the potential rotating system.

The 2D ion crystals follow the Matthieu differential equation, which we can
utilize to create simulations that can be used for a better understanding of the
experimental system. As the Matthieu functions, which is the solution to the Matthieu
equation implies, there exists not only the micromotion in the trapped ion but also

secular motions which are associated with the normals among the ions. Nevertheless,
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due to the nature of the convenience of a differential equations, we were able to

extract some useful information out of the simulation.

N W B~ O
= NN W B~ U

(Figure 2. Design and schematic layout of the ring trap)
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(Figure 3. Potential diagram of the sectored-Ring trap)

II1. Methods

First, Ba atoms are ionized via a two-photon process, provided by a791 nm
ECDL and 337 nm pulsed Nitrogen laser beam. Another ECDL at 493nm and
commercial 650 nm diode laser are for the cooling and repump transitions of Ba+ ions.
The prepared barium ion is then cooled to a very low temperature using Doppler laser
cooling technique where we have the doppler cooling limit is the minimum
temperature achievable with doppler cooling. Then the trapping design used is the
Paul trap but with sectored ring electrodes to create two-dimensional ion crystals.

The laser cooling of barium ions initiates a state transition cycle in the energy level of
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barium ions, causing it to constantly fluorescence which can be capture by the

(Figure 4. Energy diagram of Barium ion)
Timepix3 camera that was used in this experiment. The camera data consisted of
“events” which are the records of individual photons incident upon the camera.
Integrating over millions of events then allows us to create an image of the trapped
ions. Furthermore, for better centroding accuracy, we also post process the raw data to
obtain the cluster size(number of pixels it hits) of the incident photon as well as the
standard deviation of each centroid position of the cluser. The imaging system is

shown in the following.

(Figure 4. detect fluorescence 493nm photons from our ions)

We also developed numerical modeling to determine the pseudopotential for
arbitrary electrode geometries. We can model the equilibrium positions of the ions in
the crystal to inform our electrode design. The pseudopotential equation is a function
of the charge and mass of the ions, as well as the radio frequency that we used in the

experiment.
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IV. Results

(Figure 6. Sample images of integrated data)

When taking a sample of data that have rapid moements and compare the two

brightest ions, the two brighest ions are clearly moving in synchronization, as shown:
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The movement was later on resolved by moving one of the resonators used in the trap.
We have also developed a softeware that are used to calculate the centroid position of
the integrated image. The centroid position was the result of peak finding in the

intensity flux distrbution over the camera, show in figure 6 below.

(Figure 7, Peak finding algorithm for centroding results)
We also measure the micromotion amplitude of the ion crystal. The following

gives the microtion over four radio frequency period ~ 66 times four ns.

(Figure 8. Left. The ion we are interested in; Right. lon x-position as a function of

frame (100 frames) which translates to 4 radio frequency period.)
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(Figure 9. Photon flux over two radio frequency period)

V. Conclusion

Ion trap is a very complicated process that still requires a lot of theoretical work,
and so as a result, even with an extremely sensitive camera, we were not be able to
some information that we intended for. In this research project, we worked on
studying the motion of trapped ions, including the micromotions caused by the radio
frequency that we use to drive the potential. We also study the phase transition of
these ion crystals, by increasing the temperature until the crystal melts, and see if we
can observe any patterns occurring. We observed that, as we increase the temperature
before the crystal melts, that the inner shells and the outer shells form by large
crystals begin to loose; In the sense that the inner shells and the outer shells rotate
asynchronously. In the early stage of the project, the ion is moving unexpectedly

violence, turns out this was caused by an experimental setup issue and was later fixed.
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However, this motion persisted but at a much smaller scale, which could indicate the
problem is not completely resolved. It is also our great interest to study the
micromotion that is the result of the radio frequency, which we have measured the
amplitude of the micromotions in each ion, this allows us to map the micromotions to
the different crystal structures, which in turn can give us a sense on how well we can

scale up this 2D ion crystal for quantum information processing.
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Abstract

The principles of quantum mechanics allow for better and more accurate mea-
surements of photons and their respective wave functions. These quantum methods
are applied to two photon interferometry where a light source is sent into a beam
splitter where two photons are then split off and quantumly entangled. Through
the Henry Brown & Twiss effect (HBT) we can check the correlation of these two
photons entering different channels and their respective time differences. If every-
thing works out, we should see a sharp Gaussian peak around the zero point of
a histogram of data taken in the lab. We should also see strong coincidence cor-
relations between the various channel pairs. These methods have many different
applications to various fields such as cosmology, astrophysics and can specifically
help with problems such as the question of dark matter. If these methods are fully
realized, the more precise imaging could allow for better imaging of black holes
which could help lead towards a crack in the mystery of dark matter. We have seen
promising results where HBT peaks have been found along with other promising
results from the analysis. At the same time however we are also seeing some un-
expected results from the data which will require further study. These quantum
methods allow for much more accurate and precise measuring than typical classical
models and if fully realized will forever change the way we look at the universe.
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1 Introduction

Since the very beginnings of civilizations throughout our history we have looked upon
the stars with wonder. From Ptolemy to Aristotle, to Galileo and to the present day,
millions of people everyday are curious about what lies and what exists beyond our rela-
tively small planet. In order to be able to unravel the mysteries of the stars, we have had
to develop methods, instruments and techniques to image the sky. The earliest telescopes
constructed used principles of magnification and quickly gave excellent results. More re-
cently we have used methods of classical interferometry to image the sky and they have
given very good results. The best example of this is the first image of a black hole which
was unveiled in April, 2019 which used these classical methods of interferometry with
their technique VLBI (Very Long Baseline Interferometry) [1]. An example of a setup

involving classical inteferometry can be seen in Fig. 1

Figure 1: Setup using classical inteferometry methods [2]

While this classical interferometry has indeed done much to further our knowledge
of the universe, and help us be able to see such incredible objects as the pre mentioned
black hole, it currently limits the resolution of the received images. The angular resolution

when using classical interferometry is defined as below.

A
A== (1)
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Where A6 is the optical resolution, A is the wavelength of the received source and B
is the separation between detectors. Current resolutions typically found using the visible
wavelength range tend to be in the order of mili-arcseconds; however much greater reso-
lution in the micro-arcsecond range would provide much better, clearer, and more precise
imaging of astronomical bodies [2]. The current methods used with classical interfer-
ometry are not very efficient as they require a connection between detection sites. This
required connection would need to run over a very large distance using classical methods
in order to achieve the resolution wished for [3]. This is very costly in terms of both time
and money and very few telescopes have ever been constructed using classical methods

meeting these requirements.

The research worked on throughout this internship seeks to increase the efficiency
of interferometry by looking to quantum methods instead of solely relying on classical
methods. Classical interferometry currently is based upon a single photon source which is
interfered with itself [2], this can be seen in Fig. 1. The proposed method of our research
group is to eliminate the issue of the connection between the detectors altogether. This
is possible if two different entangled photons experience interference from one another.
These two photons are connected through the phase difference between them, and upon
hitting multiple detectors, if they both hit each detector within a small enough time
interval, we consider this to be a coincidence [2]. The Henry Brown & Twiss (HBT)
effect predicts we should see peaks of coincidences at some specific time difference value,
where the time difference is the difference in time between the first photon and the second
photon hitting their respective detectors. We also expect to see correlations between the

pair rates according to equation (2). [2]
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Figure 2: New 2 photon interferometry proposed setup [2]

k((S1 4 S2)?)

< N >=
(zy) 3

[1 4+ Vopgcos(dy — o) (2)

Where S stands for the flux densities of the 2 photon sources, Av is the band-width
of the detector, k is a constant, V is the fringe visibility of the pair and N is the number
of pair events. This equation is then extended to various different channel pairs through

the following 4 equations in equation (3).

N(13)[1 + Vizcos(Ad(t))]

< N(13) > (1)

< N(14) > (t) = N(14)[1 — Vigcos(Ad(1))]

< N(23) > (t) = N(23)[1 + Vascos(Ad(t))] (3)

< N(24) > (t) = N(24)[1 — Vascos(Ad(1))]

From these equations we can see which pair rates should be correlated or anti corre-
lated with other pair rates. It is clear to see that channels 1 and 3 should have pair rates
anti-correlated with channels 1 and 4 and channels 2 and 3 should be correlated with
channels 1 and 3. These theories were tested throughout the time of my research and the
hope of the research going in was to confirm these theories for the new SPAD detector

setup.
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2 Methods

2.1 Lab Setup

Soon before starting this internship, the old nanowire setup my research group used
had broken down; as a result the group decided to switch from the nanowire setup to a
SPAD detector setup. This meant that the lion’s share of my research was focused on
testing the SPAD detectors and making sure the results of the data analysis aligned with
the theories stated in the introduction. Figures 3 shows photos from the lab of the new

SPAD detector setup.

(a) First Photo (b) Second Photo

Figure 3: Laboratory setup with SPAD detectors

You can see from Fig. 3b that there are 4 detector channels in the setup. As photons
are sent into the configuration from one of the lamps, it is possible for the photons to
end up hitting in any one of the 4 channels. The SPAD detectors log the time of arrival
of each photon and which channel the photon entered. Using the software quTAG [4],
the data can be recorded as data files with separate columns for the time and location of

hits.

2.2 Methods for data analysis

Using the data files created by quTAG, the next step is to analyze the data. The

data analysis I performed was done primarily using Python [5] with the software Jupyter
5
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Notebook [6]. Analyzing the data using python allowed for computation of the large data
gathered in reasonable time periods and for construction of plots, and graphs to illustrate
the results of the analysis. Specific libraries used often in our analysis which played an
instrumental role in retrieving the data includes Numpy [7], Scipy [8] and Matplotlib [9].
Numpy allowed for easy computation of the data arrays and loops throughout the code;
Scipy was primarily used to construct the curve fits and Matplotlib was used to produce

every plot generated.

A significant amount of the data analysis performed throughout the internship was
performed using python code or modifying code written by previous SULI interns Jonathon
Schiff and Alex Parsells for the research group [10]. The first step in conducting the data
analysis for large data files was to load in the time and channel arrays using Numpy.
After assigning variables, to find coincidences, I would check two time values logged in
the time array to see if both corresponded to specified separate channels. If this was
true and the other condition of both hits being within a specific small interval were met,
the difference between the times of the recorded hits would be inputted into a new array
logging the time differences. A histogram of the time difference would then be compiled

by adding the time differences arrays for all files in the data set.

The next important area to look at to test the theory was the peak pair rates. This
was done by looking at values within a small specified range away from the peak of an
HBT peak. Typically a sigma range of 1.5 nanoseconds was used. We once again loaded
in the time and channel arrays, and this time also loaded in sigma arrays which housed
the sigma values from the curve fits of all channel combination time difference plots. The
next step is to check if the time difference of two hits in the time array fall within this
specific sigma range both to the left and to the right of the HBT peak. If so, the time
of these hits, the time difference of the hits and their respective channels are loaded into
a brand new array. From the results of this new array, it would then be possible to

construct plots to look at the peak pair rates for all channels, the normalization rates for
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all channels and scatter plots checking for correlations or anti correlations between the

peak pair rates according to equation (3).

Early on in the research, I was asked to develop a function for the convolution of a
Lorenztian, Gaussian function and an exponential function. This was accomplished by

using the following definition of a convolution.

o(t) = (f(1) * g(t)) = / " f(r)glt —)dr (4)

Where in this case f(t) is defined as

il
ft)=e Te ()
and g(t) is defined as
t2
1 95,2
o) = ——e 20 ©)

therefore, the convolution function for these two equations can be defined as

L e
o(t) = / e Tee 20% dr (7)

270 J_o

When evaluated, this brings about the following convolution function.

12 (=2 —2t)?
poLllow s (4 (=2 —2)
gb( ) = 5 e + €T’f W +

tQ (# — 2t)2 202
232

A full derivation of this convolution function typed up by myself can be found using

the following link:

https://1drv.ms/b/s!AsxKlvnwU712jZJclaokTQaee-Lc8w
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https://1drv.ms/b/s!AsxKlvnwU7l2jZJclaokTQaee-Lc8w

(Note: the pdf in onedrive occasionally doesn’t format equal signs or other areas
correctly; for the best experience viewing the above link, download the pdf file to view

with your own software).

3 Results

Figure 4: HBT peaks for both polarized and non-polarized data fitted by convolution
function

The figure above shows an HBT peak between two channels. As expected from the
discussion in the introduction, we are seeing a peak at a time difference value of 1ns.
This means that most coincidences for this channel pair occur with 1ns separation. Two
separate peaks can be seen: one is a peak of polarized data and one is a peak of non-
polarized data. It can be seen that the polarized data gives a higher amplitude than
the non-polarized data by about a factor of 2, which is to be expected. The visibility
of this data which is defined by the amplitude divided by the constant is therefore also

twice as big. The visibility is able to tell us how visible the peak is against the background.
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(a) Ch 13 coincidences (b) Ch 14 coincidences

(c) Ch 23 coincidences (d) Ch 24 coincidences

Figure 5: Time difference plots showing HBT peaks of coincidences for 4 different channel
combinations from 60 min non-polarized data set

Fig. 5 shows HBT peaks for every channel combination as described in equation
(3). These peaks were fitted using Gaussian curves. The offset of about -10ns is due
to different cable lengths used in the experiment. Seeing HBT peaks for these channel
combinations is crucial in confirming the proposed theories. Uncertainties in the fits were
calculated by taking the square root of the proper output from the Scipy curve fitter. The
data set these peaks were generated from was as described in the caption and included 2

lamps.

In addition to this data set, I also analyzed a 60 minute polarized 2 lamp data set, 2
separate single lamp 30 minute data sets where each had 1 of the lamps turned on and
the other turned off, and 2 more of the same data sets but with polarized light sources. I
also looked at 5 more data sets of 30 minutes with specific conditions such as a polarized
light source with one lamp and a factor of 2 lower rate from the lamp. All of these data
sets showed HBT peaks throughout just like shown in Fig. 5. An interesting aspect of
these data sets to look at and compare was the visibility of every channel combination of

each data set. Fig. 6 below shows these results.
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Figure 6: Visibilities of each channel pair for every data set analyzed throughout my
internship as well as some previous nanowire data provided from before I joined

This graph shows some very interesting and peculiar results. The first aspect to con-
sider is how does the visibility change between non-polarized and polarized data sets. We
are seeing here the results we would expect as we are seeing visibilities twice as high for
polarized data sets as their respective non-polarized data sets. Many of the other results
from this graph are a bit puzzling though. First we look at the fact that for the non po-
larized 60 min SPAD detector data and also the nanowire data, we are seeing Ch12 and
Ch34 showing smaller visibilities than in all the other channel pairs. The next puzzling
result is that we are seeing single lamp data sets with much higher visibilities than the 2
lamp data sets. These results will have to be looked into and researched going forward

past the time of my internship.

10
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(b) Summary of scatter plots showing Pearson

tt lot to det i lati . .
(a) Scatter plot to determine correlations coefficients for each channel pair.

Figure 7: Scatter plots and Pearson coefficients plot to check for correlations in peak pair
events.

Fig. 7 shows plots to check for correlations or anti correlations in the peak pair
events. From equation (3) we know that we should expect to see anti correlations between
channel pairs 13 and 14, and correlations between pairs 13 and 23, and similarly for other
combinations as described in equation (3). The graphs above were once again from the
60 minute non-polarized data set. We are not seeing the expected behaviors from the
graphs above. If 2 pairs are anti correlated, you should see values of the first pair get
lower as the other gets higher, and the opposite should be true for correlated pairs. This
is not seen here though as even pairs 13 and 14 which should show definite anti correlation
have a positive Pearson [11] coefficient which indicates correlation. Oddly in fact, none
of these channel pair combinations show any negative Pearson coefficient values which
means no anti correlation was seen anywhere for the peak pair events in this data set.

Understanding the cause of this will need to continue to be looked into and researched.

4 Conclusion

Understanding our world and our universe have been intrinsic characteristics of hu-
mankind from the very beginnings of our civilizations. One of the most triumphant ways
to exploit this innate curiosity has been to look out into the cosmos and take a glimpse at
the wonder that is out there. Classical methods of interferometry have done wonders in
this regard and the achievements from this method should not be discounted. However,

the cost and inefficiency of building telescopes with these classical methods prevent us

11
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from being able to regularly receive imaging of very precise resolutions. The new 2 pho-
ton interferometric method proposed in our research has the potential to revolutionize
how we image stellar objects and could massively reduce the costs of building telescopes
with precise resolutions. The research I performed this summer revealed mixed results
for the new SPAD setup as we indeed did see the HBT peaks everywhere predicted by
the theory behind the research, but we did not see the peak pair event correlations the
way we expected to. We also were seeing peculiar results with the visibilities of various
different data sets. Research and study will need to continue to unravel the mysteries

behind these results and bring us closer to achieving the full potential of this research.
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ABSTRACT

The cosmic rays in astronomical charge coupled devices (CCDs) project at
Brookhaven National Lab (BNL) examines the energy deposition tracks of various
particles to improve the functionality and capabilities of the Large Synoptic Survey
Telescope’s (LSST) camera. Using data from the Hyper Suprime-Cam Subaru
telescope in Hawaii, we mapped the energy deposition of various particles. The
particle type was identified by the shape and intensity of the track it left. We
examined the distributions of energy deposition, fit the data, and calculated the
deposition per unit length to determine values of beta and the subsequent velocity of
the particle. The code developed in this project will increase the quality of data
analysis at the LSST, which will use the same kind of CCD sensors. Improved
algorithms would benefit the classification and identification of various particles,

and the code can continue to be refined at BNL for the LSST and current uses.
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I. INTRODUCTION

Cosmic rays are high-energy protons or atomic nuclei that travel near the speed of light,
originating from our sun, outside the solar system, and other galaxies. When cosmic rays collide
with atomic nuclei in the upper atmosphere of Earth, pions and kaons are created. These particles
then quickly decay to muons. A muon has an average lifetime of 2.2 micro seconds and travels
near the speed of light.! Muons can reach the surface of Earth due to special relativity. Protons
from cosmic rays also travel through the atmosphere and reach Earth’s surface. When particles
from the upper atmosphere are observed in sensors like charge-coupled devices, or CCDs, much
of the flux captured in these devices at sea level are from muons.? In this project, the tracks of

energy deposition from muons and protons in CCDs were examined.

CCDs are sensors that convert light into electrons. Light and particles pass through these
sensitive semi-conductor elements whose energy can be converted into electrons.®> Muons and
protons are some of these particles. Their energy that is captured in the CCDs can then be
converted into images represented by thousands of square pixels. The energy can be seen in these
images as bright tracks in the otherwise dark image. Tracks created by particles from cosmic rays

rely on sharp edges in the imaging to be identified.

Data used in this project was collected at the Prime Focus Spectrograph (PFS) of the

Subaru telescope and was provided to BNL by Ropert Lupton.* The CCDs at the PFS have a

1D. B. Chitwood, T. I. Banks, M. J. Barnes, S. Battu, R. M. Carey, S. Cheekatmalla, ... & Mulan Collaboration,
Improved measurement of the positive-muon lifetime and determination of the Fermi constant, Physical review
letters, 99(3), 032001 (2007).

2 M. Fisher-Levine and A. Nomerotski, “Characterising ccds with cosmic rays”, Journal of

Instrumentation10, C08006 (2015).

3 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).

4R. Lupton (2021). PFS cosmics tracks.
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pitch of 15 microns and a thickness of 200 microns. The PSF is at approximately 4 km above sea

level.® At that altitude, the amount of flux from muons and protons can be predicted.

Figure 1. Predicted flux of various particles, including muons, u* + u” and protons, p.

Figure 1 provides information on cosmic ray spectra and composition as they interact with the
atmosphere.® It shows the predicted flux from various particles, including the muons and protons
that are the focus of this project, at various altitudes. The solid lines represent the predicted
amount of flux from those particles, and the points represent measure values. At sea level, muons
are the dominant particle creating flux, but at 4 km above sea level, flux from protons is
approximately 10 times greater than at sea level.” Proton flux is still expected to be significantly
smaller than flux from muons, but the increase explains why protons could be more prominent in

the data set.

5 H. Sugai, H. Karoji, N. Takato, N. Tamura, A. Shimono, Y. Ohyama, ... & C. Yan. H, Prime focus spectrograph:
Subaru's future. Ground-based and Airborne Instrumentation for Astronomy 1V, 8446(84460Y) (2012).

6 ). Beringer, Particle data group. Phys. Rev. D, 86(010001) (2012).

7 ). Beringer, Particle data group. Phys. Rev. D, 86(010001) (2012).
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There are three types of tracks that can be found in CCD sensors: straight tracks created
by high-energy muons, curved tracks from electrons, and “fat” tracks, that are hypothesized to be

created by protons.

Figure 2, 3, and 4. From left to right is “fat”, straight, and curved tracks.®

The focus of this project is on the “fat” tracks to test if they are created by protons. Particles that
produce “fat” energy deposition tracks are hypothesized to be protons. “Fat” tracks have higher
energy deposition over an observably wider track. Python Jupyter code was used to filter out
extraneous straight and curved tracks, isolate “fat” tracks for analysis, and mathematically

examine the properties of these tracks.

Protons are the primary component of cosmic rays, with a mass of 0.938 GeV. They have
an average energy of 1 GeV at sea level once they have traveled through and lost some energy to

the atmosphere.

8 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).
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Figure 5. Differential momentum spectrum of protons at sea level.’

Figure 5 shows the intensity vs momentum of protons at sea level. A similar graph for muons
could not be found, but are expected to have a mean energy of 4 GeV at sea level. Muons have a
mass of 0.106 GeV, and they lose approximately 2 GeV in the atmosphere.'? This provides the
basis for understanding the range of energy these two particles can have as they pass through the

PFS’s CCD sensors.

This energy can be expressed in terms of stopping power, which shows how much energy

a particle loses while moving through matter. !

9 J. Beringer, Particle data group. Phys. Rev. D, 86(010001) (2012).

10 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).

11 A. A. Correa, Calculating electronic stopping power in materials from first principles. Computational Materials
Science, 150, 291-303 (2018).
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Figure 6. Stopping power vs. muon momentum, or energy deposition per unit length, in

copper. '?

Stopping power strongly depends on B, which is defined as E, where v is the velocity of the

particle, and c is the speed of light, as well as y, defined as \/117 13 Based on the energies of

muons and protons at approximately 4 km above sea level, the range 0.1 to 10 GeV is of interest
to this project. For that range, the stopping power depends on the equation 1/f2. For low
energies, Y = 1, so the equation depends on . At high energies, B = 1, so the equation is
dependent on y. Protons are expected to have a small B to deposit more energy than muons with
B = 1. Combined with knowledge from Figure 5, muons with low B are expected to be very rare,

and protons with B =1 are very rare.

II. METHODS

Beginning with 406 calibrated track cutouts provided by Robert Lupton, each track was

analyzed using Jupyter code to see if it fit the expected properties of a track created by a proton.

12 ), Beringer, Particle data group. Phys. Rev. D, 86(010001) (2012).
13 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).

Office of Educational Programs, 2021 Compilation of Internship Reports 503



The length of the track was estimated assuming the track was a straight cutout diagonal. The
expected number of hit pixels was compared to the measured number of hit pixels to reject
curved tracks. The tracks that met the selection requirements were corrected for entrance angle
and thickness of the sensor. Then the total charge deposition was calculated via integration of

each pixel charge. Energy deposition was assumed to be constant to determine the normalized

. ) dE . . .
energy deposition per unit length, represented by -, In units of e™ /micron.

The “fat” tracks were selected for by checking if % was greater than the threshold value

of 400 e~ /micron.'

. . dE . _, .
Figure 7. The normalized values of —,ine /micron.

This selection gives 26 possible “fat” tracks from the 406 original tracks, or 6.4% of the tracks.

Below are examples of the “fat” tracks that were selected.

14 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).
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Figure 8. Seven of the “fat” tracks separated from the data set.

After calculating the values of 3—i, values of B for each selected track can then be

estimated with the equations:

dE o o

== - or, solving for fB: p= dE/dx

where a is a constant and B = v/c.'® The normalized energy deposition for a certain material
can be calculated directly for the sensor. The CCDs at the PFS are made of silicon, which gives
an expected value of o to be 80 e~ /micron for the sensors used in this project.'® Using the peak
value from Figure 5, the value of a was chosen as 100 e~ /micron. This would give B values
close to 1. Calculating these values for each track, it was expected that they would be less than

one as nothing can travel faster than the speed of light.

15D. B. Chitwood, T. I. Banks, M. J. Barnes, S. Battu, R. M. Carey, S. Cheekatmalla, ... & MuLan Collaboration,
Improved measurement of the positive-muon lifetime and determination of the Fermi constant, Physical review
letters, 99(3), 032001 (2007).

16 M. Fisher-Levine & A. Nomerotski, Characterising CCDs with cosmic rays. Journal of Instrumentation, 10(08),
C08006 (2015).
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Figure 9. Distribution of 3 for all selected tracks.

Values greater than one can be attributed to uncertainty in the calculations. The peak near 0.9 is
significant, representing that the particles are mostly traveling at approximately 90% the speed of
light. This is slightly less than the average velocity of muons from cosmic rays,'” and could point

to protons being present in the data set.

It is then possible to visualize the relationship between B and the fractional energy lost by

the particle.

Figure 10. Fractional energy lost for muons (blue) and protons (orange). Energy lost for most

tracks, both for muon and hypothesized protons, is small.

17D, B. Chitwood, T. I. Banks, M. J. Barnes, S. Battu, R. M. Carey, S. Cheekatmalla, ... & MuLan Collaboration,
Improved measurement of the positive-muon lifetime and determination of the Fermi constant, Physical review
letters, 99(3), 032001 (2007).
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This histogram shows the fractional energy lost for each predicted type of particle. From the
tracks selected, each had its momentum calculated as if it was a muon or a proton, using the
masses of each respectively. The fractional energy lost was then determined by dividing the total

signal in MeV by the calculated momentum.

. : 1
Figure 11 and 12. For muons, as f increases towards one, the energy loss decreases as B

: 1
towards zero. For protons, as 3 increases to one, the energy loss decreases as s towards zero.

For both masses, the tracks showed only a small amount of energy lost. For muons, since the
energy lost for a particle with high 3 is approximately 0, § can be assumed to be constant.
Protons have a low energy loss for most values of 8, so B can also be assumed to be constant for
protons. These two observations mean that the particle slowing does not have to be taken into

account in any calculations.

ITII. RESULTS

Selecting for “fat” tracks in the data set gave valuable information on which variables

were efficient for this process. Using the total signal, number of pixels hit on the diagonal, and a
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large normalized energy deposition per unit length all provided useful bounds to sort out the
possible “fat” tracks. This allowed for easier testing of the possibility that these tracks were
created by protons. The selection resulted in 26 of the original 406 tracks, which is 6% of the
data collected from the PFS at 4 km. If these tracks were created by protons, this provides data

for the number of protons at sea level that had not been previously observed.

The “fat” tracks that are left in the CCDs correlate to low momentum particles, which
supports the hypothesis that they are created by protons. This agrees with the expected values of
B for protons and muons from their momentum distributions. However, there were no selections

to prove definitively that the particles were protons.

IV. DISCUSSION

The track fitting and selection observables can be improved to find a way to clearly select
for protons or muons. While it was not possible to find the best way to select specifically for
protons during this ten-week project, more time would give an opportunity to improve the

selection process.

In addition to improving the selection, the presence of delta rays in the CCD sensors
could provide errors in the data. Delta rays are slow moving electrons with low penetrative
power that are ejected from atoms by the particles passing through the sensor'®. However, they
can create extra signal in the CCDs that can cause the code to mistake lower energy tracks with

delta rays for higher energy “fat” tracks.

185, p. Swordy, D. Muller, & A. T. Have, On the generation of delta-rays in detectors for high-energy cosmic-ray
nuclei. International Cosmic Ray Conference, 8(55) (1983).
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With a moderately successful sort, the normalized energy per unit length was expected to
dE
be 80 e~ /micron. The calculations in this project resulted in a peak Tx of 100 e~ /micron.

This error might be a result of a factor in calculations during the correction for angle. There is
also the possibility that “fat” tracks are not left in the CCD by protons, but with muons with

lower velocities.

The code used in this project has many future uses both an BNL and with future projects.
It can be used to increase the quality of data analysis at the Large Synoptic Survey Telescope
(LSST), or Reuben Telescope, which will use similar CCD sensors. Improved algorithms will
allow for easier classification and identification of various particles. The code can also continue

to be refined at Brookhaven in future projects.

V. CONCLUSIONS

The cosmic rays in astronomical CCDs project was able to determine that protons are a
candidate for the particle that creates “fat” tracks. These tracks deposit more charge with a larger
width than would be expected for other particles, such as muons. Using Jupyter allowed for the
sorting of the tracks to find the most interesting. This method of analysis was unable to
definitively find ways to select for “fat” tracks in data set and could not determine the best
method of determining if these tracks are created by slow-moving muons or protons. In the
future, this research could be continued by examining more ways to select for protons in the data
sets. Improving the code and optimizing functions would also be good next steps in order to
improve functionality for the LSST. This research will help to guide discoveries and characterize

particles that come from cosmic rays.
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Abstract

Polarization control is a fundamental step in the development of quantum
cryptography based on polarization entanglement. Without it, information is lost in the
transmission of photons and the process of quantum key distribution is impossible to carry
out. We investigate two approaches to polarization control. The first is a hardware
approach wherein photons are passed through a 3-paddle fiber-twister which is actively
tuned to reverse any changes to photon polarizations incurred as they pass through
quantum network components. Preliminary results are promising, showing that
polarization can be recovered to approximately 5° on the Poincaré sphere. This
corresponds to a 98% measurement certainty in practice. The remaining 2% error rate is
easily corrected by established methods in Information Theory. The second method
explores the possibility of an adaptive measurement scheme, in which members at either
end of the quantum network switch between measurement bases to increase the correlation
between their measured polarization states regardless of transformations due to the
quantum channel. The method suggests a worst-case scenario error rate of approximately
15%. A combination of both methods may also be viable. Further tests are in progress and

the full extent of the success of these methods is not yet established.
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Introduction

The publication of Shot’s algorithm in 1994 ! meant that the advent of large quantum
computers would break the world’s current cryptography system. The development of quantum
cryptography offers an uncrackable alternative to the modern approach, however, a few hurdles
stand in the way. Quantum Cryptography encodes data in the polarization of photons and makes
use of quantum mechanics to share this data securely. However, quantum mechanical systems
are inherently sensitive, and the polarization of transmitted photons will change as the photons
travel through the quantum network, leading to the loss of information. Polarization control is a
fundamental step in the proper implementation of quantum cryptography on large scales at large
distances, as it aims to revert photons back to their initial polarization states, thus retrieving the
lost information. In this report we introduce and explore two possible approaches to
polarization control. The first is a hardware correction which retrieves the original polarization
by sending incoming photons through a calibrated 3-paddle fiber twister, a standard device for
inducing polarization transformations in optical fiber. The second is the simulation of an
alternative measurement procedure, which makes use of statistical features of the system to
create a high degree of correlation between the measured and transmitted polarization states
even in the presence of uncontrolled polarization changes. In this way, the input state can be
deduced from the measured state, and the intended information retrieved. The hardware
implementation is showing promising results when used in real-time in the laboratory. Results

for the simulation are still pending at this time.
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Methods

Two methods of polarization control are explored; the first, involves the use of a 3-paddle
fiber-twister to revert incoming photon polarizations back to the initial states; the second, involves
the simulation of a different measurement scheme to maintain a high degree of correlation between

observed and states at either end of the quantum channel.

The hardware correction

The hardware correction requires the regular mapping
of the three paddle settings to a particular rotation of two

points on the surface of the Poincare sphere (Fig.1) which

describes all the possible polarization states of a photon. The

Figure 1 : Poincare Sphere- Polarization
3-paddle fiber-twister works by twisting fiber-optic cables by  states are depicted as points on the
surface of the sphere with coordinates
determined by the Stokes' vectors: s1,
s2, s3. Points on opposite sides of the
sphere are orthogonal and can be used
resulting database, linking paddle settings to a rotation, is used to describe the full state space.

some preset angle determined by the paddle settings. The

to calibrate the 3-paddle fiber-twister so that incoming photon polarizations can be transformed
back to their initial states, which are predetermined by regulating the input photon polarizations, so

that data can be shared reliably.

To build up a database of transformations, a laser is shone into a circular polarizer and then
into a linear polarizer set at an angle of 0° for the Horizontal polarization state (| H>) and an angle
of 45° for the Diagonal polarization state (| D>) at the transmission source. These define the initial
polarization states. Both these states are required for the paddle settings to be mapped to a unique
rotation on the Poincare sphere. The photons are then passed through the 3-paddle fiber-twister and

into a polarimeter which will measure the three Stokes’ vectors (Fig. 1) that describe the point on the
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surface of the Poincare sphere which defines the photon’s polarization. Each measurement is
repeated four times for each angle of the linear polarizer and each paddle setting from 0° to 170°
with 10° increments. The initial and final positions of the | H> and | D> states can be used to
describe the rotation carried out by the fiber-twister at each paddle setting (Fig.2). The
transformation on the Poincare sphere is a solid-body rotation, which can be written as a clockwise
turn through some angle about a particular axis. This is shown in Figure 2 where the basis states on

the equator are mapped onto their counterparts somewhere else on the Poincare sphere.

Once established this database is used in the
regular calibration of the measurement
apparatus so that the fiber-twister can reverse
any changes to the polarization incurred as the
photons travel through the quantum network.
To test the effectiveness of our database in
describing any possible transformation on the
photon polarizations, it was regularly searched
for a close fit to 10,000 random transformations

Figure 2: The effect of the 3-paddle fiber-twister on
polarization states. The fiber-twister can be described as of the basis states. The results from this showed

rotating a point clockwise about some axis by some angle.
that the database does cover the full state space

and real-time testing could move forward.

Applying this method in real-time required that a new transformation database be created.
Once this was done, the method was tested by scanning the database for a transformation that maps
the incoming photon polarizations, to some arbitrary points on the Poincare sphere. With this test

being successfully completed, the full calibration and correction scheme was implemented in real-
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time. The transformation database was collected once more and the fiber-optic cables leading to the
fiber-twister were either replaced or twisted such that the effect of the channel on the polarization of
the incoming photons was changed. A series of |H> and |D> polarized photons were input into
the channel and their final polarization states were recorded. The rotation needed to revert these
final states back to their respective initial states was calculated and the database was searched for the
three paddle settings that best approximated this rotation. The three-paddle fiber-twister was reset
using these paddle settings and more | H> and |D> polarized photons were sent through the
channel. These states were recovered to within 5° of their intended states on the Poincare sphere,
suggesting that the hardware approach can be considered a successful method of polarization

control. These results are shown in Figures 5 and 0.

The simulation of an alternative measurement scheme.

The potential of a different measurement scheme in maintaining a high degree of correlation
between measured states was explored as a possible alternative to recovering lost information
without the use of the hardware correction. The principle is illustrated in Figure 3 through the
process of quantum key distribution. An entangled pair source (EPS) produces two photons in the
|P" > Bell state which are distributed to people who want to communicate securely, Alice and Bob,
both of whom make a measurement on the polarization of their photons. In a perfect world, if Alice
were to measure the | H> state, she would immediately know that Bob measured the | V> state.
This is the principle of quantum entanglement. If they don’t agree on this measurement, it means
that someone has intercepted the photon somewhere along the channel and is eavesdropping on
their conversation. Alice and Bob would know that their communication channel is compromised,

and can take appropriate measures. This scheme requires that Alice and Bob’s measurements are
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highly, if not completely, correlated. However, as we know, the photon polarizations change as they

travel through the quantum channel and the measured states will differ.

Figure 3: The use of a different measurement scheme may maintain a high degree of correlation between measured states. The
polarization is only changed along Bob’s channel by some angle, o, around the equator of the Poincare sphere.

Figure 3 considers the case when the polarization is changed only along Bob’s channel and the
transformation is a rotation by some angle, o, around the equator of the Poincare sphere. The
mathematics are not shown here, but the table shows that a perfect correlation between Alice and
Bob’s results can be recovered in the @ = m/4 case if Bob changes his measurement basis from the
{H,V} to the {D,A} basis. Extending this result to any kind of rotation of the polarization (not just
around the equator) applied to both Alice and Bob’s channels is the next step in exploring how well

this method performs at regaining a perfect correlation between states. Our approach is to study this
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method by randomly rotating the photon polarizations along Alice and Bob’s channel and testing
how effective each measurement basis is in recovering a correlation between states. Based on this
information, we can develop an optimal measurement procedure and determine whether this has the

potential of limiting error rates sufficiently to be implementable in a real system.

Results

The hardware correction to the polarization of incoming photons is successful when tested
in the laboratory. Testing the database on 10,000 random transformations finds a corresponding
transformation in the database that produces an average of over 98% measurement certainty. These
data are shown in the histograms in Figure 4 where the final state due to the original rotation of the
basis states is compared with that from the rotation identified in the database by measuring the
overlap of the two states. The square of this overlap gives the degree of certainty in the

measurement.

Figure 4: The Inner Product between final states: D (left), H (right) taken from the database with 10° increments of the paddle
settings
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These results suggest that the database of transformations can successfully map the basis
states to any point on the Poincare sphere and vice versa. We considered if sampling the paddle
settings over 10° increments creates a database that is too detailed for our purposes, and that we
may be able to save time by creating a database over 20° increments, which would be accurate
enough for our purposes while requiring one eighth the number of settings. The same test over
10,000 random inputs was repeated using the same database filtered by only using paddle settings at

20° increments and the resulting overlaps are shown below.

Figure 5: The Inner Product between final states: D (left), H (right) taken from the database with 20° increments of the paddle
settings

Even with a significantly smaller database, we can average an overlap of over 95% corresponding to
a 90% measurement certainty, making the correction scheme successful even with the smaller

database.

The real-time testing of this scheme serves to check that no errors were made in the process
of representing the needed rotations both to create the database and to identify the target rotation in
the calibration process. Two tests were carried out. The first test involved finding the rotation in the
database that would map arbitrary starting points, as determined by the test setup, to some select

points on the Poincare sphere. This showed some success when applied to real photons passing
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through the setup. With this test done, we tested the real-time calibration procedure on the test
setup. We were successful in showing that the hardware correction to polarization control can be
used to negate any transformations incurred on the polarization basis states. Images of the benchtop
setup, including the setup used to build up the database of transformations are shown in Appendix
A. The effect of the channel on the incoming polarization was changed by twisting the fiber optic
cable between the motorized rotator and the 3-paddle fiber-twister. The first test setup is shown in
Image 2 of Appendix A. The polarization state of the incoming photons was measured, and the
fiber-twister was calibrated. Passing photons into the calibrated setup corrected the polarization
states to the desired H and D states with reasonable accuracy. The transmission fiber-optic cable was
then twisted again, and the process was repeated. Figure 6 shows the results for the second setup.

The left image shows the final polarization state as the photons pass through the uncompensated

Figure 6: Benchtop results for the hardware correction. (Left) The final polarization states before the calibration
of the 3-paddle fiber-twister. (Right) The final polarization states after the calibration of the 3-paddle fiber-
twister.

setup. The right image shows the final polarization states after the calibration of the 3-paddle fiber
twister. The H and D states aren’t recovered completely, however, this degree of accuracy is

sufficient to recover the proper H and D states most of the time, allowing for data sharing.
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Analysis of the alternative measurement procedure is still in its early stages. However,
defining a measure of the correlation between results gives us some ideas as to how well this method
works in the simplified case. The correlation was defined as,

C= P(X,Yg) — P(XyX3)
U P(XaYp) + P(XaXp)

where P(X,Yg) is the probability that Alice measures the X state and Bob measures the Y state. In
the simplified case desctibed above, Alice only measures in the {H,V} basis and Bob will switch
between the {H,V} and the {A,D} bases. The correlation plot is shown below over all possible
rotation angles around the equator of the Poincare sphere. Using this scheme, the minimum possible
correlation between results is at o = (2n+1)*n/8 where C = 0.707. This result is interpreted as the
correct result being ~5.8 times more likely to be measured than the incorrect one, or that Bob and
Alice’s results are correlated 85% of the time. It remains to be quantified whether this correlation is
sufficient for data to be efficiently shared across the network as we consider the three-dimensional

rotations along both Alice and Bob’s channels.

Figure 7: The plot of the correlation between results depending on which basis Bob measures in. The red curve represents the
correlation when Bob measures only in the {H,V} basis, the blue curve is for measurements in the {D,A} basis.
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Discussion

We have demonstrated a practical method for polarization control which works by passing
photons through a pre-calibrated fiber-twister. With the benchtop tests of the hardware correction
successful, the method will now be implemented into the quantum network linking Brookhaven
National Laboratory and Stony Brook University. For the time being, this network is made up of
fiber-optic cables but the transmission of photons through free-space is another project currently
underway. The hardware correction may then be tested in this system too. The success of this

procedure will lead to this research being published in the coming months.

The simulation of the new measurement scheme is still underway and research into this

method will extend beyond the end of the internship.
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Appendix A

Motorized Rotator

3-paddle Fiber twister
785 nm diode laser

Image 1: The setup used to build up the database of transformations. Photons are created at the 785 nm diode laser and passed
through the fiber-optic cable to the motorized rotator where the [H> and | D> states are selected. The photons then travel
through the fiber-optic cables to the 3-paddle fiber-twister where their polarization is changed, and then on to the polarimeter
where the final polarization is measured.
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Image 2: The first test setup used to test the correction algorithm. The yellow fiber optic cable was twisted to change the effect
of the channel on the incoming polarizations.
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Image 3: The second setup used to test the correction algorithm. The yellow fiber-optic cable was twisted in a different way.
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Microgrids using large-scale energy storage systems are attractive to rural areas
in developing nations since they allow electricity to be more accessible at a lower cost.
However, when it comes to using intermittent energy sources to power these microgrids,
advancements in energy storage systems, such as batteries, need to be made. Even with
the rise in market for Li-ion batteries, aqueous Zn-ion batteries are beginning to capture
more interest due to their high chemical safety, natural abundance, and low cost. When
fabricated with sodium vanadate (NVO) as a cathode material, a unique pillared
framework is provided to assist in facilitating Zn-ion migration. In this study, we will be
analyzing this crystal framework as a function of temperature and see how it is affected.
There were two samples prepared for study: one annealed at 300°C (NVO300) and
another at 500°C (NVO500). X-ray powder diffraction (XPD) patterns were collected at
Stony Brook University and x-ray absorption spectroscopy (XAS) spectra collected at the
National Synchrotron Light Source Il (NSLS-II) in Brookhaven National Laboratory (BNL).
After the investigation of XPD patterns, it was found that NVO500 contained no water,
which was realized to assist in ion transport throughout the electrode. This lack of water
depicted a decrease in performance concerning the electrochemistry. Operando XAS
spectra was collected for NVO300, which showed a significant jump in energy at the pre-
edge, from 5465eV to 5470eV. From the decrease in edge energy, a reduction in
vanadate was depicted. These findings are significant since they show how the
electrochemistry of the battery can be controlled by changing a material’s structural
properties through heat addition. As a result of this summer, | can analyze data from XPD
and XAS techniques. | am now familiar with several software programs including PeakFit,
VESTA, GSAS-II, and Athena.

Keywords: energy storage systems, characterization techniques, electrochemistry
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Introduction

Fig. 1 Crystal structure of sodium vanadium oxide (NaV308, NVO).

Tang, Christopher & Singh, Gurpreet & Housel, Lisa & Kim, Sung Joo & Quilty, Calvin & Zhu, Yimei & Wang, Lei & Takeuchi,
Kenneth & Takeuchi, Esther & Marschilok, Amy. (2021). Impact of Sodium Vanadium Oxide (NaV 3 O 8, NVO) Material Synthesis
Conditions on Charge Storage Mechanism in Zn-ion Aqueous Batteries. Physical Chemistry Chemical Physics. 23.
10.1039/D1CP00516B.

13% of the world does not have access to electricity and many more with access
find it unreliable or too expensive.[1] This can pose a barrier to economic development in
emerging economies. A possible solution to this is the construction of microgrids in these
locations, which are self-contained electric grids that can operate independent of the
central power grid. Additionally, microgrids allow for the implementation of sustainable
energy production, such as wind and solar power, making this a cheap and efficient
source of electricity.[2] To account for the instability in power generation from these
intermittent power sources, the use of energy storage systems play an important role.

Zn-ion aqueous based batteries are an attractive alternative for Li-ion batteries for
these applications because of its high theoretical capacity (820 mAh/g), low redox
potential (-0.76 V vs. SHE), and low toxicity.[3,4] Layered metal vanadate systems
(MxVyOz or MVO, M = metal ion) have been explored as a cathode material because of
their architecture, which helps promote ion transfer, and their nanostructured morphology,
which is considered to enhance rate capability due to the shortened diffusion length for
the Zn ion.[5,6] From these systems, sodium vanadium oxides (NVO) show the most
promise with their sheet-like structure (Fig. 1). [7]

To better understand the reaction mechanisms occurring within this material,
characterization techniques such as X-ray powder diffraction (XPD) and X-ray absorption
spectroscopy (XAS), will be focused on for this study.

1.1 X-ray powder diffraction (XPD)

XPD is a powerful nondestructive characterization technique commonly used to
provide information on crystal structure, phases, preferred crystal orientation, grain size,
and other structural parameters. This technique is based on the production of constructive
interference from diffracted x-rays between the incident x-ray beam and crystalline
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sample (Fig. 2).[8] Peaks are produced
when the detector identifies constructive
interference (Fig. 3), and the conditions
satisfy Bragg’s Law:
nA = 2dsin@ (1)
where n is an integer, A is the wavelength
of the X-rays, d is the interplanar spacing,
and 0 is the diffraction angle.[9] Bragg’s
Law is important in XPD because it
connects the wavelength of
electromagnetic  radiation to the
diffraction and the lattice spacing in the
crystalline sample. By converting the
diffraction peaks to d-spacing,
compounds can be identified, since each
e, ) el o et s compound has a set of unique -
prepared by ultrasonication. 10.13140/RG.2.2.23988.76166. spacings. When scanning a sample, a
large range of 20 values is used to
receive all possible diffraction directions
of the lattice due to the random orientation
of the powdered material. Rietveld
refinement can be done on collected
pattern. Refinement considers structural
parameters, such as micro-strain, unit cell
size, and atomic positions, which can
generate a 3-dimensional model of the
Bunaciu, Andrei A. & Udri$Tioiu, Elena & Aboul-Enein, Hassan.  crystal structure. Additionally, sample

(2015). X-Ray Diffraction: Instrumentation and Applications. iy . .
Critcal reviews in analytical chemisty / CRC. 45. Ccomposition can be determined via phase

10.1080/10408347.2014.949616. IDs

Fig. 2 Schematic of X-ray interacting with
lattice planes.

Fig. 3 Example of XRD pattern.

1.2 Operando X-ray absorption spectroscopy (XAS)

XAS is a high energy, element specific characterization technique that can give
information oxidation states and the geometry of atoms. Essentially, a photon is
accelerated towards a core electron and excites it to higher orbitals or to the continuum

(Fig. 4).

There are two main regions on a XAS spectra: x-ray absorption near-edge structure
(XANES) and extended x-ray absorption fine structure (EXAFS) (Fig. 5). Each region
depicts energy levels that the electron can excite to. For example, if an electron were
excited to the level of an unoccupied orbital, that only requires a low amount of energy,
which would be depicted in the pre-edge XANES region. However, if the electron were
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Fig. 4 Schematic of X-ray interacting with core electrons.

Fig. 5 Example of XAS spectra showing the two
main regions: XANES and EXAFS.

Chae, Sejung & Moon, Juhyuk & Yoon, Seyoon & Levitz, Pierre & Winarski,
Robert & Monteiro, P.. (2013). Advanced Nanoscale Characterization of
Cement Based Materials Using X-Ray Synchrotron Radiation: A Review.
International Journal of Concrete Structures and Materials. 7. 10.1007/s40069-
013-0036-1.

excited to the continuum, that
requires a lot of energy, which
could be seen in the EXAFS
region.[11] In this paper, we
will mostly be referring to the
XANES region, focusing on
shifts within the pre-edge and
edge energy. Pre-edge shifts
correlate to structural changes
of the atoms, while edge
energy shifts correlate to
changes in oxidation states.
Operando is a technique
where the analysis being
done, in this case XAS, is
happening while the battery is
cycling. This allows for the
collection of data in real time
during operation. It is a
powerful method since it can
reveal reaction mechanisms
that would not have been
apparent otherwise.
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Experimental

a) b)

The samples used in this study were pre-prepared and then were annealed in air
for 3 hours at 300°C for NVO(300) and 500°C for NVO(500). XPD patters on pristine

Fig. 6 Rietveld refinement of XPD patterns for (a) NVO300 and (b) NVO500 with accompanying
modelled crystal structures.

samples were acquired on a Rigaku Smartlab X-ray diffractometer using a Ka X-ray
source. Rietveld refinement was done using the GSAS-Il software package. Samples
were refined using NaxVs3Os anhydrous and hydrous phases. Operando XAS
measurements at the V K edge (5465eV) were taken at the quick x-ray absorption and
scattering (QAS) 7-BM beamline in NSLS-Il at BNL. All samples were measured with a V
metal foil reference simultaneously for correct energy alignment. Spectra for the following
standards were also collected: V205, VO2, and V203. XAS spectra was then calibrated
using Athena from the Demeter software package.

Results and Discussion

1.1 Rietveld Refinement

X-ray powder diffraction patterns of NVO300 (Fig. 6a) and NVO500 (Fig. 6b) in the
pristine state were collected and fitted using Rietveld refinement. NVO300 was fitted
using both anhydrous and hydrous references, while NVO500 only required the
anhydrous phase.[12] The refined lattice parameters, crystallite size, micro strain, and
unit cell are summarized in Table 1. The NVO300 powder consisted of 60% hydrous
phase and 40% anhydrous phase. This shows that NVO300 has higher water content in
the interlayer spacing. The smaller crystallite size reported in the NVO300 is
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Table 1: Summary of refined crystal parameters.

analogous to the decreased intensity and broadening of peaks when compared to
NVO500. Similar unit cell parameters and modelled crystal structures show that annealing
alters crystallite size without significant changes in NVO'’s crystal structure. Additionally,
a study reported how smaller crystallite size corresponds to a larger effective diffusion
coefficient and improved delivered capacity at all rates.[7] This could also be attributed
with the presence of water assisting in the facilitation of ions. According to the same study,
after cycling these electrodes in a cell, the presence of two new phases were identified in
both samples by using Rietveld refinement. One phase was determined to be
Zn4S04(OH)6-5H20 (ZHS). ZHS typically forms due to the pH change of mild acidic
electrolyte during discharge and can indicate H* insertion mechanism. However, on
charge, the ZHS phase is not detected, suggesting revisability of the H* insertion. The
other phase is zinc vanadium oxide, Zn3(OH)2V207-2H20 (ZVO), which exhibited partial
reversibility. This can be related to interactions between the intercalated Zn ions and OH-
from water dissolution.[13]
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1.2 Operando XAS

Fig. 7 Operando XAS scans collected during the first discharge cycle for NVO300.

Vanadium K-edge operando XAS measurements were collected for the NVO300
sample. The spectra received during the charging cycle was analyzed and compared to
V205, VO2, and V203 reference materials to estimate the changes in oxidation state (Fig.
7). In its pristine state, NVO300 features a sharp pre-edge peak that is representative of
the asymmetric VOs square pyramids. Comparison of the sample’s pristine state to post
discharge depicts a dramatic decrease in intensity and positioning of the pre-edge. The
energy shifted from 5470.22 eV to 5468.92 eV during lithiation, which is associated with
a loss of crystalline character and the formation of more regular octahedra. The edge
energy for the pristine sample is 5481.87 eV, which is most consistent with the V205
reference, indicating that this material originates as V°*. As the electrode discharges, the
edge position steadily decreases and reaches 5478.44 eV. The spectra is now closer to
the V203 reference, illustrating a shift in oxidation state to VV3*. This is close to the average
vanadium oxidation state of 3.2. The decrease in edge energy occurs because as the
core orbital is being reduced, the distance between the core orbital and the nucleus
increases, requiring less energy to excite these electrons. According to literature,
charging the electrode showed that the edge and pre-edge positions return to their
pristine state suggesting a reversible oxidation process.[13]
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Conclusions

In this work, samples were pre-prepared and annealed in air for 3 hours at 300°C
for NVO(300) and 500°C for NVO(500). XPD characterization depicted smaller crystallite
size and higher water content in the NVO300 sample. This proved to be significant since
it was found that water is the main driving force for ion insertion throughout the electrode.
Through literature search, it was found that other phases started forming as the electrode
was cycled. Operando XAS demonstrated that this material has reversible properties,
which is important for batteries. Also, it highlighted structural changes in the sample
during cycling. Overall, this work proved that the performance of a material can be
controlled by making changes in its structural properties.
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Abstract. High Energy Physics (HEP) and Nuclear Physics (NP) experiments - including the proposed Electron-Ion
Collider at Brookhaven National Laboratory (BNL) - require the use of high-precision detector technologies. One such
variety, the Low Gain Avalanche Diode (LGAD), is a silicon-based sensor which features internal amplification and very
good timing. LGADs have been optimized for the detection of Minimum Ionizing Particles (MIPs). When MIPs traverse
the LGAD’s thin silicon bulk they generate electron/hole pairs along their track. Electrons drift towards a region
characterized by a high electric field where they experience impact ionization. However, this is not true for the edge of the
pixel, as electric fields are below the threshold for impact ionization rendering it functionally ‘dead’. This issue becomes
more prevalent with smaller dimensioned LGADs. As a result, the current LGADs used in HEP experiments such as CMS
and ATLAS at CERN suffer from a poor spatial resolution, having a relatively large area of 1.3x1.3 mm?. For this reason,
a new generation of LGADs has been developed to have higher spatial resolution: AC-coupled LGADs (AC-LGADs). At
this time, little is known about how a signal develops within these devices. For this reason, dozens of simulations were
conducted using Silvaco’s TCAD software that modeled a MIP traversing an AC-LGAD. The resulting current pulses are
modeled as if they were read-out by infinite-bandwidth electronics, requiring them to be processed through a low-pass filter
to resemble data that would be obtained through non-simulated means. The data were then plotted for analysis. This process
was repeated for multiple pad pitches as well as increments of the thickness of the device’s oxide layer as a continuation of
work done during the Spring 2021 CCI-Tech internship appointment.

INTRODUCTION

Low Gain Avalanche Diodes are a type of silicon-based sensors which exhibit very good time resolution. They are
built on a very thin silicon bulk material, in the order of 50 microns or below. These qualities make them highly
suitable for the fast detection of Minimum lonizing Particles (MIPs) in high energy physics experiments (HEPs).

As the MIPs traverse the bulk, they generate electron/hole pairs along their path, the quantity of which are
approximately 80 pairs per micron of silicon. Electrons drift through high electric field regions and undergo impact
ionization. This high electric field region is created by the presence of a p enrichment implantation just below the n
implant at the surface of the diode (Fig. 1). The short drift of the multiplied holes that eventually reach the back of the
diode creates a signal large enough to be detected by fast front- end read-out electronics.

FIGURE 1. Cross-section of an LGAD.

The diode also features a region called the Junction Termination Edge (JTE) at the border of the n implant. The
area from JTE to JTE of nearby pixels is considered ‘dead’. Electrons created by MIPS that pass through this region
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will not experience any impact ionization and as a result the signal in this region will be below the threshold for
detection by read-out electronics (Fig. 2). This issue becomes more prevalent with smaller dimensioned LGADs. As
a result, the current LGADs used in HEP experiments such as CMS and ATLAS at CERN suffer from a poor spatial
resolution, having a relatively large surface area of 1.3x1.3mm?.

FIGURE 2. Electrostatic potential in example simulated LGAD. Red arrows indicate trajectories of electrons. Circled electrons
cross low-electric field region and are not amplified.

For this reason, a new generation of LGADs have been developed to have good spatial resolution: AC-LGADs. A
main difference is that, in the AC-LGAD, the large uniform n-implant present is about 10 or 100 times less doped than
the n+ implant of a standard LGAD. The n-implant is covered by a thin dielectric layer which is typically silicon oxide,
silicon nitride, or both, while remaining grounded through a contact at its border (Fig. 3). A 100% fill factor is achieved,
with uniform multiplication and no dead arecas. Metal electrodes are patterned over the thin insulator and the signal is
AC-coupled to these electrodes, which are connected to the read-out electronics. Since the metal electrodes are
separated from the n-layer by an insulator, they do not collect charge and the signal pulse is bipolar (integral of the
waveform is zero).

FIGURE 3. Signals are capacitively coupled to finely patterned metal —electrodes placed on an insulator above the diode.

At this time, little is known about how the way the signal develops within AC-LGAD devices. To investigate this,
multiple numerical simulations were performed using Silvaco’s TCAD suite to simulate a MIP traversing an AC-
LGAD. During the Spring 2021 internship appointment this included only one set of simulations — a value for pitch
of 100 microns. To expand on this, simulations were performed which doubled that value to 200 microns, and the
thickness of the oxide layer was doubled for an additional set of simulations as well. A much smaller set of simulations
were also performed without the use of a designated impact ionization model for the purposes of comparison.
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METHODS

Performing Numerical Simulations with Silvaco’s TCAD Suite

Silvaco’s TCAD suite of software provided the ability to perform the necessary process and device simulations,
allowing the physical and electrical characteristics of AC-LGAD devices to be modeled. This tool was used to create
dozens of data sets that modeled a MIP traversing an AC-LGAD with changes made to the geometry of the metal
electrodes on the surface of the diode. Previously, a pitch of 100 microns was selected- a relatively standard value.
Values for entry point that ranged from 200 to 250 microns were used and were incremented by 5 microns. The chosen
values for entry point correspond with the mid-gap and mid-metal locations. For every entry point different values for
the gap between two metals were also simulated. Their values ranged from 20 to 80 microns and were incremented by
10microns (Fig. 4).

FIGURE 4. Extract of a TCAD simulation.

For this appointment these values were expanded to include a pitch of 200 microns, increasing the overall width
of the device to 1000 microns. The MIP entry points used in these simulations ranged from 400 — 500 microns,
increasing in increments of 10 microns. These values also correspond with mid-gap and mid-metal locations. Gap
values between 20 and 160 microns, incremented by 20, were also simulated for every value of entry point.
Additionally, a set of simulations were performed where the thickness of the oxide layer was doubled to .2 microns.
This was done for every value of entry point used for the pitch 200 simulations, but only every other value of gap.
One final set of simulations were performed which removed a parameter from the deck which defined the impact
ionization model used during the simulation process (Fig. 5). This was done for one value of gap and using entry point
values which corresponded to a mid-gap location, a mid-metal location, and a point in between. For the pitch 200 data
this meant values of 400 microns, 450 microns and 500 microns were selected.

FIGURE 5. Comparison of current pulses with impact selb statement off vs. on
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Every individual simulation, once completed, generated sampled data that illustrated a current pulse at all the
electrodes of the AC-LGAD, as the MIP traversed through it (Fig. 6). This was simulated as if they were read-out by
infinite-bandwidth electronics, a case that would never exist in a typical lab setting. This meant that it would be
necessary to perform digital signal processing (DSP) to allow the simulated data to reflect more accurately what would
be collected through non- simulated means.

FIGURE 6. Current pulses at the electrodes.

Design and Implementation of MATLAB Filtering Script

A custom MATLAB script was designed and written to perform the necessary DSP per the following design
considerations.

Data Handling and Structure

The files generated by the Silvaco simulations were text documents which contained columns of data for every
parameter simulated. This was truncated to only include the current readings in the metals, bulk and subst