Abstract—Ground-based observations from two different radiometers are used to evaluate commonly used microwave/millimeter-wave propagation models at 150 GHz. This frequency has strong sensitivity to changes in precipitable water vapor (PWV) and cloud liquid water. The observations were collected near Hesselbach, Germany, as part of the Atmospheric Radiation Measurement program’s support of the General Observing Period and the Convective and Orographic Precipitation Study. The observations from the two radiometers agree well with each other, with a slope of 0.993 and a mean bias of 0.12 K. The observations demonstrate that the relative sensitivity of the different absorption models to PWV in clear-sky conditions at 150 GHz is significant and that four models differ significantly from the observed brightness temperature. These models were modified to get agreement with the 150-GHz observations, where the PWV ranged from 0.35 to 2.88 cm. The models were modified by adjusting the strength of the foreign- and self-broadened water vapor continuum coefficients, where the magnitude was model dependent. In all cases, the adjustment to the two components of the water vapor continuum was in opposite directions (i.e., increasing the contribution from the foreign-broadened component while decreasing contribution from the self-broadened component or vice versa). While the original models had significant disagreements relative to each other, the resulting modified models show much better agreement relative to each other throughout the microwave spectrum. The modified models were evaluated using independent observations at 31.4 GHz.
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I. INTRODUCTION

RADIATIVE transfer (RT) models are used to compute the propagation of radiant energy through various media. Accurate RT models, particularly in the visible and infrared wavelength regimes, are needed to improve our understanding of atmospheric processes and to capture the radiative impact of these processes in numerical models such as global climate models. Furthermore, RT models in all spectral regions are an important component of any remote sensing technique.

RT models need to account for the scattering of radiation by particles, as well as the emission and absorption by both particles and gases. In order to properly account for the radiative contribution of gases, many RT models use the spectral absorption parameters (e.g., line position, strength, half width, and temperature dependence) that are available in common spectral databases (e.g., HITRAN [1]). However, as the assumed line shapes used in RT models are not perfect, there are contributions in the far wings of these absorption lines that are accounted for in most RT models with a “continuum” absorption model. Improving the accuracy of these continuum absorption models, particularly those associated with water vapor absorption, has been an ongoing challenge for the RT community.

Microwave and millimeter-wave (henceforth, “microwave”) observations of the atmosphere have a tremendous amount of information regarding the temperature and humidity structure of the atmosphere, as well as the total amount of water vapor and cloud liquid in the column (e.g., [2]–[9]). Furthermore, airborne and satellite microwave remote sensors provide information about the surface, including emissivity and moisture content (e.g., [10]–[12]). These applications require accurate RT models to prevent biases from affecting the results.

The scientific community has used several different microwave RT models for these applications. There have been numerous comparisons of different microwave RT models relative to each other and to observations (e.g., [13]–[16]). Many of these comparisons have been limited to frequencies below 60 GHz, but there have been a few studies that evaluated the accuracy of microwave RT models at higher frequencies. For example, Racette et al. [17] used observations from multiple radiometers in the Arctic to evaluate three different models up to 340 GHz; however, the maximum amount of precipitable water vapor (PWV) in this study was less than 0.6 cm, and there was significant uncertainty in the PWV. Hewison [18] used airborne microwave radiometer observations collected in conditions ranging from the Arctic to the tropics to evaluate
different RT models from 89 to 183 GHz; in this case, the 33 profiles were all measured by the aircraft that also carried the five-channel radiometer used in the comparison. These studies suggest a need for additional validation of the microwave absorption models at higher frequencies. This is particularly important as several current and future satellite sensors make observations at higher frequencies such as 90 and 150 GHz (e.g., Advanced Microwave Sounding Unit).

The Atmospheric Radiation Measurement (ARM) program, in support of the Convective and Orographically Induced Precipitation Study [19] and the long-term model evaluation of the General Observing Period [20], deployed the ARM Mobile Facility (AMF, [21]) to the Black Forest region in southwestern Germany from April through December 2007. The AMF was situated in the middle of the Murg Valley (48.54° N, 8.41° E) to provide data that could be used to help improve the quantitative forecasting of precipitation, including the diurnal cycle and windward/lee effect of the mountains. This valley location resulted in frequent fog and dew formation events, particularly during calm evenings, and was frequently cloudy during the day due to the orographic forcing and convective activity. Nonetheless, many cloud-free periods with coincident radiosonde launches were identified during this nine-month AMF deployment, which were used in our clear-sky evaluation.

We have used these clear-sky periods to evaluate the accuracy of different commonly used microwave RT models. Our results suggest that modifications should be made to the strength of the water vapor continuum absorption parameterizations used by all of these models in order to get better agreement with the 150- and 31.4-GHz observations.

II. INSTRUMENTATION

The AMF instrument complement includes the routine launching of Vaisala RS92 radiosondes (four/day), a two-channel microwave radiometer (23.8 and 31.4 GHz), micropulse lidar, infrared interferometer, and other instruments. The AMF was augmented with two additional radiometers that make observations of the downwelling radiance at 90 and 150 GHz. Liquid water absorbs more strongly at these higher frequencies than in the 20–30-GHz range, and thus, observations at these higher frequencies can significantly improve the accuracy of the retrieved liquid water path (LWP) [22]. Accurate LWP is important in order to determine the radiative properties of liquid water clouds (e.g., [23]). However, there is a limit to the improvement in the retrieved LWP that can be achieved with these larger frequencies when the LWP gets large, as the brightness temperature may saturate at these frequencies for clouds with large LWP. We used these high-frequency observations to evaluate four commonly used microwave RT models in cloud-free scenes, which is the first step in incorporating these frequencies into cloud property retrieval algorithms.

The observations used in this analysis were collected by two radiometers manufactured by Radiometer Physics GmbH (RPG). The first radiometer, which is owned by the ARM program and will henceforth be called the microwave radiometer–high frequency (“MWRHF”), is a two-channel system that makes observations at 90 and 150 GHz. The second radiometer, which is the Dual Polarization Radiometer (DPR) owned by the University of Munich and fielded by the University of Cologne, is a three-channel system that also makes observations at 90 and 150 GHz. A wire grid is used to separate the polarizations at the latter frequency, so that both the vertical and horizontal polarizations can be measured separately and simultaneously. RPG has incorporated many features from their lower frequency multiwavelength radiometers into these radiometers, including excellent thermal stability (e.g., the temperature of the radio-frequency deck is maintained within 30 mK) [24]. Both radiometers use direct detection at 90 GHz, whereas the 150-GHz channels are heterodyne systems. The newer MWRHF employs a highly stable internal noise source for frequent (once every second) updates of the radiometer sensitivity (gain). For the DPR, the gain is only updated every few minutes by interrupting the atmospheric observations and viewing an internal blackbody target at ambient temperature.

Both radiometers were also occasionally calibrated by viewing a liquid-nitrogen target, and the observations from this target and the internal blackbody are used to determine the noise source temperature, system noise temperature, and the gain. Since the noise source and the system noise temperature are assumed to be highly stable, RPG recommends liquid-nitrogen calibration at the beginning of a deployment and every few months after that. This calibration method requires an operator to install the calibration target on the radiometer and fill it with liquid nitrogen. While the liquid-nitrogen calibration principle for both radiometers is similar, the realization is quite different. The DPR is a scanning instrument that is mounted on a rotating horizontal axis. The liquid-nitrogen calibration target is placed under the DPR, and the entire radiometer is rotated around its horizontal axis to view this target; the rotation of the entire instrument is done to preserve the polarization of the incoming radiation. For the MWRHF system, the liquid-nitrogen calibration target is mounted on one side of the radiometer, the elevation mirror is directed toward that side, and an aluminum reflector is used to redirect the radiation from the target into the instrument. The liquid-nitrogen calibrations for both radiometers were carried out by different operators and at different times. Therefore, the liquid-nitrogen calibration of the two radiometers can be considered to be largely independent of each other; however, it is possible that both radiometers may have common systematic errors because the calibration approach is similar, resulting in an underestimate of the radiometric calibration uncertainty.

The instruments also performed regularly scheduled tip scans [25], which were automatically evaluated by the operational software on the radiometers to update the calibration if the sky was determined to be homogeneous and cloud free. For both radiometers, the calibration of the 90-GHz channels was updated many times between liquid-nitrogen calibration events; however, due to the opacity and variability of the atmosphere at 150 GHz, all of the tip-scan calibrations were considered to be invalid, and thus, none was applied. Therefore, the calibrations of the 150-GHz data from both the MWRHF and DPR were determined solely from the liquid-nitrogen calibrations, while the calibration of the 90-GHz observations included a mixture of liquid-nitrogen and tip-scan calibrations. A postanalysis of
the 90-GHz tip calibration periods determined that many of these periods were not valid due to fog and dew accumulation on the radomes of the radiometers, and thus, the calibration of the 90-GHz data was neither constant nor accurate over time. Unfortunately, due to the lack of some of the essential housekeeping fields in both instruments’ data sets, the 90-GHz data cannot be reprocessed to restore the calibration of this channel with confidence. Thus, our analysis here has focused purely on the 150-GHz observations.

Each of the instruments is able to maintain the calibration determined from the liquid-nitrogen views by regularly viewing the internal ambient blackbody target, which has the same design for both the DPR and MWRHF. This target, which is constructed of carbon-loaded foam in the shape of pyramids, is hermetically isolated from the environment with transparent low-density foam. The enclosed air inside the blackbody is circulated with small fans, drawing air through the pyramids and by gauged thermometers; these sensors are able to measure the temperature of the air with an absolute accuracy of ±0.1 K. Regular views of this ambient blackbody (every few minutes) with the stable noise diode on and off are used to monitor the gain of the instrument.

As indicated earlier, the 150-GHz brightness temperature \( T_b \) observations from the two radiometers were independently calibrated. The DPR was operational at the AMF site from May 2 until October 5, 2007, when it was removed from the site to support a different experiment. The MWRHF was still under construction at the start of the AMF deployment and thus was sent directly from the RPG factory to the AMF site. It started operation on June 22, although a liquid-nitrogen calibration was not performed until June 30. The MWRHF operated until the end of December 2007, when the AMF concluded operations in the Murg Valley. Both instruments collected only zenith observations during this deployment.

The two radiometers were simultaneously operational for essentially three months, but there were many periods when dew formed on the radomes and clouds were overhead. We have identified over 2000 coincident samples on 24 different days when the two radiometers were operational, did not have dew on their radomes, and were determined to be cloud free. These samples were selected by ensuring that the standard deviation of the observed \( T_b \) was less than 1 K over a 5-min period, the mean \( T_b \) was less than 190 K (which corresponds to the \( T_b \) of an atmosphere of more than 3.3 cm of PWV), and there were at least 20 observations in the averaging period. The center frequency and bandpass of the 150-GHz channels of both radiometers are essentially identical; thus, a direct comparison of the observations can be made. A comparison of these clear-sky cases (Table I, Fig. 1) demonstrates that the observations at 150 GHz from the two radiometers were in excellent agreement with each other, with a slope of 0.993 K/K, a mean bias of −0.12 K, and a correlation coefficient of 0.998. Therefore, we believe that these observations are accurate and can be used with confidence to evaluate the accuracy of microwave RT models.

We also used brightness temperature observations from the ARM two-channel (23.8 and 31.4 GHz) microwave radiometer system. These two-channel systems are present at all of the ARM sites, providing PWV and LWP retrievals for the program for over 15 years, and have been extensively evaluated by many investigators (e.g., [26]). These systems are automatically calibrated with tip scans and use robust data quality checks and thousands of valid tip calibrations, which help to ensure good stable calibration of the radiometer with a root-mean-square (rms) uncertainty in the observed brightness temperatures of approximately 0.3 K [27]. In addition, these two-channel systems are equipped with a heater/blower mechanism that directs warm air over the radome to prevent the formation of dew on the radiometer. Unfortunately, due to manufacturing lead time, heater mechanisms were not added to the DPR and MWRHF systems until after the AMF campaign was over.

## III. Models

While there are dozens of different microwave absorption models available, we have chosen to evaluate four of the perhaps most commonly used models. These models are the Millimeter-wave Propagation Model ([28]; henceforth called “Liebe87”), which is an updated version of this model ([29]; henceforth called “Liebe93”), a model that uses water vapor continuum components from both of these models with improvements to other aspects of the model ([30] and [31]; henceforth, “Rosen98”), and an independent model used by the ARM program for many years ([32], henceforth called “MonoRTM”). These particular models have been compared extensively with each other at frequencies between 20 and

<table>
<thead>
<tr>
<th></th>
<th>Mean Bias</th>
<th>RMS Difference</th>
<th>Slope</th>
<th>Intercept</th>
<th>Correlation</th>
<th>Number of Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPR</td>
<td>−0.12 K</td>
<td>1.29 K</td>
<td>0.993 K/K</td>
<td>1.10 K</td>
<td>0.998</td>
<td>2122</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of the MWRHF and DPR brightness temperature observations at 150 GHz. Statistics for this comparison are shown in Table I.
60 GHz (e.g., [13]–[15]). We used version 3.3 of MonoRTM, which includes the modified half widths of the 22.2- and 183.3-GHz water vapor line [33]. An updated version of MonoRTM (v4.0), released in September 2008, yields very similar results as v3.3 at 150 GHz. Similarly, an updated version of the Rosen98 model (released in 2003) yields essentially identical results to the Rosen98 model at 150 GHz.

The Liebe87, Liebe93, and Rosen98 models only account for the absorption due to water vapor, oxygen, and nitrogen in the microwave. MonoRTM includes contributions from other molecules such as ozone, nitrous oxide, and carbon monoxide, which have only a minor impact on the microwave spectrum at 150 GHz (less than 0.15 K). For this paper, we have specified the concentrations of all gases other than water vapor, oxygen, and nitrogen to be zero in the MonoRTM calculations, thus simplifying the comparison with the other three models. Ignoring the radiative contributions from these trace gases has a negligible impact on the 150 and 31.4 GHz results shown here. Note that all four of the models account for the contribution due to nitrogen, which is approximately 1.6 K (0.8 K) at 150 GHz when the PWV is 0.35 cm (2.88 cm) in a downwelling calculation.

The water vapor continuum absorption parameterization has two components, one accounting for the broadening by foreign gases (e.g., nitrogen and oxygen) and one accounting for the broadening by water vapor. These components, indicated here as $\alpha_f$ and $\alpha_s$, are referred to as the foreign- and self-broadened components of the water vapor continuum, respectively. The coefficients $C_f$ and $C_s$ are the foreign- and self-broadened water vapor continuum coefficients, respectively.

The formulation of a suitable expression to represent the water vapor continuum has been revised multiple times in the various models. The Liebe93 model uses a modified line shape to account for the absorption in the far wings of the water vapor lines [29] and thus does not use the formalism used by Liebe87, Rosen98, or MonoRTM, which is fairly similar (described as follows). To compare the various formulations and better understand the following results, it is important to review the water vapor continuum used in the Liebe87, Rosen98, and MonoRTM models and to express them in common units. In the Liebe87 and Rosen98 models, the water vapor continuum absorption $\alpha$ [(1), units of decibels per kilometer] is the sum of the foreign- and self-broadened components [(2) and (3)], respectively, where the continuum coefficients were determined by fitting experimental data collected at 138 GHz [28], [30], [31]

$$\alpha = n^2 \theta^3 (\alpha_f + \alpha_s)$$
$$\alpha_f = C_f \theta^2 P_d P_v$$
$$\alpha_s = C_s \theta^2 P_v^2$$

In (1)–(3), $P_d$ is the dry air pressure, $P_v$ is the partial pressure of water vapor, $\theta$ is the normalized temperature (typically 300 K divided by the ambient temperature), and $x_1$ and $x_2$ capture the temperature dependence of the foreign- and self-broadened continuum components, respectively. Thus, it can be seen that the $\alpha_f$ term scales linearly with water vapor, while $\alpha_s$ increases with the square of the amount of water vapor. The Rosen98 model uses the $C_f$ value in Liebe87, increased by 15% to account for the different line shape, and the value and temperature dependence of $C_s$ from Liebe93.

MonoRTM (prior to version 4) uses version 2.4 of the Clough–Knieizys–Davies continuum [32], [34]. In this formulation, the total water vapor continuum absorption $\alpha$ (also in decibels per kilometer) is the sum of the foreign- and self-broadened components, where the two components are given by

$$\alpha_f = \nu \tanh \left( \frac{h \nu}{2k_B T} \right) \left( \frac{n - n_v}{n_0} \right) n_v C_f(\nu)$$
$$\alpha_s = \nu \tanh \left( \frac{h \nu}{2k_B T} \right) \left( \frac{n_v}{n_0} \right) n_v C_s(T, \nu)$$

where the molecular density $n$ can be expressed as a function of pressure ($P$) and temperature ($T$) as $n = 2.41585 P + 10^{22} \text{mol} \cdot \text{cm}^{-2} \cdot \text{km}^{-1}$, with $\theta = 300/T$; $n_0$ is the molecular density at $T = 296$ K; and $P = 1$ atm. The molecular density of water vapor ($n_v$) is computed similarly as $n$, replacing the atmospheric pressure with the vapor pressure. The water vapor continuum coefficients $C_f$ and $C_s$ are the spectral density functions with units of $(\text{mol} \cdot \text{cm}^{-2} \cdot \text{cm}^{-1})^{-1}$, and only the latter has temperature dependence. The frequency dependence of $C_f$ and $C_s$ in the microwave region is very weak (both change less than 0.5% from 10 to 200 GHz) and therefore can be considered constant. Like the Rosen98 and Liebe87 models ((1)–(3)), $\alpha_f$ depends linearly on water vapor (as $n - n_v$ is the dry air density), and $\alpha_s$ depends on the square of the water vapor abundance. In addition, in the microwave region, the radiation field term $\nu \tanh(h \nu/2k_B T)$ can be approximated by $h \nu^2/2k_B T$, where $h$ and $k_B$ are the Planck and Boltzmann constants, respectively. After substituting these expressions in (4) and (5) and converting wavenumbers $(\text{cm}^{-1})$ to frequency (in gigahertz), the MonoRTM formulation can be written in the same form as (1)–(3) with the only difference being the weak frequency dependence of $C_f$ and $C_s$.

Finally, the Rosen98, Liebe87, and MonoRTM models have no temperature dependence in the foreign continuum ($x_1 = 0$), while the Liebe93 model does assume a temperature dependence on $C_f$ (Table II). On the other hand, MonoRTM, Liebe93, and Rosen98 models have a similar temperature dependence for the self-broadened continuum, while the Liebe87 model assigns much stronger temperature dependence to this term. Some versions of the Liebe87 model have $x_2 = 7.8$; however, this change has negligible influence on these results.

It is clear that, at a given frequency and a given temperature, the Rosen98, Liebe87, and MonoRTM water vapor continuum...
formulations differ by multiplicative factors that determine the relative strengths of the self and foreign contributions. In Table II, we show the values of $C_f$ and $C_s$ and the temperature dependence coefficients for the Liebe87, Rosen98, and MonoRTM models. Given the different temperature dependences of the models, the coefficients in the table have been computed at $T = 275$ K, which is the mean water-vapor-weighted temperature for the 71 profiles used in this analysis.

IV. WATER VAPOR SPECIFICATION

Profiles of water vapor and temperature are needed as input to these microwave RT models. Many programs, including the ARM program, rely heavily on radiosondes to specify the temperature and humidity structure of the atmosphere. The ARM program launches radiosondes manufactured by Vaisala at all of its Climate Research Facilities, including the AMF. Extensive studies have been performed using various models of Vaisala radiosondes at the ARM facilities and elsewhere. These studies have shown that there is variability in the calibration of the humidity sensor of these radiosondes that can be corrected, to first order, by multiplying the observed water vapor mixing ratio by a height-independent scale factor [35]. This “PWV scale factor” is derived as the ratio of the PWV retrieved from the two-channel microwave radiometer and the integrated water vapor from the original radiosonde profile [36], [37]. This approach also mitigates a significant diurnal variability in the radiosonde humidity measurement [37], where the daytime dry bias is induced by solar radiative heating of the humidity sensor [38].

We have selected 71 cases for this analysis, where a case consists of a coincident observation from either the DPR or MWRHF and a radiosonde launch. The 150-GHz observations were screened to ensure that dew was not present on the radiometer and that the sky was cloud free. This screening was done using observations from a combination of instruments, including surface meteorology, backscatter profiles from a micropulse lidar, and radiance observations from an infrared interferometer which has excellent sensitivity to small amounts of liquid water [39]. This screening resulted in 23 nighttime and 48 daytime cases, where cases were classified as “daytime” if they had solar zenith angles less than 88°. The integrated water vapor from the radiosondes for these 71 cases ranged from 0.37 to 2.76 cm, with a mean value of 1.54 cm.

We derived PWV scale factors for each of the radiosonde humidity profiles used in this analysis by retrieving PWV from the 23.8-GHz channel of the two-channel ARM microwave radiometers. We decided to only use this frequency in the physical retrieval because of the following: 1) This spectral location is essentially independent of the assumed half width of the 22.2-GHz line and 2) this channel is less sensitive to uncertainties in the water vapor continuum than the 31.4-GHz channel. This also allows the 31.4-GHz observations to be used as an independent check on our analysis later. However, Turner et al. [40] have determined that a bias offset needs to be determined and removed from the observation at 23.8 GHz before the PWV can be retrieved.

The bias offset at 23.8 GHz was determined using the approach outlined in [40]. We first computed the mean and standard deviation of the 23.8- and 31.4-GHz $T_b$ observations in a 40-min window centered at each nighttime radiosonde launch time during the entire deployment. A $T_b$-dependent threshold test applied to the standard deviation of the 31.4-GHz observations [40] identified 94 nighttime clear-sky cases. The MonoRTM was then used to compute the $T_b$ at 23.8 GHz for these clear-sky radiosondes, where the radiosondes were scaled with a height-independent scale factor of 0.977 (determined iteratively), so that the observed and computed 23.8-GHz $T_b$ had a slope of exactly 1.0. (This radiosonde scale factor implies that the nighttime radiosondes had a 2.5% moist bias relative to the MWR, which is consistent with other analyses of RS92 data sets [41], [42].) The bias offset was then computed from the 42 samples that had PWV less than 1.2 cm, yielding an offset value of 0.49 K ± 0.08 K. This bias offset was then removed from the 23.8-GHz observations, and PWV was retrieved from this channel using a physical iterative retrieval and the MonoRTM.

The PWV scale factors were then used to scale the water vapor mixing ratio profiles of all of the radiosondes used in the subsequent analysis. As a consistency check, the scaled radiosonde profiles were used to compute downwelling infrared spectral radiance with the line-by-line RT model ([LBLRTM]; which uses the same physics as MonoRTM). The LBLRTM calculations were compared to the observations from the ARM Atmospheric Emitted Radiance Interferometer (AERI) at 11.1 μm, and these results were compared against similar comparisons made at the ARM Southern Great Plains (SGP) site (Fig. 2). The comparison of AERI observations and LBLRTM calculations, which is very sensitive to the PWV used in the calculation, has an extensive history at the ARM sites ([26]; details of the AERI and the LBLRTM are given in this reference), and these comparisons have been used to evaluate the accuracy of water vapor observations (e.g., [35]–[37]). Thus, the comparison in Fig. 2 confirms that the approach used in this analysis to correct for the bias in the radiosonde humidity profiles is consistent with earlier ARM analyses.

It should be noted that this approach assumes that the water vapor field near the radiosonde launch site is reasonably horizontally homogeneous in the lowest several kilometers, as the radiosonde will drift with the wind and the microwave radiometers are fixed and staring only in the zenith direction. However, in the Murg Valley during this experiment, there were
Fig. 3. Observed minus computed $T_b$ differences as a function of PWV at (a), (c), (e), and (g) 150 GHz and (b), (d), (f), and (h) 31.4 GHz for the (a)–(b) MonoRTM, (c)–(d) Rosen98, (e)–(f) Liebe87, and (g)–(h) Liebe93 models. The results from the original models are indicated with the dots with the black lines indicating the regression line fit to these data. For the 150-GHz results, the red lines show the change in the regression when the models are modified to include the updated water vapor continuum. For the 31.4-GHz results, the regression lines for the improvements that result from (green) the updated 22.2-GHz line parameters, (blue) the updated water vapor continuum, and (red) the updated 22.2-GHz line parameters plus the water vapor continuum are shown. The red regression line in panel (b) is for the modified model that has only the water vapor continuum updated. The slopes and intercepts associated with these regression lines are provided in Tables III and VI for 150 and 31.4 GHz, respectively. Note that the $y$-axis scales for the Liebe93 results are different from the other models.

Note that a PWV of 3 cm corresponds to approximately 160 and 23 K at 150 and 31.4 GHz, respectively.

some cases with significant inhomogeneities in the water vapor field [43], but these situations were mitigated by removing cases with standard deviations of the 150-GHz $T_b$ observations larger than 1.5 K in the 40-min window centered around the radiosonde launch time.

These scaled radiosonde humidity profiles were then input into the four different microwave RT models. In window channels such as 150 and 31.4 GHz, the sensitivity to the vertical layering is negligible, particularly since each radiosonde profile contained measurements at thousands of levels. Each radiosonde used in this analysis needed to reach at least 15 km, and the midlatitude summer profile was spliced to the top to extend these profiles through the stratosphere (although the impact on the calculation due to the choice of profile to use in the stratosphere is also negligible).

V. RESULTS

A. Modifying the Water Vapor Continuum Absorption Models

The comparison of the observed and computed brightness temperatures at 150 GHz, where the observed values are the average of all available observations from the two radiometers within the time window, for these 71 cases for the four models are shown in Fig. 3 (black circles and black regression lines), with the statistics provided in Table III. The observed minus calculated residuals for all four models show a dependence on PWV, with the calculated $T_b$’s becoming increasingly larger than the observations as the PWV increases. The Liebe87, Liebe93, Rosen98, and MonoRTM models show biases relative to the observations of 0.05, $−14.87$, 0.74, and $−5.35$ K, respectively. The residuals using the Liebe93 model show the worst
dependence with PWV and a much larger mean bias than the other models. Because the DPR and MWRHF were calibrated independently and show agreement with a bias of 0.12 K and an rms difference of 1.3 K, we conservatively estimate the uncertainty in the 150-GHz observations to be approximately 1.5 K. Thus, the MonoRTM and Liebe93 results are clearly outside the uncertainty of the observations. Previous ground-based work [15] at 150 GHz demonstrated biases of 0.98, −10.37, and 2.00 K for the Liebe87, Liebe93, and Rosen98 models, respectively, and airborne results at 157 GHz [18] showed biases (when the PWV was 1.22 cm, which was close to our mean PWV) of −1.8, −15.6, −0.3, and −4.3 K for the Liebe87, Liebe93, Rosen98, and MonoRTM models, respectively. Thus, our results (Table III) agree well with [15] and [18] given the assumed 1.5-K uncertainty in our observations. Furthermore, the results in [15] and [18] used microwave radiometers that had totally different design and calibration than the DPR and MWRHF, as well as significantly different PWV ranges (the PWV range in [15] was 0.31 to 1.87 cm versus 0.35 to 2.88 cm in this paper).

One possibility is that the differences between the models and the observations are not induced by differences in the treatment of water vapor in the models. To investigate this, we computed the downwelling radiance using these models with the treatments of water vapor in the models. To investigate this, we computed the downwelling radiance using these models with the treatments of water vapor in the models.

Table III. Naturally, since the models were modified using these adjustments are provided in Table V. The application of the multipliers, which were derived from the 150-GHz observations, greatly reduced the spread of the $C_f$ and $C_s$ coefficients used in the MonoRTM, Rosen98, and Liebe87 models by a factor of 2 and 6.5, respectively.

These updated continuum coefficients were then used to modify the models (“Mod-C”), and the calculations were repeated. The statistics for the comparison of the observations and modified model calculations at 150 GHz are provided in Table III. Naturally, since the models were modified using the 150-GHz observations, the slopes and intercepts are very close to zero. Interestingly, the rms differences between the observations and the calculations for all four models are now very similar, with values ranging from 2.24 to 2.45 K, whereas the rms differences ranged from 2.23 to 15.38 K with the original unmodified models.

The relative modifications of $C_f$ and $C_s$ in the MonoRTM are supported by [30] and [31], which suggested that $C_f$ needed to be decreased about 30% and $C_s$ increased by a factor of three to come into better agreement with Rosen98 results. English et al. [44] indicated that the self-broadened water vapor continuum absorption in the Liebe87 model needed to be increased to improve the comparison with their airborne observations at 157 GHz. However, increasing the strength of the self-broadened component would require a decrease in the foreign-broadened component in order to keep the residual absorption.

<table>
<thead>
<tr>
<th>Model</th>
<th>Comment</th>
<th>Slope [K/cm]</th>
<th>Intercept [K]</th>
<th>Bias [K]</th>
<th>RMS [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosen98</td>
<td>Original</td>
<td>-0.34</td>
<td>1.76</td>
<td>0.74</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>-0.05</td>
<td>0.08</td>
<td>-0.32</td>
<td>2.42</td>
</tr>
<tr>
<td>MonoRTM</td>
<td>Original</td>
<td>-1.13</td>
<td>-2.99</td>
<td>-5.35</td>
<td>5.97</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>0.01</td>
<td>0.12</td>
<td>-0.20</td>
<td>2.45</td>
</tr>
<tr>
<td>Liebe87</td>
<td>Original</td>
<td>-0.57</td>
<td>1.12</td>
<td>0.05</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.10</td>
<td>2.30</td>
</tr>
<tr>
<td>Liebe93</td>
<td>Original</td>
<td>-5.68</td>
<td>-4.50</td>
<td>-14.87</td>
<td>15.38</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>0.00</td>
<td>0.11</td>
<td>0.16</td>
<td>2.24</td>
</tr>
</tbody>
</table>

RMS: root mean square difference. The uncertainty in the slope and intercept values are approximately 0.06 K/cm and 0.09 K, respectively.

$T$ and $s$ coefficients are supported by [30] and [31], which suggested that $C_f$ needed to be decreased about 30% and $C_s$ increased by a factor of three to come into better agreement with Rosen98 results. English et al. [44] indicated that the self-broadened water vapor continuum absorption in the Liebe87 model needed to be increased to improve the comparison with their airborne observations at 157 GHz. However, increasing the strength of the self-broadened component would require a decrease in the foreign-broadened component in order to keep the residual absorption.

<table>
<thead>
<tr>
<th>Model</th>
<th>$C_f$ multiplier</th>
<th>$C_s$ multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosen98</td>
<td>1.105 ± (0.098, 0.030)</td>
<td>0.79 ± (0.17, 0.06)</td>
</tr>
<tr>
<td>MonoRTM</td>
<td>0.835 ± (0.073, 0.018)</td>
<td>1.44 ± (0.29, 0.09)</td>
</tr>
<tr>
<td>Liebe87</td>
<td>1.090 ± (0.124, 0.038)</td>
<td>0.80 ± (0.20, 0.07)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Original Value</th>
<th>Multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength</td>
<td>2230.0</td>
<td>0.785</td>
</tr>
<tr>
<td>Air-broadened width</td>
<td>17.620</td>
<td>1.075</td>
</tr>
<tr>
<td>Ratio of self- to air-broadened width</td>
<td>30.500</td>
<td>0.813</td>
</tr>
</tbody>
</table>
between our observations at 150 GHz and the calculations constant with respect to PWV. Kuhn et al. [45] have proposed that the \( C_s \) in Rosen98 needs to be increased by 17% based on laboratory measurements at 350 GHz (which is in disagreement with our findings), but also suggests that \( C_f \) in Rosen98 needs to be increased a similar amount (in general agreement with our findings).

### B. Evaluation Using 31.4-GHz Observations

The continuum multipliers in Tables IV and V indicate that significant changes must be made to both the self- and foreign-broadened water vapor continuum coefficients in order to get agreement with the observations at 150 GHz. Assuming that these multipliers are frequency independent, how does this affect the results at other frequencies? To address this, we computed the downwelling brightness temperature at 31.4 GHz with both the original and Mod-C modified models, which were then compared against the yet-unused observation from the two-channel microwave radiometer. For the Rosen98, Liebe87, and Liebe93 models, we also performed calculations with and without the changes to the 22.2-GHz linewidth suggested by [9], where we also changed the strength of the 22.2-GHz line in the Liebe93 model to agree with the strength used in the other three models (which are all within 1% of each other). The results from these different models relative to the observations are provided in Table VI and Fig. 3.

The change in the \( C_f \) and \( C_s \) coefficients in MonoRTM greatly reduced the magnitude of the slope of the observed minus calculated residuals as a function of PWV [Fig. 3(b)], although there is still a small bias in the data. The 31.4-GHz channel is known to have small biases [40], but the improvement in the slope (i.e., a value closer to zero) suggests that the modified MonoRTM is better than the original version. For the Rosen98 and Liebe87 models [Fig. 3(d) and (f), respectively], the modification to the water vapor continuum (blue regression lines) had a relatively small effect at 31.4 GHz, but the change to the half width of the 22.2-GHz line (red regression line) greatly improved these models relative to the observations (by making slope closer to zero). The combined changes of the width of the 22.2-GHz line and the water vapor continuum for these two models are not significantly different than just the change of the 22.2-line parameters, and thus, this is not a conclusive test on the accuracy of the water vapor continuum multipliers. Finally, the Liebe93 model [Fig. 3(h)] is substantially improved by both the change to the 22.2-GHz line parameters (strength and widths for this model) and the water vapor continuum adjustment, with the significant PWV dependence of the observed minus calculated residuals largely removed. The Mod-22C Liebe93, Mod-C MonoRTM, and Mod-22C Rosen98 models (continuum and 22-GHz line adjustments) decreased the bias and the rms difference with the observations and improved in the slope relative to the original models, thereby suggesting that these modified models are better than the original versions. However, the results for the Liebe87 model are inconclusive as to whether any of the modified models is significantly better than the original.

Our results here are based upon a midlatitude site with PWV that ranged from 0.35 to 2.88 cm. This data set does not fully test the quadratic dependence of the self-broadened water vapor continuum on water vapor, nor does it adequately test the temperature dependence of the continuum coefficients used in the models. Thus, a more detailed look is needed at both the linewidth and the continuum, over a wide range of atmospheric conditions with spectrally resolved observations. The contribution from the linewidth (from either the 22.2- or 183.3-GHz water vapor lines) is relatively small at 150 GHz, compared to 31.4 GHz.

### C. Impact Across the Microwave Spectrum

Observations at 150 GHz were used to characterize four often-used absorption models. We have shown that scaling the self- and foreign-broadened water vapor continuum coefficients is needed to get agreement with these observations and that better agreement is achieved at 31.4 GHz if both the water vapor continuum is scaled and the parameters of the 22.2-GHz line are updated to agree with [9]. A natural question is how do these modified models compare relative to each other across the spectrum? To get a better sense of the spectral differences between

<table>
<thead>
<tr>
<th>Model</th>
<th>Comment</th>
<th>Slope [K/cm]</th>
<th>Intercept [K]</th>
<th>Bias [K]</th>
<th>RMS [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosen98</td>
<td>Original</td>
<td>-0.17</td>
<td>0.21</td>
<td>-0.08</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>-0.16</td>
<td>0.12</td>
<td>-0.15</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Mod-22C</td>
<td>-0.07</td>
<td>0.21</td>
<td>0.08</td>
<td>0.26</td>
</tr>
<tr>
<td>MonoRTM</td>
<td>Original</td>
<td>-0.12</td>
<td>-0.32</td>
<td>-0.53</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>0.02</td>
<td>-0.21</td>
<td>-0.20</td>
<td>0.31</td>
</tr>
<tr>
<td>Liebe87</td>
<td>Original</td>
<td>-0.15</td>
<td>0.67</td>
<td>0.43</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>-0.11</td>
<td>0.61</td>
<td>0.42</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Mod-22</td>
<td>-0.06</td>
<td>0.68</td>
<td>0.57</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Mod-22C</td>
<td>-0.02</td>
<td>0.61</td>
<td>0.56</td>
<td>0.61</td>
</tr>
<tr>
<td>Liebe93</td>
<td>Original</td>
<td>-0.72</td>
<td>-0.04</td>
<td>-1.19</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Mod-C</td>
<td>-0.14</td>
<td>0.03</td>
<td>-0.20</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Mod-22</td>
<td>-0.54</td>
<td>-0.03</td>
<td>-0.91</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Mod-22C</td>
<td>0.04</td>
<td>0.03</td>
<td>0.09</td>
<td>0.25</td>
</tr>
</tbody>
</table>

*The uncertainty in the slope and intercept values are approximately 0.02 K/cm and 0.03 K, respectively.*
the four models, we selected six “climatological” radiosonde profiles that span a wide range of water vapor and temperature conditions, with three radiosondes selected from both midlatitude (Payerne, Switzerland) and tropical (Darwin, Australia) sites (Table VII). These profiles were selected such that the two wetter cases from Payerne had similar PWV to the two drier cases from Darwin so that the temperature dependence differences between the models could be seen. The spectral downwelling brightness temperature was then computed for each of the climatological radiosondes for the different original and modified models.

The differences between the original and modified versions of the same model are shown in Fig. 4. The change to the MonoRTM [Fig. 4(a)] is very significant for the drier cases, and there is relatively little difference across the spectrum when the PWV is large. The modifications to the Rosen98 [Fig. 4(b)] and Liebe87 [Fig. 4(c)] models are largest in the 60–180-GHz range when the PWV is large, but the differences are largest in the 180–380-GHz range when the PWV is small. The Liebe93 model [Fig. 4(d)] shows very significant differences across the entire spectrum where, similar to the Liebe87 and Rosen98 models, the difference between the original and modified models per PWV changes with frequency. These differences, particularly in windows used for remote sensing of cloud or surface properties (e.g., at 90 GHz), are significant for all four models, and because of the PWV dependence, understanding the impact of these modifications on other remote sensing applications is difficult.

The original models differed significantly from each other, as shown in Fig. 5, where the MonoRTM was used as the baseline. Differences as large at 5–15 K exist between different models, and the differences depend on both the frequency and PWV. The differences in the temperature dependences between different models are also seen, as the curves that have the same PWVs from the midlatitudes versus tropics are distinctly separated [e.g., the 1.9-cm soundings for the Liebe87 and MonoRTM models in Fig. 5(c)].

Fig. 6 shows the downwelling brightness temperature for these same six cases when the best version of each modified model was used (Mod-C for MonoRTM and Mod-22C for Rosen98, Liebe87, and Liebe93). Immediately, we can see that the modified MonoRTM and Rosen98 models are in much better agreement, with differences in all of the atmospheric windows being less than 2 K. Similarly, the modified MonoRTM and the Liebe87 models are also in much better agreement in the atmospheric windows, particularly for the midlatitude (Payerne) radiosondes. However, the differences between these two models for the tropical cases are due to the differences in the temperature dependence of the water vapor continuum absorption. Recent theoretical results from Ma and Tipping [46] suggest that the temperature dependence of the foreign-broadened water vapor continuum is closer to the Liebe93 value of 4.55 (and, hence, the values used by Rosen98 and MonoRTM) than the Liebe87 value of 7.5. The differences between the MonoRTM and Liebe93 are also significantly improved, although there are some significant differences between 60 and 120 GHz associated with the absorption due to oxygen. There are also some differences between the MonoRTM and Liebe93 for the driest midlatitude case [solid blue line in Fig. 6(d)], as well as for the driest tropical case (dashed green line). Finally, the modified Liebe87 and Liebe93 models, and, to a lesser degree, the modified Rosen98 model, show differences with the modified MonoRTM around the 183.3-GHz water vapor line, particularly when the PWV is small; this was expected because of the incorporation of improved spectroscopy of this absorption line [33].

VI. CONCLUSION

We have utilized the downwelling brightness temperature observations at 150 GHz from two independently calibrated

<table>
<thead>
<tr>
<th>Site</th>
<th>PWV [cm]</th>
<th>T_MR [K]</th>
<th>P_sfc [mb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payerne</td>
<td>0.55</td>
<td>259.8</td>
<td>947</td>
</tr>
<tr>
<td>Payerne</td>
<td>1.96</td>
<td>278.0</td>
<td>960</td>
</tr>
<tr>
<td>Payerne</td>
<td>3.69</td>
<td>285.9</td>
<td>964</td>
</tr>
<tr>
<td>Darwin</td>
<td>1.93</td>
<td>292.6</td>
<td>1010</td>
</tr>
<tr>
<td>Darwin</td>
<td>3.74</td>
<td>292.8</td>
<td>1011</td>
</tr>
<tr>
<td>Darwin</td>
<td>6.40</td>
<td>292.3</td>
<td>1003</td>
</tr>
</tbody>
</table>

Fig. 4. Downwelling spectral brightness temperature difference for the original minus modified models from 10 to 400 GHz computed using the (a) MonoRTM, (b) Rosen98, (c) Liebe87, and (d) Liebe93 models. The modified models used here are the Mod-C for MonoRTM and Mod-22C for the other three. The spectra computed using the midlatitude profiles are shown with solid lines, while the tropical data are denoted with dashed lines. The colors correspond to different amounts of PWV. Note that the scale of the y-axis in panel (d) is larger than in panels (a), (b), and (c). The magnitude of the MonoRTM brightness temperature spectra for the six profiles is shown in Fig. 5(a).
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microwave radiometers deployed at a midlatitude continental site to evaluate four different microwave absorption models in a clear-sky atmosphere. The agreement between these two radiometers was very good (approximately 1.5 K). From these observations, we propose that the strength of the foreign- and self-broadened water vapor continuum absorption should be significantly modified in all four of the microwave RT models. These modified models were then compared to observations at 31.4 GHz to evaluate the improvement relative to the original models. The Rosen98, Liebe87, and Liebe93 models were also modified to use updated line parameters for the 22.2-GHz water vapor line.

The 31.4-GHz closure results demonstrate that the modified MonoRTM, Rosen98, and Liebe93 models are improved relative to the original models. However, the 31.4-GHz results are inconclusive about whether the modifications made to the Liebe87 model do indeed lead to better results at this frequency. The self-broadened continuum absorption is proportional to the square of the water vapor (3), (5); however, due to the scatter in the data (Fig. 3), as well as the limited range of PWV (0.35 to 2.88 cm), there is too much uncertainty in the fits to determine if the multipliers in Table IV are indeed keeping the observed minus computed residuals linear with PWV or inducing curvature as the PWV gets larger. A significant limitation of this data set is that the maximum PWV is less than 3 cm; a larger range of PWV with some significantly higher values is needed to really evaluate whether the hypothesized change to the $C_s$ and $C_f$ coefficients is accurate.

We have evaluated these models relative to each other across the entire microwave spectral range using a small set of radiosondes chosen to span a wide range of PWV and temperature. The results (Figs. 5 and 6) demonstrate that the modified models are in much better agreement with each other, with the differences between the MonoRTM and Rosen98 models being within 2 K over almost the entire spectral range from 10 to 400 GHz. These model-versus-model comparisons demonstrate that there are differences in the assumed temperature dependence of the water vapor continuum absorption, which lead to differences between models of nearly 5 K (e.g., at 150 and 220 GHz between the modified MonoRTM and Liebe87 models). The model-versus-model results are unable to indicate which model is more correct, and unfortunately, the range of temperatures experienced at the AMF site does not allow for an adequate investigation of the temperature dependence of the absorption at 150 GHz. There are also significant differences between the different models associated with oxygen absorption between 60 and 120 GHz and the 183.3-GHz water vapor line parameters.

An additional data set that covers a wider range of PWV conditions (particularly some moister cases) and a large range of temperature conditions is needed to further validate the
proposed water vapor continuum multipliers. Accurate well-characterized measurements are also needed at additional frequencies to evaluate whether or not these multipliers are frequency independent.

One strong conclusion from this study is that the original Liebe93 model does not match the observations at 150 or 31.4 GHz; this conclusion is supported by the analyses at different frequencies (e.g., [15]). Unfortunately, many groups are still using the water vapor continuum model from this model (i.e., the models in the intercomparison study of [16]).
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