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As a community model the Weather Research and Forecasting (WRF) model has been applied to the simulations of boundary layer and cloud processes in nested or idealized settings. We have further extended the capability of the WRF model to simulate clouds that are driven by time-varying large-scale and surface forcings. This paper describes the newly configured WRF-LES and validates its performance in comparison with well-established LES models. Two different benchmark simulations from the Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) intercomparisons are used in the evaluation: quasi-steady maritime stratocumulus clouds from the second research flight of the second Dynamics and Chemistry of Marine Stratocumulus field study (DYCOMS-II RF02) and evolving continental cumulus clouds at the Atmospheric Radiation Measurement Southern Great Plains site (ARM SGP). For the DYCOMS-II RF02 case, the newly configured WRF-LES simulates stratocumulus clouds in quasi-equilibrium state as in other LES models, with most cloud properties having values close to the ensemble mean of the other models. For the ARM SGP case, the shallow cumulus clouds produced by the newly configured WRF-LES have nearly identical properties to those simulated by the KNMI-LES model in terms of the diurnal variation and vertical profiles of mean state and turbulent fluxes. Difference between the two models is only 10% in cloud mass flux and less than 1% in cloud core mass flux at cloud base. The favorable agreement with existing LES models lend credence to the newly configured WRF as a community large-eddy simulation or cloud-resolving model driven by either fixed or time-varying large-scale forcings.
1. Introduction

Large-eddy simulation (LES) and cloud-resolving models (CRM) have been widely used to study a variety of atmospheric phenomena ranging from boundary layer turbulence and cloud processes (e.g., Deardorff 1972; Moeng 1984; Moeng 1986; Stevens et al. 1998; Brown et al. 2002; Siebesma et al. 2003) to the evolution of tropical and midlatitude continental convective cloud systems (e.g., Grabwoski et al. 1996; Wu and Moncrieff 2001; Xu and Randall 2001; Khairoutdinov and Randall 2003; Wu and Li 2008; Tao and Moncrieff 2009).

In addition to their conventional role, LES and CRM are increasingly being recognized as an essential tool for evaluating and developing parameterizations of subgrid processes in numerical weather prediction and climate models (Randall et al. 2003b). The improvement of cloud-related parameterizations is important since representation of cloud and precipitation processes have significant consequence on the quality of weather forecasting and climate simulations. One of the approaches to this problem is to utilize LES/CRM as a virtual laboratory to provide dataset needed for constructing and evaluating the parameterization but difficult to be obtained from observations. Compared with the grid spacing of the current climate models (horizontal resolution $\Delta h \sim 100$ km), LES and CRM use finer grid spacing ($\Delta h \sim$ few - 100 m for LES and $\leq$ few km for CRM) to explicitly simulate energetic eddies and clouds with less parameterizations.

In the past few decades, many efforts have been made to improve the parameterizations in the climate models (Randall et al. 2003a). In particular, the Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) program
(Browning et al. 1993; Randall et al. 2003b) have been performing model intercomparison studies based on observational cases. The activity of the boundary layer cloud working group has shown the values of LES/CRM in providing advanced understanding on cloud-topped boundary layers (e.g., Stevens et al. 2001; Siebesma et al. 2003; Stevens et al. 2005; Brown et al. 2002; Ackerman et al. 2009). The GCSS cases have also been used for the examination of single column model (SCM) simulations, which represents a grid column of a climate model (e.g., Duynkerke et al. 2004; Lenderink et al. 2004; Wyant et al. 2007; Zhu et al. 2005). Driven by the same forcing, LES/CRM results can also provide information on subgrid variability needed for further improving fast physics parameterizations in SCM (GCM).

The Advanced Research version of Weather Research and Forecasting model (WRF-ARW) is a compressible nonhydrostatic model which has been developed at National Center for Atmospheric Research (NCAR) in collaboration with several institutes and universities for operational weather forecasting and atmospheric science research (Skamarock et al. 2008). Although the primary focus of WRF is on meso-scale to synoptic-scale convection, there have been some attempts to extend WRF to perform cloud-resolving and large-eddy simulations. Moeng et al. (2007) recently explored the possibility of using WRF as a LES model (WRF-LES) to study dry boundary layer convection. They performed a high-resolution LES nested within a low-resolution LES, and compared it to an LES using doubly periodic boundary conditions. Although there was still issues associated with the treatment of lateral boundaries, the nested LES was shown to be able to simulate the turbulent eddies as the idealized LES did. Since then, the nested WRF-LES has began to be used for the researches on wind energy prediction
(Liu et al. 2011b; Lundquist et al. 2008) and boundary layer processes under realistic environments (Zhu 2008; Zhu et al. 2010). In addition to the nested WRF-LES, a few studies also explored the potential of using WRF as an LES model under idealized settings to investigate dry boundary layers (Catalano and Moeng 2010; Liu et al. 2011a) and cellular cloud structures (Wang and Feingold 2009a, 2009b).

Although previous studies have demonstrated the potential of using WRF to simulate clouds and turbulent eddies, still lacking in current WRF is a full consideration of time-varying large-scale forcing, a function of typical CRM and LES that has proven essential for more realistic cloud-resolving and large-eddy simulations and parameterization development. For example, performing CRM/LES simulations together with single column model (SCM) driven by the same large-scale forcing has been a primary strategy used in programs aiming at improving cloud parameterizations in large-scale models [e.g., GCSS, Atmospheric Radiation Measurement (ARM, Stokes and Schwartz 1994; Ackermann and Stokes 2003), and now Atmospheric System Research (ASR)]. A similar strategy is also adopted by the latest FAst-physics System TEstbed and Research (FASTER) project supported by the Department of Energy Earth System Modeling (ESM) Program.

Under the FASTER project, we have further extended the WRF’s capability to allow for flexible consideration of time-varying large-scale and surface forcings in cloud-resolving and large-eddy simulations. The objectives of this paper are to introduce the major functions and modifications of the newly configured WRF-LES (referred to as WRF-FASTER hereafter), and to provide validation by comparing its performance with well-established LES models in simulating well-studied cases.
The rest of this paper is organized as follows. Section 2 describes the implementation of the external forcing into WRF-LES and configurations of the simulations for the two GCSS cases. The WRF-FASTER simulations are evaluated against other LES models in Section 3. The major results are summarized in Section 4.

2. Model configuration and simulation setup

a. Implementation of external forcing

The surface and large-scale forcings are introduced as external forceings that are prescribed and considered as source or sink of heat and moisture instead of being calculated in model dynamics or physics schemes. The surface forcing consists of sensible and latent heat fluxes from surface. The large-scale forcing represents the effect of three-dimensional advection of heat and moisture by larger scale motions to the model domain.

Under the assumption that spatial variation of large-scale variable is small (Siebesma and Cuijpers 1995; Grabowski et al. 1996), the large-scale advective tendencies for potential temperature $\theta$ and water vapor mixing ratio $q_v$ are written as

$$\left( \frac{\partial \bar{\theta}}{\partial t} \right)_{LS} = -\nabla \cdot \bar{v} \bar{\theta} - \bar{w} \frac{\partial \bar{\theta}}{\partial z}$$

(1)

and

$$\left( \frac{\partial \bar{q}_v}{\partial t} \right)_{LS} = -\nabla \cdot \bar{v} \bar{q}_v - \bar{w} \frac{\partial \bar{q}_v}{\partial z}$$

(2)

where LS is denotation of large scale, $v = (u, v)$ is horizontal wind velocity, $w$ is vertical wind velocity; the overbar denotes large-scale mean. A physical quantity $\varphi$ can be expressed as $\varphi = \varphi' + \bar{\varphi}$, with $\varphi'$ representing cloud scale perturbation. The
first and second terms in right hand side represent large-scale horizontal and vertical advections, respectively.

For this simulation, the effect of the large-scale advection is represented as additional terms in the governing equations in the model:

\[
\frac{\partial \theta}{\partial t}_{LS} = - \mathbf{V} \cdot \nabla \theta - W \frac{\partial \theta}{\partial z}
\]  
(3)

and

\[
\frac{\partial q_v}{\partial t}_{LS} = - \mathbf{V} \cdot \nabla q_v - W \frac{\partial q_v}{\partial z}
\]  
(4)

where capital variables (\(\Theta\), \(Q_v\), \(V\) and \(W\)) represent large-scale fields associated with external forcing in order to distinguish from the prognostic variables in the model (indicated by the small letters (\(\theta\), \(q_v\), \(v\) and \(w\)). Whereas the horizontal advection term and \(W\) in the vertical advection term are prescribed in the external file, we use the vertical gradient of local value \(\frac{\partial \theta}{\partial z}\) and \(\frac{\partial q_v}{\partial z}\) with the assumption that

\[
\frac{\partial \bar{\theta}}{\partial z} = \frac{\partial \bar{\theta}}{\partial z} \quad \text{and} \quad \frac{\partial \bar{q_v}}{\partial z} = \frac{\partial \bar{q_v}}{\partial z}.
\]  
(5)

Another major approach to implement the large-scale forcing is relaxation of the prognostic variables to reference values, using the following equations:

\[
\frac{\partial \theta}{\partial t}_R = \frac{\theta - \bar{\theta}}{\tau} \quad \text{and} \quad \frac{\partial q_v}{\partial t}_R = \frac{Q_v - \bar{q_v}}{\tau}
\]  
(6)

for scalars, and

\[
\frac{\partial u}{\partial t}_R = \frac{u - \bar{u}}{\tau} \quad \text{and} \quad \frac{\partial v}{\partial t}_R = \frac{v - \bar{v}}{\tau}
\]  
(7)

for momentum. Here \(R\) denotes relaxation, and \(\tau\) is the relaxation time. The relaxation is often used as the large-scale forcing terms for \(u\) and \(v\), and sometimes as additional terms to constrain \(\theta\) and \(q_v\). Although relaxations of these variables as a
way to implement large-scale forcing has been implemented in WRF-FASTER as an alternative, its validation and evaluation are left to Part II of this series.

In addition to the large-scale forcing, a function to prescribe time-varying surface sensible and latent heat fluxes was implemented and applied in this study to follow the case specifications. The surface sensible and latent heat fluxes are supplied to the lowest layer of the atmosphere in the model. Some other surface parameters were also specified as described later.

b. Simulated cases and model setup

Two GCSS cases are chosen to test the ability of WRF-FASTER. One represents maritime stratocumulus clouds based on the second research flight (RF02) of Second Dynamics and Chemistry of Marine Stratocumulus field study (DYCOMS-II; Stevens et al. 2003) as described in Ackerman et al. (2009); the other represents continental shallow cumulus clouds collected at the Southern Great Plains (SGP) site of ARM, which is described in Brown et al. (2002). Both cases have been well investigated in previous model intercomparison studies, and results from these studies are available as references for comparison with the WRF-FASTER simulations. In our simulations, all the configurations followed the case specifications for the intercomparison studies except the vertical resolution because WRF applies a normalized pressure vertical coordinate (see below for more information). More information about these cases can be found in Ackerman et al. (2009) for the DYCOMS-II RF02 case and Brown et al. (2002) for the ARM SGP case.
1) THE DYCOMS-II RF02 CASE

The DYCOMS-II RF02 case represents nocturnal stratocumulus clouds in quasi-steady state over ocean derived from the RF02 flight collected during the DYCOMS-II field campaign conducted off the coast of California in July 2001. The DYCOMS-II RF02 case applies constant surface and large-scale forcings with a simple long-wave radiation scheme. The case imposes constant sensible heat flux of 16 W m$^{-2}$, latent heat flux of 93 W m$^{-2}$ and surface friction velocity of 0.25 m s$^{-1}$. Large-scale subsidence is specified as $W = Dz$ with a constant divergence $D = 3.75 \times 10^{-6}$ s$^{-1}$. The large-scale vertical advection of heat and moisture are then calculated using the Eqs. 3 and 4. Large-scale horizontal advection is not considered in this case.

The model domain is 6.4 km $\times$ 6.4 km $\times$ 1.5 km with 128 $\times$ 128 $\times$ 200 grid points. While the horizontal resolution is 50 m, the vertical grid spacing doesn’t follow the specification. Since WRF employs hydrostatic pressure vertical coordinate $\eta = (p_h - p_{ht})/(p_{hs} - p_{ht})$ where $p_h$ is hydrostatic component of pressure, $p_{ht}$ and $p_{hs}$ are those at model top and surface, respectively], uniform $\eta$ spacing is used for vertical grids of which an average vertical resolution in physical height is 7.5 m. Sponge layer is applied above 1250 m for gravity wave absorption.

For the DYCOMS-II RF02 case, specific radiation scheme and cloud water sedimentation scheme are used (see Appendix for detailed information on radiation scheme, sedimentation scheme and the initial condition). Lin et al. (1983) scheme is modified to include cloud water sedimentation in the Stokes regime. Number concentration of cloud droplets is set to 50 cm$^{-3}$. Radiative transfer is computed using the parameterization in Stevens et al. (2005), which considers long wave radiation from
liquid water and balance between subsidence heating and radiative cooling. Prognostic TKE scheme (Deardorff 1980) is used for subgrid-scale turbulence.

The initial conditions for potential temperature and water vapor mixing ratio are determined based on the specified profiles of liquid water potential temperature and total water mixing ratio (Appendix and thin lines in Fig. 4). The liquid water potential temperature is written as

$$\theta_t \approx \theta - \frac{L_v q_t}{\pi c_p} \quad (8)$$

where $L_v$ is the latent heat of vaporization of water, $q_t$ is liquid water mixing ratio, $\pi \equiv (p/p_0)^{R_d/c_p}$ is the Exner function, $c_p$ is the specific heat at constant pressure, and $R_d$ is the gas constant for dry air. Random potential temperature perturbation and initial TKE were given to initiate turbulence smoothly. The simulation continued for a total of 6 hours in integration.

2) THE ARM SGP CASE

The ARM SGP case represents a typical diurnal evolution of shallow cumulus clouds over land. The case is an idealization based on the sounding and surface flux observations on 21 June 1997 at the ARM SGP site.

A time-varying, horizontally uniform surface flux and large-scale forcing of heat and moisture are applied to the ARM SGP case. Figure 1 shows the time variation of prescribed surface sensible and latent heat fluxes. The surface fluxes show strong diurnal variation with its peaks between 12 and 13 local time (LT = UTC - 6). Table 1 shows the specified large-scale advective forcing of heat and moisture, as well as radiative heating. The sum of the radiative and advective heatings is considered as the
total large-scale forcing of heat. The large-scale forcings are constant with height below 1000 m and linearly decreased to zero between 1000 and 2000 m. The vertical profiles of the large-scale forcing of heat and moisture were linearly interpolated into every time steps in the simulation. The forcing terms were then added to the tendency equations as in Eqs. 3 and 4. Large-scale vertical motion is not applied to this case.

While the horizontal grid spacing is 66.7 m as specified in Brown et al. (2002), vertically uniform $\eta$ spacing is applied so that the average vertical resolution is 40 m. The domain size is $6.4 \text{ km} \times 6.4 \text{ km} \times 4.4 \text{ km}$ consisting of $96 \times 96 \times 110$ grid points. Sponge layer is applied above 3500 m for damping gravity wave.

In simulation of the ARM SGP case, all physics schemes are selected from the standard WRF: prognostic TKE scheme (Deardorff 1980) for subgrid scale turbulence closure, Lin et al. (1983) scheme for cloud microphysics. Although the bottom boundary conditions for heat and moisture have been specified as the surface sensible and latent heat fluxes, friction velocity for the momentum is computed in the MM5 surface layer scheme using the Monin-Obukhov similarity with the roughness length of 0.035 m. Radiation scheme was turned off for the ARM SGP case because the specified large-scale forcing includes the effect of the radiative heating.

The simulation is initialized with the stratified potential temperature and moisture (thin lines in Figs. 9), and meridional wind of 10 m s$^{-1}$. Initial perturbations are applied to potential temperature and TKE. The integration continued for a period of 15 hours between 0530 and 2030 LT to simulate the daytime evolution of the cumulus-topped boundary layer.
3. Result

a. Maritime stratocumulus clouds

Figure 2 shows time-height variation of virtual potential temperature, variance of vertical velocity, water vapor and cloud fraction for the WRF-FASTER simulation of the DYCOMS-II RF02 case. Integration time (IT, in hours) is used as a scale of time in the figures, because this case applied "perpetual night" configuration that included no time variation in the surface and large-scale forcing in order to achieve the equilibrium state. From the beginning of the simulation, the cloud fraction shows existence of solid cloud deck in the upper half of the boundary layer below the strong inversion. At 01 IT, the cloud deck is coupled with the dry convection in the sub-cloud layer, which is found to have large variance of vertical velocity. After 2 hours of spin-up (02 IT), stratocumulus clouds vary little with time until the end of the simulation, suggesting that the simulated stratocumulus cloud is maintained at quasi-steady state as expected.

This DYCOMS-II RF02 case was investigated by 13 LES models in a recent model intercomparison study (Ackerman et al. 2009). As references, these model results are compared with the WRF-FASTER simulations. Figure 3 compares the time series of major cloud properties. Cloud top is defined as the mean height of the isosurface of total water \( q_t = 8 \text{ g kg}^{-1} \) in the inversion layer. Total cloud fraction is defined as the fraction of model columns with liquid water path larger than 70 mm. Both cloud top and base heights increase slightly with time in the WRF-FASTER simulation as in the other models’ simulations. The total cloud fraction and liquid water path of WRF-FASTER are slightly lower than the ensemble mean, but still close to the
center of the ensemble range. The maximum variance of vertical velocity fluctuates around the ensemble mean, but stays within the ensemble range.

Figure 4 further compares the vertical profiles of clouds and thermodynamic properties for the DYCOMS-II RF02 case. The vertical profile represents the average over the final 4 hours (02 - 06 IT) of the quasi-steady state. Evidently, all the models produce virtually the same vertical profiles of potential temperature and water vapor (Figs. 4a and 4b). The liquid water mixing ratio and cloud fraction of WRF-FASTER (Figs. 4c and 4d) are close to the ensemble mean, except for the smaller values near the cloud base. Even near the cloud base, the WRF-FASTER results still fall within the range of the ensemble. The vertical fluxes of liquid water potential temperature and total water exhibit relatively large differences from the ensemble means (Figs. 4e and 4f). The liquid water potential temperature flux is generally smaller than the ensemble range whereas the total water flux is larger than the ensemble mean on average. Also shown in Fig. 4 are the corresponding initial vertical profiles (thin lines). Compared to the initial condition, the inversion is slightly higher, and the subcloud layer is slightly warmer and moister in all the models.

As shown in Fig. 4, the liquid water potential temperature flux is smaller in the WRF-FASTER than the ensemble mean whereas the opposite is true for the total water flux. In the WRF-FASTER simulation, the surface liquid water potential temperature flux and total water flux (16.7 and 95.3 W m$^{-2}$) are similar to the imposed surface sensible and latent heat fluxes (16 and 93 W m$^{-2}$). This implies that the contribution of precipitation is much smaller in WRF-FASTER compared to the other models. To support this speculation, Figure 5 compares the rain water amount and precipitation flux
simulated by WRF-FASTER and the other models. As expected, the smallest rain water amount of WRF-FASTER is close to the lower end of the inter-model spread. The small rain water amount results in a small precipitation flux below cloud base, leading to the difference in the total water flux. The small precipitation flux can also contribute to the small liquid water potential temperature flux as follows. Liquid water potential temperature flux can be decomposed into two components given by:

\[
\overline{w' \theta_l'} = \overline{w' \theta'} - \frac{L_v}{\pi c_p} \overline{w' q'_l}
\]  

(10)

where the first term on the right hand side \(\overline{w' \theta'}\) is the flux of potential temperature and \(\overline{w' q'_l}\) in the second term is the flux of liquid water (Siebesma et al. 2003). Moreover, the liquid water flux consists of the resolved-scale transport of liquid water and subgrid-scale sedimentation flux. Figure 6 shows the liquid water potential temperature flux and its various components. Figure 6 implies that the increase in the sedimentation flux can lead to the increase in the contribution of liquid water flux, and produce the larger liquid water potential temperature flux. As shown in Fig. 5, the rain water amount is the variable that exhibits the largest spread among the models. These results suggest that the more apparent differences in the vertical fluxes are due likely to the rain water production associated with the microphysical parameterization. Investigation of microphysics process with the focus on the precipitation efficiency is necessary.

b. Continental shallow cumulus clouds

One of the extended capabilities of WRF-FASTER is its objective use of time-varying large-scale forcing and surface fluxes to drive the simulation. To demonstrate this
capability, the WRF-FASTER simulation of diurnal evolution of the continental shallow cumulus clouds is examined. Figure 7 shows time height section of horizontally averaged virtual potential temperature, variance of vertical motion, water vapor mixing ratio and cloud fraction from the WRF-FASTER simulation of the ARM SGP case. The cloud fraction at each altitude is defined as the fraction of grid boxes in which cloud condensate is larger than 0.01 g kg\(^{-1}\). Formation of the first cumulus cloud takes place around 09 LT (Fig. 7a), following the formation of the dry convective boundary layer, which appears as small vertical gradient of virtual potential temperature and large variance of vertical motion near the surface (Fig. 7b). In the subcloud layer, water vapor is well mixed by the dry convection indicated by the variance of vertical velocity. The cumulus clouds forms the cloud layer in which virtual potential temperature and water vapor profile have larger gradient than in the underlying subcloud layer. The cloud layer continues to develop until around 18 LT, at which time the surface flux becomes small and the clouds start to be dissipated.

The cloud properties simulated by WRF-FASTER are compared with those by the KNMI-LES, developed at Royal Netherlands Meteorological Institute (Cuijpers and Duynkerke 1993). Figure 8 shows time variation of the maximum height of cloud top, the minimum height of cloud base, total cloud fraction, maximum cloud fraction, and liquid water path of cumulus clouds simulated by WRF-FASTER and KNMI-LES. Note that, to be consistent with the reference data from the previous intercomparison study, total cloud fraction is differently defined in Fig. 3 and Fig. 8. The total cloud fraction here is defined as the fraction of model columns with cloud condensate larger than 0.01 g kg\(^{-1}\). The total cloud fraction in Figure 3 is defined as the fraction of model
columns with liquid water path larger than 70 mm. The maximum cloud fraction is the maximum value in the vertical profile of the cloud fraction, which is found at cloud base height for cumulus clouds. It is clear that WRF-FASTER compares favorably with KNMI-LES in the cloud properties examined here. In both simulations, the increase rate of the maximum cloud top height is large until 14 LT, and small between 14 and 18 LT (Fig. 8a). The gradually increasing cloud base is slightly lower in WRF-FASTER than in KNMI-LES, though the difference is less than 100 m. Contrasting to the increasing thickness of the cloud layer, the total and maximum cloud fractions peak between 11 and 12 LT, and then gradually decrease with time (Fig. 8b). The local noon time (12 LT), likely corresponds to the onset of buoyant cumulus (active cumulus) clouds. Liquid water path shows large value in early afternoon with a short break around 14 LT (Fig. 8c). The short break in liquid water path is likely caused by evaporation of cloud water due to the entrainment of dry air from free atmosphere, because at 14 LT the cloud top reaches the dry layer above the 2500 m as shown in Fig. 7a. Despite the large diurnal variation, the cumulus clouds produced by WRF-FASTER are quantitatively similar to those in KNMI-LES including some key transitions: the first cumulus occurrence, the active cumulus onset, the short break in liquid water path, and dissipation in evening. Relative difference to the KNMI-LES at 12 LT is -158 m (64m) in cloud top (base) height, -0.026 (0.001) in total (maximum) cloud fraction, and 1.82 mm in liquid water path, which is smaller than the amplitude of fluctuation in the each model.

Figure 9 shows the vertical profiles of cloud and thermodynamic properties averaged over the period between 12 and 13 LT in the ARM SGP case. As described above, the simulation initialized by the stable profile has evolved with time. For the
potential temperature and water vapor (Figs. 9a and 9b), the profiles of WRF-FASTER virtually overlap those of KNMI-LES. The changes in potential temperature and water vapor correspond to the structure consisting of the subcloud layer lower than 900 m and the cloud layer between 900 and 2100 m (Figs. 9c and 9d). The cloud core fraction are defined by the ratio of cloudy, buoyant grids ($q_c > 0.01$ g kg$^{-1}$ and $θ' \phi > 0$) to the total number of grids at a certain height. Compared to KNMI-LES, WRF-FASTER shows slightly smaller cloud fraction. The cloud core fractions in both simulations agree well with each other.

The cumulus topped boundary layer evolves as a result of the liquid water potential temperature flux and total water flux shown in the Figs. 9e and 9f. In addition to resolved fluxes explicitly calculated from grid-scale variables, the total fluxes shown here take into account the subgrid-scale diffusion computed in the turbulence scheme. In the ARM SGP case, the contribution from rain water falling at terminal velocity is negligibly small compared to the resolved flux. The subgrid-scale turbulent flux is dominant only at the lowest few model levels, and most of the transport of energy and water is caused by the resolved turbulent motion. Both simulations show a convergence of the liquid water potential temperature flux below 1300 m and divergence between 1300 and 2200 m. The total water flux indicates vigorous moistening around the top of the cloud layer. The vertical fluxes in the WRF-FASTER simulation shows typical feature of cumulus topped boundary layer, which also can be found in the KNMI-LES simulation.
The evaluation is extended to cloud-mass flux in view of its seminal role in parameterizing the vertical transport by convection (e.g., Neggers et al. 2004; Soares et al. 2004; Siebesma et al. 2007). The cloud mass flux is defined by

\[ M_c \equiv \bar{w}^c A_c \]  

where \( \bar{w}^c \) is the vertical velocity averaged over cloudy grid boxes (\( q_c > 0.01 \text{ g kg}^{-1} \)), and \( A_c \) is the area occupied by cloudy grid boxes. For cloud core mass flux, cloudy and buoyant grid boxes (\( q_c > 0.01 \text{ g kg}^{-1} \) and \( \theta'_v > 0 \)) are used instead of cloudy grid boxes.

Figure 10 compares the vertical profiles of mass fluxes calculated from the outputs of WRF-FASTER and KNMI-LES. The cloud mass flux is 10% larger in WRF-FASTER than in KNMI-LES; the difference in cloud core mass flux is much less (\( < 1\% \)) between the two models. According to Brown et al. (2002), these model differences are smaller than the inter-model spread among the cloud-resolving and large-eddy simulation models participating in the model comparison. The result suggests that WRF-FASTER is capable of generating cloud scale dynamics for assessing/improving mass flux based cumulus parameterization schemes.

4. Concluding Remark

The capability of the WRF-ARW model has been extended by implementing functions to consider general large-scale and surface forcings, including both fixed and time-varying forcings. This extension enables the newly configured WRF (WRF-FASTER) to be used as a community CRM or LES. The performance of WRF-FASTER has been evaluated through two different benchmark simulations from the GCSS intercomparison.
cases: the DYCOMS-II RF02 case for quasi-steady maritime stratocumulus clouds and
the ARM SGP case for evolving continental cumulus clouds.

For the DYCOMS-II RF02 case, quasi-steady stratocumulus clouds are simulated
by the WRF-FASTER, at least equally well as the other 13 models participating in the
model intercomparison. Relatively smaller (larger) liquid water potential temperature
(total water) flux in WRF-FASTER can be explained by smaller rain water production in
the microphysics scheme. These results indicate that the relative difference between the
WRF-FASTER and the ensemble mean of other LES models arises likely from the
microphysics scheme used in the current WRF-FASTER simulations, not the
WRF-FASTER per se. This topic warrants further investigation in the future.

Driven by the time-evolving forcings, WRF-FASTER successfully simulates the
diurnal variation of cumulus clouds in the ARM SGP case. Diurnal variation and
vertical profiles of mean state and vertical fluxes produced by WRF-FASTER are
quantitatively similar to those simulated by the well-tested KNMI-LES model. The
overall favorable agreement with existing LES model lend strong credence to using
WRF-FASTER as a community cloud-resolving or large-eddy simulation model driven
by either fixed or time-varying large-scale forcings.

It is noteworthy that the newly implemented functions in WRF-FASTER can
consider more general large-scale and surface forcings than the cases reported in this
study. For example, ARM provides long-term continuous large-scale forcing data
(Zhang et al. 2001; Xie et al. 2004) along with a suite of other observations that are
essential to evaluate cloud-related parameterizations. Application of WRF-FASTER
driven by the continuous large-scale forcing to simulate the observed clouds and precipitation by ARM will be reported in Part II of this series.
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APPENDIX

Initial profile, radiative transfer, and cloud water sedimentation for the DYCOMS-II RF02 case

a) Initial profile

The horizontally uniform initial condition was generated by the following equations:

\[ u = 3 + 4.3 \frac{z}{1000} \]  \hspace{1cm} (11)

and

\[ v = -9 + 5.6 \frac{z}{1000} \]  \hspace{1cm} (12)

for horizontal wind components,

\[ \theta_l = \begin{cases} 288.3 & (z < z_i) \\ 295 + (z - z_i)^{1/3} & (z \geq z_i) \end{cases} \]  \hspace{1cm} (13)

and

\[ q_t = \begin{cases} 9.45 & (z < z_i) \\ 5 - 3 \left[ 1 - \exp \left( \frac{z_i - z}{500} \right) \right] & (z \geq z_i) \end{cases} \]  \hspace{1cm} (14)

for liquid water potential temperature \( \theta_l \) and total water mixing ratio \( q_t \), where \( z_i = 795 \) m is inversion height.

b) Radiative transfer

Radiative transfer was calculated by the scheme in Stevens et al. (2005):

\[ F(z) = F_0 \exp[-Q(z, \infty)] + F_1 \exp[-Q(0, z)] + \alpha \rho_l c_p \Delta H(z - z_i) [0.25(z - z_i)^{4/3} + z_i(z - z_i)^{1/3}] \]  \hspace{1cm} (15)
where \( F_0 = 70 \, \text{W m}^{-2}, \, F_1 = 22 \, \text{W m}^{-2}, \, a = 1 \, \text{K m}^{1/3}, \, \rho_t = 1.12 \, \text{g m}^{-3}, \, c_p = 1004 \, \text{J kg}^{-1}\text{K}^{-1}, \)
\( D = 3.75 \times 10^{-6}, \, H(x) = 0 \) when \( x < 0 \) otherwise 1, \( \kappa = 85 \, \text{m}^2 \text{kg}^{-1}, \) \( z_i \) is inversion height defined by the minimum height at which \( q_t = 8 \, \text{g kg}^{-1} \) in the vertical column.

c) Cloud water sedimentation

With the assumption of a lognormal size distribution of droplet falling in the Stokes regime, cloud water sedimentation flux was calculated by

\[
F = c \left( \frac{3}{4 \pi \rho_t N} \right)^{5/3} \exp(5 \ln^2 \sigma_g) \quad (17)
\]

where \( c = 1.19 \times 10^8 \, \text{m}^{-1} \text{s}^{-1}, \) standard deviation \( \sigma_g = 1.5, \) number concentration \( N = 55 \, \text{cm}^{-3}. \)
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Table 1: Large-scale forcing applied below 1000 m for the ARM SGP case simulation.

<table>
<thead>
<tr>
<th>Time (LT)</th>
<th>Advective heating (K h⁻¹)</th>
<th>Radiative heating (K h⁻¹)</th>
<th>Advective moistening (K h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0530</td>
<td>0.000</td>
<td>-0.125</td>
<td>0.080</td>
</tr>
<tr>
<td>0830</td>
<td>0.000</td>
<td>0.000</td>
<td>0.020</td>
</tr>
<tr>
<td>1130</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.040</td>
</tr>
<tr>
<td>1430</td>
<td>-0.080</td>
<td>0.000</td>
<td>-0.100</td>
</tr>
<tr>
<td>1730</td>
<td>-0.160</td>
<td>0.000</td>
<td>-0.160</td>
</tr>
<tr>
<td>2000</td>
<td>-0.160</td>
<td>-0.100</td>
<td>-0.300</td>
</tr>
</tbody>
</table>
Figures

Figure 1: Time series of prescribed surface sensible heat flux (SHF; solid line) and latent heat flux (LHF; dashed line) for the ARM SGP case.
Figure 2: Time height section of (a) cloud fraction (color) and virtual potential temperature (contour), (b) variance of vertical motion (color) and water vapor mixing ratio (contour) from the WRF-FASTER simulation for the DYCOMS-II RF02 case.
Figure 3: Time series of cloud properties in the DYCOMS-II RF02 case. (a) cloud top height (upper lines) and mean height of cloud base (lower lines). (b) Total cloud fraction. (c) Liquid water path. Solid line indicates WRF-FASTER. Dashed line and shaded area indicate ensemble mean and ensemble range of other 13 models, respectively.
Figure 4: Vertical profiles of (a) potential temperature, (b) water vapor mixing ratio, (c) liquid water mixing ratio, (d) cloud fraction, (e) liquid water potential temperature flux, and (f) total water flux averaged over the final 4 hours of the simulation in the DYCOMS-II RF02 case. Solid line indicates WRF-FASTER. Dashed line and shaded area indicate ensemble mean and ensemble range of other 13 models, respectively. Black thin lines in the panels (a) to (d) indicate initial value.
Figure 5: The same as Figure 4 but for rain water (a) and precipitation flux (b).
Figure 6: Vertical profiles of liquid water potential temperature flux and its components in DYCOMS-II RF02 case.  (a) Liquid water potential temperature flux (solid line), contributions of potential temperature flux (dash line) and liquid water flux (dotted line).  (b) Contributions of liquid water flux (dotted line; the same as (a)), sedimentation flux (solid line) and liquid water advection flux (dashed line).
Figure 7: Time height section of (a) cloud fraction (color) and virtual potential temperature (contour), (b) variance of vertical motion (color) and water vapor mixing ratio (contour) from the WRF-FASTER simulation for the ARM SGP case.
Figure 8: Time series of cloud properties in the ARM SGP case.  
(a) Maximum height of cloud top (solid line) and minimum height of cloud base (dotted line).  
(b) Total cloud fraction (solid line) and the maximum cloud fraction in the vertical profile (dotted line).  
(c) Liquid water path.  Black and gray lines indicate WRF-FASTER and KNMI-LES, respectively.
Figure 9: Vertical profiles of (a) potential temperature, (b) water vapor mixing ratio, (c) liquid water mixing ratio, (d) cloud fraction (solid line) and cloud core fraction (dashed line), (e) liquid water potential temperature flux, and (f) total water flux (solid line) and liquid water flux (dashed line) averaged over the period from 12 to 13 LT in the ARM SGP case. Blue and orange lines indicate WRF-FASTER and KNMI-LES, respectively. Black thin lines in the panels (a) and (b) indicate initial value commonly used for the both models.
Figure 10: Vertical profiles of (a) cloud mass flux and (b) cloud core mass flux in the ARM SGP case. Black and gray lines indicate WRF-FASTER and KNMI-LES, respectively.