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HIGHLIGHTS

e Realtime measurements of non-refractory submicron aerosols were conducted at SGP.

e Diurnal, weekly, monthly, and seasonal variations of aerosol composition are reported.

e Two types of oxygenated organic aerosols and biomass burning OA were determined.

e Enhanced nitrate during winter was due to transport of NOy and NH3; combined with cooler temperatures.
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In this study the long-term trends of non-refractory submicrometer aerosol (NR-PM;) composition and
mass concentration measured by an Aerosol Chemical Speciation Monitor (ACSM) at the Atmospheric
Radiation Measurement (ARM) program's Southern Great Plains (SGP) site are discussed. NR-PM; data
was recorded at ~30 min intervals over a period of 19 months between November 2010 and June 2012.
Positive Matrix Factorization (PMF) was performed on the measured organic mass spectral matrix using a
rolling window technique to derive factors associated with distinct sources, evolution processes, and
physiochemical properties. The rolling window approach also allows us to capture the dynamic varia-
tions of the chemical properties in the organic aerosol (OA) factors over time. Three OA factors were
obtained including two oxygenated OA (OOA) factors, differing in degrees of oxidation, and a biomass
burning OA (BBOA) factor. Back trajectory analyses were performed to investigate possible sources of
major NR-PM; species at the SGP site. Organics dominated NR-PM; mass concentration for the majority
of the study with the exception of winter, when ammonium nitrate increases due to transport of pre-
cursor species from surrounding urban and agricultural areas and also due to cooler temperatures.
Sulfate mass concentrations have little seasonal variation with mixed regional and local sources. In the
spring BBOA emissions increase and are mainly associated with local fires. Isoprene and carbon mon-
oxide emission rates were obtained by the Model of Emissions of Gases and Aerosols from Nature
(MEGAN) and the 2011 U.S. National Emissions Inventory to represent the spatial distribution of biogenic
and anthropogenic sources, respectively. The combined spatial distribution of isoprene emissions and air
mass trajectories suggest that biogenic emissions from the southeast contribute to SOA formation at the
SGP site during the summer.
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1. Introduction

Aerosols affect climate through scattering and absorption of
radiation as well as influencing the overall radiative properties,
precipitation efficiency, thickness, and lifetime of clouds. As
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described by the latest Intergovernmental Panel on Climate Change
report (IPCC, 2014), aerosols are one of the greatest sources of
uncertainty in climate model predictions of radiative forcing. The
U.S. Department of Energy's Atmospheric Radiation Measurement
(ARM) program was established in 1990 to collect measurements
needed to provide a better understanding and numerical repre-
sentation of processes that affect atmospheric radiation in climate
models (Stokes and Schwartz, 1994). Long-term continuous mea-
surements have been collected at the Southern Great Plains (SGP)
site near Lamont, Oklahoma since 1992; the Tropical Western Pa-
cific (TWP) site on Manus Island in 1996; Nauru Island in 1998;
Darwin, Australia in 2002; and the North Slope of Alaska (NSA) in
Barrow, Alaska in 1997. The number and types of instruments
deployed at these sites have evolved over time. Today, the SGP site
is the most comprehensive climate research facility in the world
with extensive in situ and remote sensing instrument clusters
deployed over about 143,000 km?. Most of the instruments at the
SGP site measure radiation, cloud properties, and other meteoro-
logical quantities. Near-surface scattering and absorption by aero-
sols at multiple wavelengths are obtained from nephelometers and
Particle Soot Absorption Photometers (PSAP), respectively
(Sheridan et al., 2001), while the wavelength dependence of aerosol
optical depth (t) within the atmospheric column above the SGP site
is obtained from sun photometers and MultiFilter Rotating Shad-
owband Radiometers (MFRSR) (Kassianov et al., 2005). Other
important aerosol optical properties, such as single scattering al-
bedo (we), and asymmetry parameter, g, have been derived from
the column MFRSR data.

Measurements of aerosol optical properties, such as 7, wo, and g
are very useful for evaluating aerosol direct radiative forcing
simulated by climate models. These quantities are also available
worldwide from NASA's satellite and AErosol RObotic NETwork
(AERONET) measurements (Dubovik et al., 2002; Holben et al,,
1998) and have been used by many model evaluation and inter-
comparison studies, such as Aerosol Comparisons between Obser-
vations and Models (AeroCOM). The first AeroCOM
intercomparison (Kinne et al., 2006) found that simulated © was
usually too low and that while the global averages were similar
among the models there were relatively large differences in the
regional distribution of 1. They also showed that there were large
differences in simulated aerosol composition among the models.
Myhre et al. (2013) subsequently showed that these and other
differences in the climate model treatments contributed to a global
mean aerosol direct radiative forcing that ranged from —0.58 to
0.02 W m—.

Fully understanding the sources of uncertainty contributing to
this range of radiative forcing estimates requires additional evalu-
ation of predicted aerosol mass, composition, and size distribution.
While there have been few routine long-term measurements of
these quantities worldwide, global climate models are now more
frequently being evaluated with whatever in situ aerosol mea-
surements are available. For example, Mann et al. (2014) recently
evaluated the simulated aerosol size distribution with new obser-
vational data and showed that while the climate models qualita-
tively reproduced the observed mean size distributions, there were
relatively large errors in certain regions and seasons and some
models performed better than others. Spracklen et al. (2011) used a
combined dataset of Aerosol Mass Spectrometer (AMS) observa-
tions to optimize secondary organic aerosol (SOA) sources in a
global aerosol microphysics model — the Global Model of Aerosol
Processes (GLOMAP) and verified the optimized SOA predictions
against Interagency Monitoring of Protected Visual Environment
(IMPROVE) network (Malm et al., 1994) measurements. Tsigaridis
et al. (2014) focused on the performance of simulated organic
aerosol (OA) among global models and found that increased

complexity in the treatment of OA did not necessarily lead to
improved results. In addition, the range of OA predictions widened
in recent climate models compared to the previous AeroCOM
intercomparison described by Kinne et al. (2006) because of the
differences in the treatment of OA and the addition of highly un-
certain OA precursor sources. One of these models, DOE's Com-
munity Atmosphere Model version 5 (CAMS5), contains a more
detailed treatment of the aerosol lifecycle than in the previous
version (Liu et al., 2012), but simulated near surface OA was found
to be too high when compared with IMPROVE network data over
North America.

These studies demonstrate that co-located measurements of
meteorology, radiation, and aerosols are needed to evaluate treat-
ments of aerosol processes in climate models. Measurements
characterizing chemical and physical properties of aerosols are
important for understanding sources and processes of aerosols in
the atmosphere, and can also be used to predict aerosol optical and
hygroscopic properties. At the ARM SGP site, various instruments
have been deployed over the years to measure aerosol size distri-
bution, including most recently a Tandem Differential Mobility
Analyzer (TDMA) and Aerosol Particle Sizer (APS). While daily filter
samples of aerosols were collected between 2000 and 2008, more
detailed and routine measurements of aerosol composition were
not available until recently. An Aerosol Chemical Speciation
Monitor (ACSM) (Ng et al., 2011b) has been deployed at the SGP
Central Facility since late 2010 to measure temporal variations in
non-refractory submicron particulate matter (NR-PM7) including
OA, sulfate (SOf{), nitrate (NO3 ), ammonium (NHj ), and chloride
(CI7). The ACSM is similar to the Aerosol Mass Spectrometer (AMS)
that has been widely used to obtain aerosol composition mea-
surements during field campaigns conducted throughout the world
(Jimenez et al., 2009; Zhang et al., 2007a), except that it cannot
measure particle size and is lower in cost, size, and weight. The
lower cost of the ACSM also means lower sensitivity, thus less time
resolution, when compared to the AMS, but the ACSM is better
suited for long-term routine monitoring and thus provides infor-
mation needed to evaluate the seasonal and yearly variability of
aerosols simulated by climate models. For example, Sun et al.
(2012) deployed an ACSM in Beijing, China to characterize organic
and inorganic aerosols during the summer to understand high PM
pollution events. Tiitta et al. (2014) describe the variation in aerosol
composition measured by the ACSM over a one-year period in
South Africa and quantify significant differences in aerosol mass
and composition between the wet and dry seasons. In addition,
Carbone et al. (2013) describe urban aerosol composition measured
with the ACSM in Santiago de Chile over a period of three months.

In this study we analyze the ACSM measurements collected at
the SGP site and quantify the diurnal, weekly, monthly, and sea-
sonal variations in OA, sulfate, nitrate, ammonium, and chloride
over 19 months. Positive Matrix Factorization (PMF) analysis of the
organic mass spectra was performed using a 2-week rolling win-
dow algorithm to determine the OA factors and their variations
over time. An analysis of back trajectories is used to illustrate po-
tential sources of aerosols and aerosol precursors transported to the
SGP site. The routine NR-PM; composition measurements at SGP
will enable climate modelers to better identify the sources of un-
certainties in aerosol radiative forcing simulations, when coupled
to the existing extensive meteorological, radiation, aerosol optical
property, and size distribution measurements. While there are
routine aerosol composition measurements collected over the U.S.
(e.g. IMPROVE network), they consist of averages over one-day or
multi-day periods and those sites lack the detailed coincident
measurements of radiation, aerosol optical properties, meteo-
rology, and clouds needed to evaluate the factors contributing to
aerosol radiative forcing. Compared to filter sampling, the ACSM
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will provide more detailed chemical speciation information with
higher time resolution (<1 h) that can capture the dynamic varia-
tions of aerosol chemistry. Measurements of atmospheric constit-
uents at hourly or shorter time resolution are important for
validating photochemical aerosol Chemical Transport Models
(CTMs) (Wexler and Johnston, 2008).

2. Experimental methods
2.1. SGP site description and ACSM measurements

The location of the ACSM instrument deployed at the Central
Facility of the ARM SGP site in north-central Oklahoma is shown in
Figure S1 in the Supplementary Material. The land use in the vi-
cinity of the Central Facility is rural and is composed of mixed
farming (pasture, wheat, alfalfa, soybeans) and grassland. The
nearest metropolitan areas are Wichita (population ~0.7 million)
located ~110 km to the north, Oklahoma City (population ~1.3
million) located ~135 km to the south, and Tulsa (population ~1.1
million) located ~150 km to the southeast. Smaller cities such as
Enid (population ~50,000), Stillwater (population ~47,000), and
Ponca City (population ~25,000) are located 43 km to the south,
77 km to the southeast, and 42 km to the east of the Central Facility,
respectively. ACSM measurements have been collected at ~30 min
intervals since late 2010 and this analysis covers data from
November 2010 through July 2012.

The ACSM sampled ambient air with a total flow rate of
3 L min~L The sample stream to the ACSM was dried with a Nafion
dryer to avoid water condensation in the sampling line, which can
influence collection efficiency (CE) of particles (Middlebrook et al.,
2012). The ACSM measures the chemical composition of NR-PM;.
Detailed descriptions of the ACSM operating principles and cali-
bration procedures are available elsewhere (Ng et al., 2011b). Briefly
particles enter an aerodynamic lens through a critical orifice of
100 pm diameter at a rate of 0.1 L min~! under vacuum. This
focused particle beam impacts and vaporizes on a hot oven
(~600 °C), ionizes with 70 eV electrons, and the resulting ions are
detected using quadrupole mass spectrometry. Particle and back-
ground signals are differentiated using a 3-way valve automated
switching system, which switches sample flow between ambient
and particle-free air. More details on ACSM calibration and cor-
rections can be found in the Supplementary Section 1.

2.2. Organic aerosol component value-added product

Organic aerosols make up a large fraction of total NR-PM; mass
(Zhang et al., 2007a) and can influence the radiative forcing of
aerosols. Therefore it is important to study the chemical and
physical properties of OA. The OA measured by the ACSM was
investigated using the Organic Aerosol Component (OACOMP)
value-added product (VAP) (www.arm.gov/data/vaps). This VAP
was developed to determine the sources and chemical evolution of
OA from long term and continuously expanding ACSM datasets. The
VAP can be described as a rolling window analysis that performs
PMF (Paatero and Tapper, 1994) on long-term data in user-defined
intervals. The procedure for the OACOMP VAP is discussed in detail
in the Supplementary Section 2, and a brief explanation is given
here. For this study PMF was performed on every 2 weeks of data,
incrementing by 1 day, until the end of the data was reached. For
every PMF analysis an OA ensemble mass spectral matrix and a
measurement error matrix are calculated for a two-week period
according to Ulbrich et al. (2009). Note that analysis of 2-weeks of
data was chosen because this length captures the variations of
aerosols and is representative of the average lifecycle of aerosols in
the atmosphere (see Supplementary Section 2.1). Pretreatment is

then applied to both matrices following the procedures given in
Zhang et al. (2011). Specifically, problematic m/z's (S/N < 0.2) were
downweighted by a factor of 20 and weak m/z's (0.2 < S/N < 2.0)
were downweighted by a factor of 2. A minimum error of
1 x 102 ug m~> was applied to the error matrix. Finally m/z's 44, 18,
17, and 16 were downweighted by a factor of 2 because of the as-
sociation of the latter 3 ions with m/z 44 in the organic fragmen-
tation table. The PMF code is run on the two pretreated matrices to
produce two to three factors using FPEAK = 0.0. The code allows for
the possibility of 3 factors, including a BBOA factor and two types of
OOA factors. No hydrocarbon-like factor is extractable in this
dataset, which is consistent with the rural characteristics of the SGP
site. A BBOA factor is identified if one factor has fgg (i.e., faction of
total signal at m/z = 60) greater than or equal to 0.008. The two OOA
factors are differentiated several ways, the first is based on fy4
values, where the factor with greater f44 is identified as OOA-1 and
the other as OOA-2. As factor profiles are produced OOA factors are
also differentiated by comparing time series with adjacent time
series previously produced in the rolling window analysis. Addi-
tional evidence to support the identification of each factor includes
time series correlation with tracer species, diurnal variations in
mass concentration, and characteristic mass spectral peaks. A more
thorough description of the identification of factors is given in 3.2.
The average time series can be found in the Supplementary section
(Fig. S3a—c) and the average mass spectrum of each factor obtained
from the VAP are reported in Fig. 3a—c.

When used on long-term data the VAP results give insight into
the variations of OA factors with respect to time of year and also
quantify the uncertainties for each of the factors from PMF. The
main outputs of the VAP are mass spectra and mass concentration
time series of OA factors that are representative of key sources,
atmospheric formation and evolution processes, and physi-
ochemical properties of OA (Zhang et al., 2011). Since the sum of all
OA factors represents the total OA mass, these results are important
for evaluating model predictions of sources and processes that
contribute to total OA and also for closure studies on aerosol optical
and cloud condensation properties. A better understanding of OA
factors in the atmosphere from these results will also improve the
representation of OA in models and help to reduce uncertainty
associated with direct and indirect forcing of aerosols in climate
models.

2.3. Back trajectory analyses

To illustrate the transport pathways and potential sources of
aerosols observed at the SGP site, back trajectories were computed
using the Hybrid Single-Particle Lagrangian Integrated Trajectory
(HYSPLIT) model (Draxler and Rolph, 2013). Seven-day back tra-
jectories were computed every three hours during the same time
period as the ACSM measurements based on the large-scale
meteorological fields available from the National Oceanic and At-
mospheric Administration (NOAA) Global Data Assimilation System
(GDAS). The horizontal spatial grid spacing of GDAS is 1°. All of the
back trajectories originated 10 m above the ground at the SGP
Central Facility and vertical transport was based on the mean ver-
tical velocities from GDAS.

3. Results and discussions
3.1. An overview of the variations in air mass trajectories

The seasonal variations in air mass transport to the SGP during
2011 based on HYSPLIT is shown in Fig. 1 where the warmer colors

denote higher frequently occurrence of back trajectory positions
during each 3-month period. During the winter, northerly winds
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Fig. 1. Plots (a—f) show back trajectories divided by season for 2010—2012 data with the SGP as the end point of each trajectory and are colored by frequency. Note that winter
consists of December, January, and February; spring consists of March, April, and May; summer consists of June, July, and August; and fall consists of September, October, and
November. Plots (g—h) show the emission rates for CO and isoprene, respectively. All maps have white dots that indicate SGP site location. Maps range from 30 to 50 N and 110 to
80 W. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

occur a larger fraction of time along with recirculating air masses
over the south-central U.S. (Fig. 1a, e). Not surprisingly, transport to
the SGP during the spring transition months is from both the south
and north (Fig. 1b, f), and depends on position of high and low
pressure systems passing through the region. Southerly winds
dominate during the summer so that aerosols and their precursors
are likely transported from Oklahoma and eastern Texas (Fig. 1c).
The shorter back trajectories are due to wind speeds that are
generally lower during the summer. The transport pathways during
the fall (Fig. 1d) were similar to those during the spring, except that
there was less transport over southeastern Texas. This analysis also
shows that air masses are unlikely to pass over the eastern and
southwestern U.S. over the seven-day trajectory intervals. It is
possible that air masses from the southeastern U.S. can be trans-
ported over the SGP site, but the transport period would be much
longer than seven days. Note that back trajectories starting at
higher altitudes where the wind speeds are higher would be longer
than those shown in Fig. 1; however, air masses would need to
arrive over the SGP site at or below the top of the boundary layer.

The carbon monoxide (CO) emission rates from the 2011 Na-
tional Emission Inventory and the emission rates for isoprene
computed by the Model of Emissions of Gases and Aerosols from
Nature (MEGAN) (Guenther et al., 2006) are shown in Fig. 1g, h,

respectively, for reference. The CO emissions represent the spatial
distribution of anthropogenic sources, while the isoprene emis-
sions represent the spatial distribution of biogenic sources. The
isoprene emission rates are from a typical summer day, so the rates
would be much lower during the winter. The high frequency of
southerly winds suggests that Tulsa, Oklahoma City, and the Dallas-
Fort Worth area likely contribute anthropogenic aerosol and aero-
sol precursors at the SGP site throughout the year. However these
cities are 100 km or more from the SGP site so that dilution will
reduce their concentrations before arriving at the SGP site. A large
number of the trajectories pass during the summer over the high
isoprene emissions regions east and southeast of the SGP site
(Fig. 1c). This suggests that biogenic emissions likely contribute SOA
mass at SGP primarily during the summer. Additional analysis
relating observed biomass burning aerosol and inorganic aerosol
species with the back trajectories is discussed in Section 3.4.

3.2. Temporal variations of submicron aerosol mass loading and
composition

From November 20, 2010 to June 28, 2012 the temporal varia-
tions in meteorological conditions and NR-PM; particle composi-
tion and mass concentration at the SGP site are summarized in
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Fig. 2.

The average (+10) mass concentration of total NR-PM; over the
entire dataset is 7.0 (+9.3) ug m—. A summary of the mass con-
centrations of major NR-PM; species for the entire study is shown
in Table 1 and in Fig. S5. For the majority of the study, the molar
equivalent ratios of ammonium to anions (i.e., nitrate, sulfate, and
chloride) measured by the ACSM were calculated to be near 1,
indicating that particles are fully neutralized and that inorganics
are predominantly in the forms of NH4NO3, (NH4)2SO4, and NH4Cl
(Zhang et al., 2007b). As shown in Fig. 2c, the total NR-PM; mass
concentration has a large range with substantially enhanced mass
concentrations between February—May 2011 and February—March
2012. These spikes in NR-PM; are associated with increases in
ammonium nitrate and the 2011 spikes are also associated with
biomass burning emissions (Fig. 2e). This observation is consistent
with the fact that prescribed agricultural burning in the region
commonly occurs during spring months in preparation for crops
(Reid et al., 2004).

Note that the time series of NR-PM; mass concentrations
measured by the ACSM and PM; volume concentrations measured
by a Tandem Differential Mobility Analyzer (TDMA) show similar
trends (Fig. S4). However, the linear regression slope for comparing

mass and volume measurements for the entire study period is
~2.7 g cm~3, which is much higher than the average (+10) density
(p) of NR-PM; (1.40 + 0.09 g cm™3; Fig. 2b) estimated based on
measured NR-PM; composition assuming that the densities of in-
organics and organics are ~1.72 and ~1.2 g cm™, respectively. A
possible reason for this discrepancy could be that different particle
sizes are measured by the TDMA (12—712 nm) and ACSM (~30%
transmission efficiency at 1 um (Liu et al., 2007)). Comparisons of
mass measured by the ACSM with filter measurements are not
possible given that filter measurements at SGP were taken only for
2000—-2007 and IMPROVE measurements do not cover the dates of
this study. Furthermore we show seasonal differences in NR-PM;
composition may be due to meteorological variations, thus
comparing previous filter measurements with this dataset could be
problematic.

From the VAP analysis of the OA dataset three factors were
obtained including two types of OOA factors, where one is more
oxidized with a higher fy4 (i.e., faction of total signal at m/z = 44)
than the other, and a biomass burning OA (BBOA) factor (Fig. 3). In
order to test the overall performance of PMF, organic mass con-
centration was reconstructed from the three OA mass concentra-
tions and correlated with the measured organic concentration from
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respectively.

the ACSM (Fig. S6). From the linear regression it was determined
that the approximated and measured organic mass are in good
agreement with a linear regression slope of 1.004, intercept of
0.042, and r? = 0.987. The average mass spectra of the two OOA
factors (Fig. 3a, b) show that fy4 is higher for OOA-1 than O0A-2,
and the fraction of total signal at m/z = 43 (f43) is higher for OOA-
2 than OOA-1. The ion signal at m/z = 44 commonly comes from
the thermal decomposition of carboxylic acids on the vaporizer
resulting in a COJ peak (Alfarra et al., 2004). The signal at m/z = 43
mainly comes from the fragmentation of hydrocarbon chains to
form CsHY and carbonyls to form C,H30*. Therefore OOA-1 is
representative of more-oxidized OA and OOA-2 is representative of
less-oxidized OA. BBOA is a surrogate for OA emitted from biomass
burning and has significant mass spectral peaks at m/z = 60 and 73,
which are associated with anhydrous sugars such as levoglucosan
emitted from wood burning (Alfarra et al., 2007; Schneider et al.,
2006). BBOA mass concentration increases sporadically
throughout the year but the majority of BBOA is emitted during
spring (41% of the days with BBOA influence) and winter (38%) and
less frequently during summer (11%) and fall (9%). It is common to
identify OOA types based on significant mass spectral peaks as well
as mass concentration time series correlation with tracer species. In

Table 1

Summary of the major NR-PM; species mass concentrations in units of ug m~
measured at ~30 min time resolution over entire study (Nov. 2010—June 2012) with
the average percent of total NR-PM; in parentheses.

3

x+lo Median Range # of points DL”
Total 7.0+93 4.5 0.10 — 270 19148 -
Nitrate 1.5 + 3.0 (21%) 030 BD® —42 19148 0.012
Sulfate 0.80 + 1.0 (12%) 0.40 BD-9.6 19148 0.024
Ammonium  0.66 + 1.2 (9.4%) 0.17 BD — 12 19148 0.284
Chloride 0.020 + 0.040 (0.24%) BD BD — 2.0 19148 0.01
Organics 4.0 + 6.2 (57%) 2.8 0.10 — 201 19148 0.148
00A-1 2.1 + 1.7 (30%) 1.7 BD — 45 19074 -
00A-2 1.6 + 2.4 (22%) 0.90 BD — 62 19074 -
BBOA 041 + 3.1 (5.9%) 0 BD — 124 7077 -

2 Below detection limit (DL).

> 30 min detection limits in units of pg m> reported by Ng et al. (2011b).
To determine DL for longer averaging times (t, min) multiply reported DL values
by (30/t)"/2.

addition to having a large signal at m/z = 60, the BBOA factor also
correlates well with the m/z = 60 time series (Fig. S3c). Figure S7
shows the scatter plots of the OOA factors with secondary inor-
ganic species colored by ambient temperature. OOA tends to have a
temperature dependent correlation with nitrate such that the slope
increases as temperature increases. Unlike nitrate, neither OOA
factors nor sulfate concentrations are dramatically influenced by
temperature (Fig. S8). The total OOA concentration correlates well
with the sum of secondary inorganic (nitrate and sulfate) concen-
trations with similar temperature dependence discussed previ-
ously, thus supporting the secondary nature of OOA and the notion
that OOA in this study likely consists of low-volatility species.

In Fig. 4a is a triangle plot of organic f43 versus fs4 for the entire
dataset along with the range in f43 and f44 values for the three PMF
factors obtained from the VAP analysis. The dotted lines represent
the typical f43 and fs4 bounds for OA factors found in previous
global studies (Ng et al., 2010). Also shown in Fig. 4a, b are fa4, fs3,
and fgp values from previous studies, including standard semi-
volatile (SV-O0OA) and low-volatility oxidized OA (LV-OOA) (Ng
et al,, 2011a); factors from Pasadena, CA (Hersey et al., 2011);
Paris, FRA (Crippa et al., 2013); Zurich, CHE (Lanz et al., 2007);
Fresno, CA (Ge et al., 2012b); and lab studies (http://cires.colorado.
edu/jimenez-group/AMSsd/). OOA-1 is located near the apex of the
triangle and is representative of highly aged and oxidized OA. OOA-
2 is less oxidized than OOA-1 but is more oxidized than previously
found SV-OO0A factors that have lower fq4 values. BBOA is the least
oxidized OA of all the PMF factors found in this study. The box plots
show the large range in oxidation for each OA factor and emphasize
that constant factor profile mass spectra do not fully capture the
dynamic variations of long-term datasets (more discussion in
Supplementary Section 3). Fig. 4b shows that BBOA is within the
range of fgo and f44 values found in previous ambient studies and
the two OOA factors are distinct from the BBOA factor. Overall OA
seems to be highly oxidized for most of the study such that the
majority of data points are located near the apex of the triangle (OA
have high fs4 and low fy3 values). An exception to this occurs during
biomass burning events when fgg is high, OA is less oxidized, and
elevated concentrations occur. This tendency for OA to be highly
oxidized is consistent with the previous discussion that OOA con-
sists mostly of low-volatility species.


http://cires.colorado.edu/jimenez-group/AMSsd/
http://cires.colorado.edu/jimenez-group/AMSsd/

C. Parworth et al. / Atmospheric Environment 106 (2015) 43—55 49

(a)
035+ p— . % |- - o 0()
8, : °
A o %o
0° 20 40 60 80 . 1 10 50 100 200
% of BBOA Org (1g m_3)
0.30 — 0.30 - g m OOA1
O0A-2
» BBOA
- Standard LV-O0A
0.25 0254 S Standard SV-00
A Pasadena LV-OOA
/A Pasadena SV-OOA
0.20 0.20 4 '} <4 Paris BBOA
3 : X Zurich BBOA (summer)
¢  Zurich BBOA (winter)
0.15 015" ‘. % Fresno BBOA
. @ lodgepol
.| 4 pondeross
0.10 - 0.10] S
0.05 — 0.05 ! %
1
X A o ‘X 9]
)
0.00 ! . 0.00

I ' I ' I !
0.00 0.04 0.08 0.12

f43

| I
30 40x10°

f60
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similarly formatted graph is shown in part (b) with organic fgp versus fs4 values. The triangle lines for plot (b) are adapted from Cubison et al. (2011).

3.3. Monthly, seasonal and diurnal variations of aerosol
composition

It is difficult to see immediate trends in this long-term dataset
and as a result it is useful to look at monthly, seasonal, and diurnal
trends in aerosol composition and mass concentrations. Anthro-
pogenic influences on NR-PM; chemistry were also investigated
(see Supplementary Section 4). The major results from the 2011
dataset (Jan. — Dec. 2011) are summarized in Fig. 5 to give insight
into aerosol composition and concentration changes over the
course of one year. This wheel plot shows how the NR-PM;
composition, average concentration, OA composition, and wind
change on a monthly basis. The largest average mass concentration
in NR-PM; occurs between January—April due to a combination of
lower atmospheric boundary layer (ABL) height, enhanced emis-
sions of BBOA, and lower temperature that promotes the conden-
sation of semi-volatile species such as ammonium nitrate and
semi-volatile organic species (Section 3.4). As ambient tempera-
tures increase from May to August semi-volatile species decrease
due to partitioning into the gas-phase. Overall the highest NR-PM;
mass concentrations occur at the beginning of 2011 and decrease as
the year progresses.

For the entire dataset (Nov. 2010—June 2012) seasonal wind data
and average mass concentrations and composition of NR-PM; are
summarized in Fig. 6. The highest NR-PM; mass concentration
occurs in the winter of 2010—2011 and decreases from the spring to
fall of 2011. Similar seasonal patterns are seen for 2012, such that

beginning in the winter of 2011—2012 concentrations increase then
decline in the following seasons. Therefore the cyclic nature of NR-
PM; mass concentrations seen for 2011 (Fig. 5), where peak con-
centrations occur in the winter and decrease as the year progresses
is also seen for the first half of 2012. The composition of NR-PM is
very similar among the same seasons, such that nitrate dominates
NR-PM; mass concentration in both winters. All other seasons have
organics contributing the most to total NR-PM; mass concentra-
tion. Changes in OA factor profiles with season were investigated
for OOA-1, OOA-2, and BBOA (Fig. S10) and more discussion can be
found in the Supplementary Section 3.

The diurnal variations of major NR-PM; species concentration,
temperature, and relative humidity separated by season are shown
in Fig. 7, S11 and S12. Most species lack distinct diurnal variations
with the exception of nitrate. Aerosol nitrate is formed from the
precursor gas HNOs. The formation of HNO3 can occur several ways
including daytime reaction of NO, and OH radical and various
nighttime reactions involving NOs radical and N,Os (Seinfeld and
Pandis, 2006). Two main diurnal patterns for nitrate are observed
during this study that may be indicative of daytime and nighttime
formation of HNOs. Kim et al. (2014) have recently observed that
daytime production of HNO3 corresponds to a peak in total nitrate
(HNO3+NO3 ) production rate around late afternoon in the North-
ern US during winter. They also found that when nighttime pro-
duction of HNOs is dominant, the total nitrate production rate
peaks in the early morning and at night. Following this logic, at SGP
during winter 2010—11 and spring 2011 the diurnal patterns of
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Fig. 5. The monthly variations in average NR-PM; mass concentration, composition and wind data for one year (Jan. — Dec. 2011). The August wind rose is a reference for all wind
roses shown, where the colors of the wind roses correspond to speeds listed in the left box. The middle pie charts show the average composition of organics and have areas that are
scaled to total organic loading for that month. The inner pie charts show the average composition of NR-PM; and have areas scaled by the average mass loading, written below each
month in units of ug m~3, during that month. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

nitrate may be associated with dominant nighttime production of
HNO; whereas photochemical production of HNOs is likely
responsible for the nitrate peaks in the mid-afternoon during fall
2011 and spring 2012. For the summer of 2011 nitrate concentra-
tions are low and lack a strong diurnal variation. This diurnal
pattern might be due to the abundance of nitrate in the form of
organonitrates, which are less volatile and therefore less temper-
ature dependent than more volatile species like ammonium nitrate
(Perraud et al., 2012). Enhanced ratio of m/z = 30 to m/z = 46
provides evidence for organonitrates (Farmer et al., 2010). The
average my/z 30:46 ratio for summer 2011 is ~10, substantially
higher than the ratio for ammonium nitrate determined during
ionization efficiency calibrations. This flat diurnal pattern for ni-
trate could also be related to competitive processes of nitrate
production and evaporative loss during the daytime. Simultaneous
measurements of nitric acid and ammonia would be needed to fully
understand nitrate fluctuations. In addition to nitrate having a

distinct diurnal pattern, BBOA in the spring shows enhanced con-
centrations during the early morning and throughout the evening,
and suspected to be related to variability in ABL height.

With more than one year of data, the aerosol chemistry of
overlapping seasons was compared, which for this dataset includes
two winters (2010—11 and 2011-12) and two springs (2011 and
2012). The total NR-PM; concentration is greater for winter
2010—11 than winter 2011—12, mainly due to substantially higher
concentrations of inorganic species, especially nitrate (Fig. 6). The
average concentrations of all aerosol species are much higher
during spring 2011 than spring 2012 (Fig. 6), for which somewhat
different source influences between the two years could be partly
responsible. For example, according to the wind roses, the SGP site
is subjected to more NW and NE winds in spring 2011 compared to
spring 2012. Fire records also indicate that BB emissions during
March 2012 are ~17% less than March 2011, and wind directions are
not favorable to transport BB emissions to the site during March
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2012 (Fig. S13).

In addition, winter 2010—11 and spring 2011 are overall colder
and drier than winter 2011-12 and spring 2012, respectively
(Fig. 7). Less influence of wet deposition might be a reason that both
winter 2010—11 and spring 2011 have higher total NR-PMjy,
whereas colder temperatures in winter 2010—11 and spring 2011
compared to the following winter and spring, respectively, might
explain the higher fraction of nitrate in NR-PM; (Fig. 6). In addition,
the fact that winter 2011—12 and spring 2012 have higher fractions
of OOA-1 compared to winter 2010—11 and spring 2011 (Fig. 6)
might be due to more humid conditions that facilitate aqueous
phase processing (e.g., Ge et al., 2012a).

3.4. Sources of NR-PM;

As shown in Fig. 5, there is a substantial amount of BBOA present
at the SGP site during February, March, and April of 2011. To better
understand how smoke is transported to the SGP site, Fig. 8 com-
pares the temporal variations of BBOA with variations in fire loca-
tions and daily organic carbon (OC) emission rates from the Fire
INventory from NCAR (Wiedinmyer et al., 2011) as well as back
trajectories. As shown in Fig. 8a, the high OC emissions within ~5°
(light gray shading) and ~2.5° (dark gray shading) of the SGP site
occur most frequently during March and April, corresponding to
the highest overall monthly BBOA concentrations (Figs. 5 and 8b).
To examine the temporal variations in more detail, the daily OC
emission rates and BBOA for March are shown in Fig. 8c, d,

respectively. Peak BBOA concentrations usually occur one to two
days after high OC fire emissions. The exception is March 10—12
when BBOA is relatively low and fires with relatively higher emis-
sions similar in magnitude to other events during the month occur
southeast of the SGP site; however, most of the back trajectories
show air masses at the SGP site on those days did not pass over
those fires (not shown). As shown in Fig. 8e, fires with the highest
emission rates within 5 degrees of the SGP site occur in south-
eastern Oklahoma and western Arkansas, but the back trajectories
(Fig. 8g) suggest that a portion of the smoke during March could
have originated from a large number of smaller fires closer to the
SGP site. In contrast, the number of fires during July 2011 was much
less (Fig. 8f). While there were a few fires north of the SGP site, all of
the back trajectories show transport from the south (Fig. 8h). The
direction of those trajectories indicate that transport from the
larger fires in the southeastern U.S. was possible, but the transport
period was greater than 7 days so that any smoke originating from
those fires are very dilute by the time they arrive at the SGP. The
PMF approach is not able to identify very low concentrations of
BBOA if they were present. In general, the BBOA at the SGP site is
consistent with fire emission inventory and suggest that local fires
contributed to the higher BBOA concentrations during the spring of
2011. Additional analyses using a chemical transport model would
be needed to identify the relative contribution of each fire to the
BBOA at the SGP site as well as to quantify the relative contribution
of local and distant sources.

Fig. 9 presents an analysis of temporal inorganic aerosol
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Fig. 7. Diurnal variations of temperature, relative humidity (RH), and NR-PM; species mass concentrations at SGP for11/20/2010—06/28/2012 summarized by season, with mean
values shown here. Refer to Fig. 1 for seasonal classification.

variations between January and March 2011 in relation to the ammonium and nitrate are well correlated with each other. The

spatial variations of ammonia, NOy, and sulfur dioxide (SO;) coldest temperatures occur mostly in January and early February,
emissions and select back trajectories. Nitrate concentrations at with shorter periods of cold temperatures during March (Fig. 9b). It
SGP are highest during the winter months, with peak daily- is evident that all of the high nitrate episodes are associated with

averaged values exceeding 10 pg m~> on 21 days between temperatures below 3 °C (Fig. 9a). At warmer temperatures nitrate
January and March 2011 (Fig. 9a), and multi-day variations in quickly partitions back to the gas phase, decreasing nitrate
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concentrations. The sources of nitrogen from surface ammonia and
NOy emissions are shown in Fig. 9c and d, respectively. A significant
amount of NOy is also emitted from numerous power plants (not
shown). Relatively low emission rates of both NH3 and NOy occur in
the immediate vicinity of the SGP site and higher emission rates are
located several hundred kilometers or more away. The back tra-
jectories associated with nitrate >10 pg m—> (Fig. 9e) pass over
different ammonia and NOyx emission sources in all directions prior
to arriving at the SGP site. A similar analysis of the back trajectories
associated with nitrate >3 pg m~> for January, February, and March
are shown in Fig. 9f—h, respectively. During January when the
temperatures are the coldest overall, back trajectories are primarily
from the north to northwest and pass over the relatively higher
ammonia emissions in Nebraska (Fig. 9f). During February (Fig. 9g),
the transport pathways are similar to January except there are a few
days in which transport is from the south suggesting that NOx
sources from Oklahoma City and Dallas-Fort Worth may have
contributed to nitrate. Transport from the south becomes more
frequent during early spring in March (Fig. 9h). Thus, the relative
contribution of ammonia and NOy on nitrate likely depends on the
ambient winds and the emission rates upwind are sufficiently high
to produce nitrate concentrations as long as the temperature is
sufficiently low.

In contrast with other rural areas of the world (Zhang et al.,
2011) (e.g., sulfate accounts for an average ~39% of total NR-PM;
concentration), sulfate at the SGP site is a relatively lower fraction
of the total aerosol concentrations. As shown in Fig. 2d, sulfate
concentrations exceed 2 pg m~> on 82 days between January and
June, but concentrations are much lower for the remainder of the
year. Nevertheless, the fraction of sulfate to the total aerosol con-
centration changes little during the year (Fig. 6). Temporal varia-
tions in sulfate for January through March are shown in Fig. 9i in
relation to the variations of nitrate and ammonium. Sulfate is not
correlated with temperature because of its longer lifetime (Fig. S7).
There are numerous point sources of sulfur dioxide (SO;) sur-
rounding the SGP site with many small emission sources (<10~> ton
day~!) and fewer locations where emissions exceed 0.1 ton day ™"
(Fig. 9j—1). Area sources of sulfur dioxide are not shown since they
are much smaller than the point sources. During January (Fig. 9j),

the peaks in sulfate concentrations are likely from three large sulfur
dioxide emission sources close to the SGP site, one located a few
kilometers southwest of the SGP site, one in south-central Kansas,
and the other close to Oklahoma City. During February (Fig. 9k), the
trajectories indicate a more broad distribution of SO, sources
located southwest, south, and southeast of the SGP site in Okla-
homa contribute to peak sulfate concentrations. In contrast, peak
sulfate concentrations are mostly associated with transport by
northeasterly winds from SO, sources in southeastern Kansas
during March (Fig. 91). There are still a few periods in which
transport is from other directions. The locations of the SO, sources
and the variable winds at the SGP site suggest that many sources
can contribute to sulfate at the SGP site. The closest SO, sources
with the highest emission rates may not be the biggest contributors
to the overall sulfate concentrations during much of the year. The
higher sulfate concentrations during the winter months are also
due to lower boundary layer depths that inhibit vertical mixing.
This simple analysis cannot point to the role of aqueous chemistry
in clouds that could enhance sulfate over transport periods of many
days.

While the back trajectories provide some insight into the
transport pathways associated with changes in aerosol composi-
tion, questions regarding the aerosol precursor sources and
mechanisms contributing to the observed multi-day and seasonal
variations in aerosol composition are best addressed by regional
chemical model studies. The dataset also provides a useful metric to
evaluate global model predictions of aerosol composition.

4. Summary and conclusions

In this study the long-term seasonal, diurnal, weekly, and
monthly trends for NR-PM; mass concentration and composition
are summarized for the SGP site. High mass concentration periods
of NR-PM; occur predominantly in the spring and winter months,
due to increased emissions of BBOA and formation of ammonium
nitrate, respectively. Back trajectory analyses show that BBOA
during the spring is mainly from local burning emissions. Cooler
ambient temperatures that favor gas-to-particle partitioning and
long-range transport of NOy and ammonia from urban and



54 C. Parworth et al. / Atmospheric Environment 106 (2015) 43—55

(e) Jan - Mar, NO_ > 10 ug m?  (f) Jan, NO, >3ugm?®

N

3-day transport 3 to 7-day transport

(g) Feb, NO_>3pg m?® (h) Mar, NO,_ >3ug m?

L

(k) Feb, SO, >2 g m*® () Mar, SO, >2pg m*

(a) NOaand at the SGP Site, 2011 (c) NH3 Emission Rates
1 1 1
207 gray shading = < 3 deg 2
peak yalues correlatgd with low tdmperatures
15
’)E
= 10 A
=
k) M
] ‘ LY "
0 Bl ¥ ") b W ~.v€)L,4
Jan Feb Mar Apr 010305 1 3 5 10 30 50 100
*10” ton hr'
(b) Temperature at the SGP Site, 2011 (d) NO_Emission Rates
304 1 1 ! X :
204 e
o 104 5
o
@ - -
° 04 -
-104 :
-20 . .
)
Jan Feb Mar Apr 010305 1 3 5 10 30 50 100
*10” ton hr'
(i) SO, at the SGP site, 2011 (i) Jan, SO, >2 ug m*®
1 1 1
8 gray shading = <3 deg C
peak values not correlated with low temperatures
6 = -
] i
= 4
3.
2 . -
0 T T
Jan Feb Mar Apr

« <10% ¢ 10°t0 0.1 @ > 0.1 ton day-!

SO, Emission Rates

Fig. 9. Mass concentration time series for nitrate and ammonium for periods with high mass concentrations are shown in (a). Gray shading represents periods when temperatures
at SGP site are below 3 °C (dotted line in b). Emission maps for precursor gases including (c) ammonia and (d) NOy are colored by emission rates. Back trajectories for nitrate
including 3-day (red) and 3—7-day (blue) transport times to SGP site are shown in (e—h). Similarly formatted time series for sulfate shown in (i) and back trajectories shown in (j—I).
Gray dots in (j—I) represent point sources of sulfur dioxide. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

agricultural areas, respectively, resulted in elevated concentrations
of ammonium nitrate during the winter. There are no significant
seasonal trends in sulfate concentrations and a mixture of local and
regional sources are expected for sulfate. An OACOMP VAP was
developed allowing PMF to be performed on long term ACSM data
using a rolling window technique, which captures the dynamic
variations of chemical composition and concentration in the OA
components over time. For the first time PMF analysis using the
OACOMP VAP was performed to determine distinct OA factors,
which consist of BBOA and two types of OOA, differing in degrees of
oxidation. For most of the study organics are aged and highly
oxidized, with the exception to this occurring during biomass
burning events. The rolling-window PMF results uniquely capture
the dynamic variations of atmospheric oxidation and age for each
of the PMF factors.

Long-term and high time resolution aerosol mass and compo-
sition measurements from this study can be combined with
meteorological, radiation, aerosol optical property, and size distri-
bution measurements from SGP to evaluate aerosol radiative forc-
ing simulations. As this dataset continues to expand, it will be
useful for observing changes in aerosol composition and concen-
tration over multiple years. The aerosol composition data can also
be coupled with other ARM SGP measurements of meteorology,

radiation, and aerosol optical and hygroscopic properties to eval-
uate how well climate models represent the seasonal and multi-
year variations in aerosol radiative forcing at this site.
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