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Abstract controls on precipitation onset and the transition from shallow cumulus to congestus are
explored using a suite of 16 large-eddy simulations based on the 25 May 2011 event from the Midlatitude
Continental Convective Clouds Experiment (MC3E). The thermodynamic variables in the model are relaxed at
various timescales to observationally constrained temperature and moisture profiles in order to better
reproduce the observed behavior of precipitation onset and total precipitation. Three of the simulations
stand out as best matching the precipitation observations and also perform well for independent
comparisons of cloud fraction, precipitation area fraction, and evolution of cloud top occurrence. All three
simulations exhibit a destabilization over time, which leads to a transition to deeper clouds, but the evolution
of traditional stability metrics by themselves is not able to explain differences in the simulations.
Conditionally sampled cloud properties (in particular, mean cloud buoyancy), however, do elicit differences
among the simulations. The inability of environmental profiles alone to discern subtle differences among the
simulations and the usefulness of conditionally sampled model quantities argue for hybrid
observational/modeling approaches. These combined approaches enable a more complete physical
understanding of cloud systems by combining observational sampling of time-varying three-dimensional
meteorological quantities and cloud properties, along with detailed representation of cloud microphysical
and dynamical processes from numerical models.

1. Introduction

Global Climate Models (GCMs) continue to struggle representing boundary layer clouds (stratocumulus and
shallow cumulus) (Bony & Dufresne, 2005; Medeiros et al., 2008; Medeiros & Stevens, 2011; Song et al.,, 2013;
Stevens & Bony, 2013; Wyant et al.,, 2007) and the transitions to deeper cloud types (Dai, 2006; Del Genio &
Wu, 2010; Kim et al., 2010; Yuan et al., 2013). Stratocumulus clouds scatter much of the incoming solar radia-
tion back to space and therefore exert a cooling effect on the climate system. In the trade latitudes, vertical
transports from shallow cumulus balance the large-scale subsidence and set the equilibrium depth of the
boundary layer. Over the continent, the deepening of shallow cumulus clouds is an intrinsic part of the
diurnal cycle of convection, with shallow cumulus, under the right conditions, deepening into congestus
and eventually to cumulonimbus. In the midlatitudes, shallow stratocumulus and cumulus systems are a
robust signal of baroclinic waves (Field & Wood, 2007) and, from the framework of a fixed geographic
location, are a highly transient component of synoptic wave passage.

Difficulty in representing cloud and cloud transitions also extends to high-resolution cloud process models
that are used to construct data sets employed for formulating and evaluating GCM cloud dynamical and
microphysical process parameterizations (e.g., Grabowski et al., 2006; Stevens et al., 2005; van Zanten et al.,
2011). A number of these model intercomparison studies have been conducted over the years, focused
mainly on highly idealized model configurations of weakly forced cloud systems (Ackerman et al.,, 2009;
Brown et al., 2002; Siebesma et al., 2003; Stevens et al., 2001, 2005; van Zanten et al., 2011) where cloud
evolution is not predominantly governed by synoptic-scale forcing. These large-eddy simulation (LES) models
assume horizontally homogeneous initial conditions, and any external forcing is typically applied evenly
across the model domain. In effect, this imposes a constraint of statistical homogeneity over the LES domain.
Model intercomparisons of cumulus transitions are predominantly forced using the diurnal cycle in surface
fluxes while also assuming large-scale homogeneity and hence weak horizontal advective tendencies (e.g.,
Brown et al., 2002; Grabowski et al., 2006).
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The combination of Lagrangian frameworks and/or weak forcing found in the previous studies negates the
importance of advective forcing terms. This is a desirable simplification but one that is typically only justified
in quiescent or near-barotropic conditions. Moreover, this assumption is not appropriate for situations having
strong shear associated with baroclinic synoptic systems, and it precludes exploration of transient cloud sys-
tems associated with substantial synoptic-scale or mesoscale variability. Examples of systems for which this
idealized framework is not appropriate include deepening cumulus in the warm sector or postcold frontal
stratocumulus and cumulus congestus (e.g., Kollias & Albrecht, 2000; Mechem et al., 2010, 2015).

In contrast, an Eulerian modeling framework is ideal for comparisons with fixed sites such as the Department
of Energy (DOE) Atmospheric Radiation Measurement (ARM) program Southern Great Plains (SGP) site in
northern Oklahoma (e.g., Mather & Voyles, 2013). An Eulerian modeling approach requires forcing terms in
the form of horizontal advective tendencies of temperature and moisture, in addition to the large-scale
vertical motion and surface fluxes required in the Lagrangian approach. These forcings can be supplied by
the variational analysis method of Zhang and Lin (1997), which incorporates ARM observations together with
numerical weather prediction (NWP) analysis to create observationally constrained forcing tendencies (Xie
et al, 2014). This ARM variational analysis product has been used extensively in process-modeling studies
(e.g., Khairoutdinov & Randall, 2003; Mechem et al,, 2015; Xie et al.,, 2005; Xu et al., 2002, 2005). LES fields
produced under this approach represent a semidiagnostic response to the large-scale forcing and follow
an assumption of a separation of scales between the large-scale forcing fields and the cloud response.
Temporally, this assumption corresponds to cloud microphysical and dynamical responses occurring on
timescales shorter than the forcing. In cases of highly transient forcing (i.e., forcing timescale of the same
order as the cloud response), this assumption can be violated and the framework may not be well posed.

Recently, Mechem et al. (2015) explored the impact of details in forcing for reproducing the temporal evolution
of highly transient cloud system properties using high-resolution LES with size-resolving (bin) microphysics. In
particular, they assessed the importance of using time-varying versus steady state forcing configurations and
the impact of the spatial scale of the LES forcing. Advanced observational metrics, derived from newer ARM
instrumentation including scanning cloud radar, indicate that time-varying forcing leads to model behavior
better matched to the observed cloud field evolution. Those observations included cloud fraction, precipitation
area fraction, precipitation onset time, probability distribution functions (PDFs) of cloud top height, and total
precipitation. Although time-varying forcing configurations in Mechem et al. (2015) produced the best match
with observations, including realistically deepening cloud systems and coexisting shallow cumulus and con-
gestus, all the simulations exhibited flaws. Specifically, the transition from cumulus to congestus occurred
more rapidly than the observed transition, and simulations overestimated areal-averaged precipitation rate
and precipitation areal fraction. The better performing runs trended closer to the observed precipitation
onset behavior, but even the best simulations produced precipitation too quickly, suggesting an overestima-
tion of the large-scale forcing imposed by the NWP model at the heart of the variational analysis procedure.

The focus for this study is the further evaluation of the controls on the transition from shallow cumulus to
congestus, the onset of precipitation, and subsequent evolution for the 25 May 2011 event. Mechem et al.
(2015) indicated that this transition to congestus for the 25 May event appeared tied to the evolution of
stability (combination of moisture and temperature) as a control on transition time (e.g., Xie et al,, 2014;
Zhang & Klein, 2013), which was improved through the use of time-varying forcing. In order to further
constrain precipitation onset and total accumulation amounts, in this study we relax (“nudge”) the simula-
tions performed to the variationally constrained profiles of temperature and moisture used to formulate
the initial conditions. This relaxation is one approach to compensate for excessive or poorly aligned forcing
terms, in effect modifying the forcing details by steering the model toward the ARM observations incorpo-
rated into the variational analysis. As with the previous study, we similarly perform a suite of sensitivity simu-
lations and focus on those that reproduce the best observed precipitation characteristics (onset time and
accumulated precipitation). We then evaluate the morphology of those simulations against independent
observations of cloud, precipitation, and other properties including fractional cloud and precipitation areal
coverage, cloud profile behaviors, and thermodynamic evolution.

Previous studies of the controls for shallow-to-deep transition focused on the role of entrainment rate and
cloud base mass flux (Grabowski et al., 2006) or the role of mean updraft buoyancy (Wu et al., 2009). We
concentrate on the role of the evolving environmental stability as a control on the shallow-to-congestus
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transition, in particular attempting to identify features in the thermody-

60 namic profiles that suggest imminent transition to deeper clouds, an exer-
0.6 cise we find to be exceptionally difficult. We also explore the transition

30 from the Wu et al. (2009) perspective of mean cloud buoyancy and find

0 their approach to work well in identifying cloud transitions, moreso than
04! looking at subtle changes in stability alone.

30|

20 2. The 25 May 2011 Congestus Event
02 2.1. Synoptic Overview

10

The 25 May 2011 event was a strongly forced case of shallow cumulus
0.0 transitioning to precipitating cumulus congestus. This case was observed
during the DOE ARM and National Aeronautics and Space Administration
(NASA) Global Precipitation Measurement mission campaign, the

Figure 1. Synoptic configuration at 1800 UTC. Albedo from GOES visible  Midlatitude Continental Convective Clouds Experiment (MC3E) (Jensen

satellite imagery is combined with isobars of the surface pressure field (in
hPa) from North American Regional Reanalysis (Mesinger et al.,, 2006) and a
multiradar composite of reflectivity from WSR-88D Next Generation Weather

etal, 2016). As summarized by Mechem et al. (2015), clouds developed fol-
lowing a frontal passage connected with a mature low-pressure system

Radar (NEXRAD). The magenta cross represents the location of the ARM over central Kansas (Figure 1). Shallow clouds formed over the ARM
Central Facility, and the multiple S's indicate MC3E sounding sites. Southern Great Plains (SGP) site by 1500 UTC (0900 CST). These clouds gra-
Concentric circles represent 75 and 150 km regions for the variational ana-  dually transitioned to scattered cumulus congestus by midday (1800 UTC;

lysis and radar precipitation estimates. Adapted from Mechem et al. (2015).

1200 CST) and commingled nonprecipitating clouds and precipitating
congestus thereafter (see snapshots of the cloud field in Figure 2). Winds
at cloud level naturally shifted from southwest to northwest as the low-pressure system progressed eastward
by the afternoon (late UTC) hours.

During MC3E, radiosondes were launched at 3 h intervals from six locations a distance of approximately
150 km from the SGP Lamont, Oklahoma Central Facility (CF) (e.g., Jensen et al., 2015) (locations highlighted
in Figure 1). Using the variational analysis method of Zhang and Lin (1997), these radiosondes contribute to
an idealized perspective on the evolution of the MC3E synoptic conditions for that event (Xie et al.,, 2014).
Variational analysis fields following those methods (centered on the SGP CF) serve as the forcing data set
for the simulations presented in this study. Our control simulation employs a 75 km domain, time-varying for-
cing configuration as previously considered in Mechem et al. (2015), associated in that study with LES outputs
having a more accurate depiction for event evolution across several cloud and precipitation observational
data set metrics.

The gradual deepening of the cloud field from shallow cumulus to congestus may be attributed to several
factors when considering those underlying forcing depictions, as presented in Figure 2 in Mechem et al.
(2015). First, the northern Oklahoma region experienced positive low-level moisture advection (their
Figure 2c; approximately surface to 640 hPa mean value of 0.15 g kg~ ' h™") throughout the event. This moist
advection included the moisture advected from the Gulf of Mexico wrapping around the mature low-
pressure system. Throughout the day, a deep layer of cold advection (their Figure 2a, approximately surface
to 640 hPa mean value of —0.35 K h™") brought the layer closer to saturation and likely also promoted cloud
development. Finally, upward vertical motion overlaid low-level subsidence (their Figure 2e; approximately
surface to 640 hPa mean value of —1.32 mb h™").

2.2. ARM SGP Observational Data Sets

Following Mechem et al. (2015), the 25 May 2011 event observational evaluations draw heavily from routine
surface instrumentation and radar observations at the ARM SGP CF. The primary focus remains on evaluating
LES macroscale cloud properties that follow naturally from LES model outputs without the need for advanced
forward instrument simulators. For this study, those properties will include cloud fraction, precipitation
onset timing, fractional cloud/precipitation coverages (including cloud top distributions), and total
precipitation accumulations.

Cloud field visualizations for this study are generated from standard ARM ARSCL products (Active Remote
Sensing of Clouds) (Atmospheric Radiation Measurement (ARM) Climate Research Facility, 2011a;
Clothiaux et al., 2000; Kollias et al., 2005) that merge observations from the vertically pointing 35 GHz Ka-
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1610 CDT (2

Figure 2. Snapshots of clouds in the vicinity of the ARM SGP CF on 25 May

2011.

1248 CDT (1748 UT

C)

band Zenith Radar (KAZR), collocated laser ceilometer, micropulse lidar,
and microwave radiometer to identify cloud boundaries in the vertical
profiles. ARM also deployed a first generation of dual-frequency
35/94 GHz (Ka/W-band) Scanning ARM Cloud Radars (SACRs) during MC3E
(e.g., Atmospheric Radiation Measurement (ARM) Climate Research
Facility, 2011b; Kollias et al., 2014). For that campaign, SACRs sampled
cloud elements using 2-D slices (range-height; RHI) that could quickly track
cloud features and evaluate their geometric properties in time (e.g.,
Borque et al,, 2014). Additional details on the cloud observational data sets
used for model evaluation in this study are found in Mechem et al. (2015).

Precipitating cell properties and onset behaviors to within 150 km of the
SGP Lamont site are captured using the surveillance 5.4 GHz ARM C-band
Scanning ARM Polarimetric weather Radar (C-SAPR) (e.g., Atmospheric
Radiation Measurement (ARM) Climate Research Facility, 2011c¢;
Giangrande et al., 2014) and surrounding NWS WSR-88D rainfall products.
Precipitation area fraction was tracked from the C-SAPR data set by calcu-
lating the area covered by near-surface radar reflectivity factor Z exceed-
ing minimum thresholds discussed below. To illustrate possible natural

110 UTC) variability in these measurements, area fractions were estimated over a

‘ larger 150 km domain and a smaller 75 km domain centered on the
e % ' ARM SGP CF. To allow for a range of radar measurement uncertainty under
light rain conditions, this study also considers the spread of area fraction
corresponding to a less restrictive 25 dBZ threshold and a more restrictive
30 dBZ threshold. The 30 dBZ value is based on previous studies of warm-
season precipitation in the vicinity of the ARM SGP site, and the 5 dB offset
roughly corresponds to typical radar calibration uncertainties (Giangrande
etal, 2012, 2014). We also note the well-known nature of radar beam geo-
metry where radar-based quantities like surface precipitation will be better
represented closer to the radar. For domain-mean precipitation accumula-
tion, we consider a standard gauge-adjusted WSR-88D radar rainfall
product from the National Mosaic and Multi-Sensor Quantitative
Precipitation Estimation (NMQ) archives (e.g., Zhang et al,, 2005). These estimates are also calculated for
the 150 km and 75 km domains centered on the ARM SGP CF.

3. LES Model and Simulation Configuration

The System for Atmospheric Modeling (SAM) (Khairoutdinov & Randall, 2003) is used for all simulations. The
simulations share the same basic configuration from Mechem et al. (2015) as a starting point and employ a
domain size of 383 x 38.3 x 8 km® (384 x 384 x 160 points) with a horizontal grid spacing of 100 m and a
uniform vertical grid spacing of 50 m. The lateral boundary conditions are doubly periodic. This grid config-
uration is a compromise between resolution and sufficient domain coverage to permit the emergence of
mesoscale variability. Matheou et al. (2011) demonstrated a strong resolution dependence for simulations
of Rain in Cumulus over the Ocean (RICO) (Rauber et al., 2007) trade cumulus and that precipitating LES solu-
tions are not converged even for horizontal grid spacings of 20 m. This suggests that like most LES represen-
tations of cloudy boundary layers, our results have likely not reached strict numerical convergence. However,
the results are within the realm of the MC3E observations as established in Mechem et al. (2015), giving us
confidence in their reasonableness. Previously, the authors reported little sensitivity to domain size for this
case. We refer the reader to Mechem et al. (2015) for additional details about the model.

Instead of the size-resolving (bin) microphysics used in Mechem et al. (2015), for reasons of computational
expense we employ the two-moment bulk parameterization of Morrison et al. (2005). The warm-rain compo-
nent uses the autoconversion formulation of Khairoutdinov and Kogan (2000), which is slightly different from
the original formulation of autoconversion in Morrison et al. (2005) that employed the scheme of Beheng
(1994). As in Mechem et al. (2015), we assume a specified cloud condensation nuclei (CCN) concentration
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of 425 cm™3, which corresponded to a mean CCN concentration directly measured at SGP over a period from
0600 to 2000 UTC (at supersaturation S = 0.47%). The behavior of the domain-mean accumulated surface pre-
cipitation for the bulk-microphysics control simulation (1.37 mm) compares favorably to the comparable bin-
microphysics simulation in Mechem et al. (2015) (1.17 mm; Figure 8 and Tables 2 and 3 in Mechem et al,,
2015), justifying the use of bulk microphysics in our comparison. Model-generated precipitation area fraction,
as delineated by the area of radar reflectivity greater than 30 dBZ, is somewhat smaller than in the bin case,
suggesting stronger conditionally sampled rain rates.

For simplicity, all simulations employed specified, horizontally homogeneous, time-varying surface fluxes
from the ARM variational analysis product as in Mechem et al. (2015). (The version of SAM we used was
not equipped with a land surface parameterization.) Previous research has demonstrated that horizontal
inhomogeneity in surface properties (e.g., land use categories and soil moisture) can have an influence on
boundary layer properties (e.g., Brunsell et al., 2011) and on the shallow-to-deep transition (Cioni &
Hohenegger, 2017; Wu et al., 2015). However, in this case, we surmised that the transition was brought about
by large-scale advective tendencies, as opposed to surface fluxes, which in this case were rather modest
given the time of year (maximum surface sensible and latent heat fluxes of ~170 and ~200 W m ™2, respec-
tively). Sensitivity simulations (not shown) varying the surface fluxes of both heat and moisture by +25%
resulted in nearly imperceptible changes to precipitation onset time and transition behavior and differences
in accumulated precipitation much less than 25%. Although not directly evaluating the importance of repre-
senting horizontal heterogeneity, the lack of strong sensitivity to substantial changes in surface fluxes
suggests that accounting for heterogeneity is probably unnecessary in this particular case.

All simulations used the semidiagnostic framework wherein the model is forced from observationally derived
fields that are calculated using the variational analysis. Our control simulation setup is equivalent to the
1200v_75 simulation from Mechem et al. (2015), which imposes a time-varying forcing from the 75 km varia-
tional analysis domain beginning at 1200 UTC. Given the many challenges of this case (transient in time and
nonhomogeneous in space), the simulations in Mechem et al. (2015) forced with this product performed
admirably in representing many aspects of the transient cloud behavior. We noted that simulated precipita-
tion onset was too early, however, and the precipitation rate was too strong. It was concluded that this was
likely because the forcing was too destabilizing, from either excessive moisture advection or overly rapid
destabilization of the temperature profile. We noted that the simulations are also sensitive to the imposed
large-scale vertical motion, with changes of £25% producing ~30 min shifts in precipitation onset and
~20% differences in accumulated precipitation. We say this to emphasize the importance of quality forcing
data sets but do not further explore the sensitivity to large-scale vertical motion.

Although one could simply reduce or otherwise modify the forcing terms, how best to modify the forcing
profiles is not obvious. This study chooses to relax the thermodynamic profiles to the observed MC3E profiles
as captured in the variational analysis rather than reducing the forcing directly. The relaxation approach is
particularly justified because the forcing terms at the 75 km scale are dominated by the RUC model output
(Rapid Update Cycle) (Benjamin, Dévényi, et al., 2004; Benjamin, Grell, et al., 2004) used in the variational
analysis method (Zhang & Lin, 1997), which heavily weights the Central Facility sounding (proximity) and is
influenced weakly by the soundings at the SGP boundary facilities. Applying relaxation at various timescales
corresponds to reducing the forcing by varying degrees. We perform a suite of simulations relaxing the moist-
ure profile, temperature profile, and then both profiles, across a number of timescales (1, 2, 3,5,and 9 h), fora
total of 16 simulations. We then quantify the degree to which this relaxation reduces the forcing imposed by
the variational analysis terms. The amount of this relaxation required suggests substantial error that may arise
from a number of sources, with possibilities including model structural error (e.g., physical parameteriza-
tions); a violation of the scale separation assumption between the scale range resolved by the LES and the
large-scale forcing terms; and uncertainty in the variational analysis product, which may include a mismatch
between the forcing terms and the state variables (thermodynamic profiles).

4. Simulation Results: Control and Optimal Observational Metric Runs

In addition to our control simulation for the 25 May 2011 event, 15 sensitivity runs were performed, with each
run characterized by different relaxation formulations. Relaxation was applied to the temperature and moist-
ure fields (TQ), as well as separate runs for relaxation only for the temperature field (T-only) and the moisture
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Table 1

Summary of Simulation Results From the Early Period of the Simulation (3-6 h)

Simulation name CF CT height (km) Precipitation onset time (h) Precipitation area fraction Precipitation (mm)
Control 0.54 (0.57) 1.55 (1.53) 54 0.002-0.007 (<0.01) 0.06
tau=1h,TQ <0.01 0.99 (0.98) = <0.001 (<0.001) 0.00
tau=2h, TQ 0.03 (0.02) 1.00 (0.99) = <0.001 (<0.001) 0.00
tau=3h, TQ 0.13 (0.11) 1.06 (1.04) = <0.001 (<0.001) <0.01
tau=5h, TQ 0.27 (0.30) 1.18 (1.14) 7.2 <0.001 (<0.001) <0.01
tau=9h, TQ 0.39 (0.43) 1.31(1.26) 6.8 <0.001 (<0.001) 0.01
tau=1h, Tonly 0.09 (0.05) 0.93 (0.87) 8.3 <0.001 (<0.001) <0.01
tau =2 h, Tonly 0.22 (0.22) 1.17 (1.12) 7.1 <0.001 (<0.001) <0.01
tau =3 h, Tonly 0.29 (0.32) 1.26 (1.19) 7.6 <0.001 (<0.001) <0.01
tau=>5h, Tonly 0.37 (0.40) 1.36 (1.32) 6.6 0.000-0.001 (<0.001) 0.01
tau=9 h, Tonly 0.45 (0.48) 1.42 (1.40) 5.9 0.000-0.002 (<0.001) 0.01
tau=1h, Qonly 0.31(0.27) 1.13(1.12) 7.0 <0.001 (<0.001) <0.01
tau =2 h, Q only 0.39 (0.41) 1.19 (1.16) 6.3 <0.001 (<0.001) <0.01
tau =3 h, Q only 0.43 (0.48) 1.26 (1.22) 6.2 <0.001 (<0.001) <0.01
tau =5 h, Q only 0.48 (0.53) 1.34 (1.30) 6.1 <0.001 (<0.001) 0.01
tau =9 h, Q only 0.51 (0.57) 1.42 (1.40) 5.9 0.000-0.002 (<0.001) 0.01

Note. Data columns represent mean cloud fraction (median in parentheses), median cloud top height (90th percentile height in parentheses), precipitation onset
time (defined as the time when the surface precipitation rate first reaches the threshold value of 1 mm d71), mean and median precipitation area fraction (area
fraction of 30 dBZ echo), and total precipitation accumulated over the 3 h period.

field (Q-only). The actual model thermodynamic variables are liquid water static energy (proportional to
liquid water potential temperature) and total water, but for simplicity we refer to relaxing the temperature
and moisture fields. The full suite of runs is summarized in Tables 1 and 2. Similar to Mechem et al. (2015),
simulation behavior over the early-event period (3-6 h time interval; 1500-1800 UTC) and late-event
period (6-9 h time interval; 1800-2100 UTC) is provided. For each series of runs (TQ, T-only and Q-only),
reducing the forcing timescale corresponds to a stronger correction of the forcing toward the
observational profiles (as reflected in the variational analysis product). The shorter relaxation timescales
lead to later precipitation onset and weaker precipitation. We interpret this to be the result from a
reduction in the destabilization from the large-scale forcing, which we will demonstrate in section 5.
Because precipitation rate is loosely proportional to cloud depth, it is unsurprising that the shorter
relaxation timescale runs that produce shallower clouds also have less precipitation.

Table 2

Summary of Simulation Results From the Late Period of the Simulation (6-9 h)

Simulation name CF CT height (km) Precipitation onset time (h) Precipitation area fraction Precipitation (mm)
Control 0.73 (0.70) 2.81 (3.14) 54 0.031-0.059 (0.031-0.059) 1.31
tau=1h,TQ 0.02 (0.01) 1.06 (1.05) - <0.001 (<0.001) 0.00
tau=2h, TQ 0.26 (0.27) 1.29 (1.28) - <0.001 (<0.001) <0.01
tau=3h, TQ 0.47 (0.49) 1.57 (1.51) = <0.001 (<0.001) 0.01
tau=5h, TQ 0.67 (0.69) 2.08 (2.13) 7.2 0.006-0.015 (0.004-0.009) 0.22
tau=9h, TQ 0.78 (0.79) 243 (2.62) 6.8 0.015-0.035 (0.018-0.048) 0.59
tau=1h, Tonly 0.53 (0.58) 1.72 (1.71) 8.3 0.003-0.007 (0.002-0.007) 0.09
tau =2 h, Tonly 0.60 (0.63) 2.01 (2.08) 7.1 0.008-0.018 (0.006-0.017) 0.24
tau =3 h, Tonly 0.71 (0.74) 2.17 (2.29) 7.6 0.005-0.015 (0.002-0.008) 0.16
tau =5 h, Tonly 0.75 (0.76) 242 (2.63) 6.6 0.013-0.032 (0.012-0.029) 0.50
tau=9 h, Tonly 0.70 (0.75) 2.61 (2.89) 5.9 0.026-.053 (0.031-0.057) 1.01
tau=1h, Qonly 0.85 (0.86) 2.30 (2.46) 7.0 0.015-0.035 (0.006-0.022) 0.45
tau =2 h, Q only 0.80 (0.79) 248 (2.69) 6.3 0.020-0.045 (0.019-0.051) 0.78
tau =3 h, Q only 0.81 (0.85) 2.56 (2.81) 6.2 0.022-0.047 (0.018-0.046) 1.02
tau =5 h, Q only 0.83 (0.88) 2.66 (2.92) 6.1 0.026-0.053 (0.024-0.046) 1.03
tau =9 h, Q only 0.77 (0.81) 2.80 (3.14) 5.9 0.032-0.059 (0.025-0.060) 1.46

Note. Data columns represent mean cloud fraction (median in parentheses), median cloud top height (90th percentile height in parentheses), precipitation onset
time (defined as the time when the surface precipitation rate first reaches the threshold value of 1 mm d71), mean and median precipitation area fraction (area
fraction of 30 dBZ echo), and total precipitation accumulated over the 3 h period.
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Figure 3. (a) Time series of echo fraction from the C-SAPR and four of the simula-
tions. The width of the C-SAPR time series corresponds to precipitation area
defined according to thresholds of 25 and 30 dBZ. The black line represents the
control simulations, and the dashed, dotted, and dash-dotted lines represent
sensitivity simulations chosen to best match the observations of accumulated
rainfall shown in (b). The 9 h, TQ simulation indicated by the dashed line, repre-
senting a relaxation a timescale of 9 h of both the temperature and moisture
profiles as described in the first paragraph of section 4. The T-only (dotted line)
and Q-only (dash-dot line) simulations relax only those variables at the indicated
timescale. (b) Accumulated precipitation from the simulations and the NEXRAD
NMQ observational estimate.

Results from a number of simulations that best matched the observed
precipitation totals and onset times (herein, collectively referred to as
“optimal”) are shown in Figure 3. These simulations were identified
visually as good matches with the observed precipitation properties
(Figure 3) and from the error statistics in Table 3. For the TQ runs, this
optimal performance was achieved using a 9 h relaxation. A similar
performance was achieved with a 5 h relaxation for the T-only runs
and 1 h relaxation for the Q-only runs. Our discussion throughout
the rest of the paper will focus on the control simulation and these
three optimal sensitivity simulations. The upper panel shows the areal
fraction coverage occupied by precipitation, which indicates regions
occupying radar reflectivity factors greater between 25 dBZ and
30 dBZ (to allow for a range of radar measurement uncertainty in
light-rain conditions, as in Mechem et al., 2015). The lower panel con-
firms the agreement between NEXRAD-based precipitation totals at
different spatial scales and our selected runs. In comparison to the
control run, these simulations exhibit improved performance, albeit
this result is unsurprising since these runs were selected on the basis
of improvements in the total domain precipitation and onset timing.
The observed agreement with the 75 km and 150 km scale areal
precipitation echo coverage (>30 dBZ2) is encouraging. This is because
a similar spatial rainfall topology and evolution is not guaranteed
even if onset and total precipitation characteristics are matched.
The Q-only runs exhibit the lowest areal fraction coverage for an

extended period, but all runs are consistent with the observations if judged by our conservative spread for

radar-based estimate uncertainty (e.g.

, radar miscalibration and sampling errors) in precipitation coverage.

Although we do not emphasize cloud fraction CF as means to diagnose model pathologies in this study,
values for these newly prioritized runs are found in better agreement with the multisensor retrievals first
shown in Mechem et al. (2015). Overall, Mechem et al. (2015) suggested that CF estimates from various obser-
vational methodologies (as well as previous simulations) were noisy. Since CF estimates were not anticipated

Table 3
Absolute and Relative Errors for Simulation-Calculated Total Accumulated Precipitation and 6-9 h Mean 30 dBZ Echo Area Fraction, Relative to Values Calculated From the
MC3E Observations

Error in total accumulated precipitation Error in 30 dBZ echo area fraction
Simulation name Absolute error (mm) Relative error (%) Absolute error (fraction) Relative error (%)
Control 0.95 228.8 0.021 211.1
tau=1h, TQ —0.42 —100.0 —0.010 —100.0
tau=2h, TQ —0.42 —100.0 —0.010 —100.0
tau=3h, TQ —041 —98.6 —0.010 —99.3
tau=5h, TQ —0.20 —47.1 —0.004 —38.6
tau=9h, TQ 0.17 41.4 0.005 47.3
tau=1h, Tonly —0.33 —79.5 —0.007 —66.6
tau =2 h, Tonly —0.18 —43.0 —0.002 —18.1
tau=3h, Tonly —0.26 —61.3 —0.005 —48.2
tau =5 h, T only 0.09 21.9 0.003 35.2
tau =9 h, Tonly 0.61 145.0 0.016 160.5
tau=1h, Qonly 0.03 8.3 0.005 51.0
tau =2 h, Q only 0.36 874 0.010 105.5
tau =3 h, Q only 0.61 145.7 0.012 124.3
tau =5 h, Qonly 0.62 148.9 0.016 157.2
tau =9 h, Q only 1.05 2519 0.022 218.7

Note. The observed accumulated precipitation estimate obtained from the 75 km NEXRAD NMQ product is 0.42 mm, and the observed mean area fraction of the
30 dBZ echo is 0.0099 (CSAPR, 75 km scale). The three optimal simulations discussed in the paper are boldfaced. Note that the relative error of the 2 h, T-only
simulation was —18.1%, which was smaller than the simulation we chose (5 h, T-only), but we prioritized picking simulations with the smallest precipitation error.

MECHEM AND GIANGRANDE

3132



@AG U Journal of Geophysical Research: Atmospheres

10.1002/2017JD027457

Control

= = = - Simulation
-------- Simulation (z = 5 h, T only]
—— Simulation (z = 1 h, g only,

r=9h)

1.0 GOES low+med
0.8 g RN
., 06 § AR N PRy,
04 AR L
0.2 » ) ¢
0.0 f==—g— | T T |
3 4 5 6 7 8 9
1500 1800 [UTC] 2100
Time

Figure 4. Five observational estimates of cloud fraction, all denoted by (bottom)

blue lines overlaid on cloud fraction calculated from the simulation suite. The

black line represents the control (1200v_75) simulation. Adapted from Mechem

et al. (2015). Precipitation onset at the ARM SGP CF as based on collocated rain
gauge was at 1920 UTC. Adapted from Mechem et al. (2015).

to be a reliable metric based on previous studies, there is cautious
optimism when reporting that optimal runs highlighted in Figure 4
found consistent CF behaviors with the gradual increases over time
and ranges reported by ARM sensors (~0.70-0.85) during the transi-
tion period from shallow cumulus to congestus from ~1800 to
1900 UTC, as evident in Figure 5. The exact reason for this improved
cloud-fraction behavior is difficult to discern, however.

Figure 5a plots observed cloud coverage in terms of the frequency of
occurrence of the highest cloud top, in this example estimated by the
vertically pointing KAZR. Averaged hydrometeor fraction from ARSCL
products is also plotted for the event (Figure 5b). These observations
illustrate the timing of the cloud field deepening and its bimodal
structure, as summarized by Borque et al. (2014) for scanning radar
observations. Figure 6 plots the corresponding cloud top distribution
from the optimal LES runs and the control run. Relative to the control
run, the optimal simulations delay precipitation onset by 1-1.5 h,

aligning better with the observed precipitation onset timing (~1900 UTC from the disdrometer at the SGP
CF; see Figure 3b in Mechem et al., 2015). Figures 5 and 6 indicate that all simulations faithfully capture impor-
tant time-varying aspects of the bimodal cloud top distribution found in observations. In contrast to previous
Mechem et al. (2015) examples, the optimal simulations are in better alignment (slightly underestimate) with
the height of this congestus mode as compared to ARM radar observations. Morphological differences are
still visible between these runs, for example, when comparing the 1 h Q-only simulation to the other optimal
runs. In particular, the 1 h Q-only run considerably delays cloud field deepening (in line with the initial reduc-
tion in areal precipitation coverage). However, when the congestus develop, this simulation overestimates
the frequency of occurrence for congestus cloud tops relative to other optimal runs. In this sense, the 1 h
Q-only simulation is less consistent with the observed, commingled shallow and congestus behaviors.

(a) Relative frequency of highest
cloud top under 6 km

Height (km AGL)

1.0

0.8

0.6

0.4

0.2

Hydrometeor Fraction

6 E T T U
5 £ (b) Hydrometeor fraction
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Figure 5. (a) Frequency of occurrence of highest cloud top under 6 km, calculated from KAZR-ARSCL cloud top product and binned in intervals of 20 min in time and
250 m in the vertical. (b) Time-height section derived from KAZR-ARSCL of hydrometeor fraction, averaged over 20 min intervals, overlaid with cloud top (black dots).

Adapted from Mechem et al. (2015).
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Control trol simulation and two of the optimal simulations (9 h TQ and 1 h Q-only;
the 5 h T-only simulation was omitted because of its similarity to the 9 h TQ
run), viewed in terms of the cross sections for radar reflectivity factor Z. The
figure panels show that the control simulation produces precipitating con-
gestus cells as early as 1700 UTC. Over the next 2 h, the cells rapidly
increase in strength and coverage. By 1900 UTC, the domain contains
two to three large precipitating congestus cells. The 9 h TQ optimal simu-
lation reflects a delay in the transition to precipitating cells (~1800 UTC),
and cloud coverage increases from 1800 to 1900 UTC, consistent with
scanning radar behaviors. The 1 h Q-only simulation appears slower to
develop congestus cells, with substantial congestus coverage occurring
just prior to 1900 UTC. Congestus cells in the two optimal simulations also
appear weaker in precipitation intensity (e.g., lower 2) and less organized

when compared to the control simulation.
7=5h, Tonly

5. Simulation Results: Thermodynamic/Stability
Behaviors for Control/Optimal Runs

The previous section highlights optimal runs as those providing reason-
able depictions for the 25 May 2011 cloud transition across a variety of
ARM macroscale cloud observational metrics and potentially offering a sig-
7=1h, Qonly nificant improvement over a baseline time-varying forcing simulation.
Mechem et al. (2015) speculated that the cloud transitions for this event
were predominantly governed by changes in low-level stability, based
on the analysis of both steady state and time-evolving forcing data set
behaviors. We acknowledge that evaporatively driven cold pools may also
play a role in the transition and mesoscale organization of clouds (see the

61h 7 8 9 survey article by Zuidema et al., 2017). Our simulations that produce preci-
1800 [UTC] 2100 pitation also yield cold pools, but we felt that an analysis of the transition
Time from the perspective of cold pools was beyond the scope of the article.

This section investigates the role of the evolution of stability profiles for

Figure 6. Cloud top height probability density functions (PDFs) for the con-  the control and optimal simulations in governing the transition from shal-

trol simulation and the three sensitivity experiments that best match the

low cumulus to congestus.

observed accumulated precipitation. The white vertical lines represent pre-
Cipitation onset time, taken to be the threshold surface precipitation rate of 5.1, Thermodynamic Profile Behaviors

Tmmd .

The large-scale tendency profiles in Figure 8 are provided for this event as
initial justification for the role advection of temperature and moisture should play in the transition from shal-
low cumulus to congestus. The horizontal advection of the potential temperature (Figure 8, top row) over the
1200-1400 UTC period indicates predominantly cold air advection from the surface to ~4 km, which extends
upward after 1400 UTC. A uniform and negative advection profile would be destabilizing for a surface-based
parcel; however, this constant advection profile would not modify the potential temperature profile lapse
rate. Advection profiles that become more negative with height (e.g., as observed between 1 and 2.5 km
at 1600 UTC or between 2 and 2.5 km at 1800 UTC) will formally destabilize the layer. In that regard, desta-
bilization of these elevated layers may govern the more rapid transition from shallow to congestus clouds.

As just mentioned, a constant layer of cold advection may also destabilize the layer for a warm, surface-based
parcel. This path is plausible given the nonnegligible surface heat and moisture fluxes found for this case (see
the flux time series in Figure 2 of Mechem et al., 2015). Additional forcing terms associated with our relaxation
methods are positive (Figure 8, top row) and act to reduce the magnitude of destabilization relative to the
control run. The moisture advection profiles indicate strong low-level moistening below 1.5 km; this moisten-
ing of the lower layer is in line with increasing CAPE (convective available potential energy) or moist static
energy (h = ¢,T + gz + L,g,). The magnitude of the relaxation terms (dashed lines in the lower row of
Figure 8) suggests that the control simulation moisture advection is too strong when compared to the
optimal simulations.
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Figure 7. Time series of horizontal (altitude of 0.975 km) and vertical cross sections of simulated reflectivity from the control simulation. Vertical cross sections are

taken through the regions designated by the dashed white lines.
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Figure 8. Profiles of the large-scale tendency of liquid water potential temperature and total water, along with relaxation rates for the three optimal simulations.

Note that in the relaxation simulations, the total forcing is the sum of the large-scale tendency and the relaxation term.

The controls on the transition for the 25 May 2011 event are next viewed from the perspective of equivalent
potential temperature (6,) profiles and their evolution (Figure 9, top row), having separate contributions from
the potential temperature (6, Figure 9, middle row) and total water mixing ratio (g;, Figure 9, bottom row).
Note that we use water vapor mixing ratio (g,) rather than total water (g;) to compute 6, in these plots, given
that areal means of the two quantities vary little. Figure 9 shows profiles from the control and optimal simu-
lations, with gray regions in the figure panels indicating the spread of our entire simulation suite (i.e., all 16
simulations summarized in Tables 1 and 2). The observations are also overplotted, as reported by the ARM
merged radiosonde product (e.g., Atmospheric Radiation Measurement (ARM) Climate Research Facility,

2001) and continuous variational analysis product.

For all simulations in Figure 9, 8, profiles below 3 km trend more convectively unstable with time (e.g., the
dé./dz becomes more negative with time). The observationally derived 8, profiles also exhibit this behavior,
although to a lesser degree compared to the simulations. In particular, the simulations reduce 6, at midlevels
(~3 km) by as much as 2-4 K more relative to the observations. Nevertheless, the optimal simulations show a
slight improvement over the control simulation, even though all simulations share the persistent low bias in
midlevel 8,. The temporal variation in 8, over the lowest 1 km also differs substantially (~4 K) across these
simulations. The potential temperature profiles (Figure 9, middle row) and total water (Figure 9, bottom
row) help to isolate the temperature and moisture contributions to the #, variations. The most noticeable
feature from the potential temperature profile evolution is that by 1800 UTC; all simulations are cooler
(~1-3 K) than the ARM observations. Moreover, differences in stability identifiable by the potential tempera-
ture profiles over the duration of the simulations are not obvious. However, the evolution of the moisture
profiles (especially over the lowest 1 km) is visibly different across the simulations. From 1600 to 1800 UTC,
most simulations exhibit greater moisture relative to the observations. One exception to this behavior is

the 1 h Q-only optimal run that is the most strongly relaxed to the observed moisture profiles.
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Figure 9. Vertical profiles of equivalent potential temperature, potential temperature, and total water mixing ratio as a function of time from the ARM variational
analysis, merged sounding product, and SAM. The gray band represents the span of the entire model ensemble.

The analysis of Figure 9 suggests that midlevel temperature, as well as temperature and moisture over the
lowest 1 km, may play a role in governing the transition for this event. The similarity of the moisture profiles
above 1 km suggests that the moistening-deepening entrainment mechanism often active in shallow
convection (Bretherton et al., 2005) does not explain the differences across the simulation suite. Figure 10
more closely explores the evolution of the observations, the control simulation, and the three optimal simu-
lations. The figure plots the evolution of domain-mean profiles of 8, and saturation equivalent potential
temperature (6,,). Overlaid on the profiles are parcel paths corresponding to parcels originating with mean
thermodynamic properties over the lowest 500 m of the atmosphere, which are conserved under moist
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Figure 10. Vertical profiles of equivalent potential temperature and saturation equivalent potential temperature as a function of time from the ARM variational ana-
lysis, merged sounding product, and SAM. The gray band represents the span of the entire model ensemble. The solid red lines in the simulation profiles represent a
parcel with mean properties from the lowest 500 m of the atmosphere. The top row shows the optimal simulations and the envelope that includes the entire

ensemble and is equivalent to the top row in Figure 9.
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adiabatic ascent. In this perspective, areas lying between the parcel
path and the 0, profile as denoted in the 1800 UTC control simulation
panel in Figure 10 correspond to the CAPE. The four control simula-
tion panels from 1200 to 1800 UTC show the evolution of the instabil-
ity over that period. The profiles at 1200 and 1400 UTC indicate no
instability, although they exhibit indications of destabilization. The

Figure 11. Time series of CAPE and CIN for the control simulation and three
optimal simulations. CAPE and CIN calculations assume mean parcel properties
over the lowest 500 m of the atmosphere. Note that the y axis scales of the CAPE
and CIN time series are different.
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Figure 12. Unsaturated static stability of 1 km layers in the lower atmosphere. This
is evaluated here simply as the change in potential temperature across the layer.

1600 UTC profile does show a small amount of CAPE, which increases
substantially by 1800 UTC. Two of the three optimal simulations exhi-
bit a similar behavior. The 9 h TQ simulation and the 5 h T-only simu-
lation do not differ substantially from the control simulation, with zero
CAPE in both until the 1600 UTC profiles. The 1 h Q-only simulation
contains very little CAPE until approximately 1800 UTC and less overall CAPE than the other simulations.
The precipitation time series in Figure 3 and the cloud top behavior in Figure 6 indicate that these optimal
simulations exhibit a slower transition to deeper precipitating cloud (relative to the control simulation), yet
this slower transition is not obvious in the Figure 10 thermodynamic profiles, except for the 1 h Q-only simu-
lation, which develops CAPE much more slowly than the other simulations. This finding is confirmed in the
time series of CAPE and convective inhibition (CIN) for the four simulations in Figure 11. All the simulations
indicate increasing CAPE values over time (from ~1400 UTC onward), but the CAPE in the 1 h Q-only simula-
tion becomes nonzero ~1.5 h later than in the other simulations. In the 1400-1600 UTC interval, CIN is
negligible in all the simulations except for the 1 h Q-only run. Given that these optimal runs better match
the observed precipitation amount and onset time compared to the control simulation, the similarity in
the thermodynamic profiles and CAPE/CIN behavior across the simulations (except for the 1 h Q-only run)
is surprising. These results suggest that any signs indicating the transition from shallow cumulus to precipi-
tating congestus in these simulations are not obvious from the environmental thermodynamic variables or
from the mean thermodynamic profiles themselves.

Figure 12 explores the evolution of stability by breaking down the profiles of unsaturated static stability d9/dz
into four, 1 km layers in order to see whether subtle changes in shallow-layer stability can explain differences
in cloud transition behavior. Because of their later transition and precipitation onset time, we would expect
the optimal simulations to exhibit more stability relative to the control simulation. In the lowest (0.5-1.5 km)
layer, only the 1 h Q-only simulation is markedly different in the time leading up to the cloud transition and
precipitation onset (recall that the onset times for the different simulations are between 1700 and 1900 UTC).
In the 1.5-2.5 km layer, two of the optimal simulations (9 h TQ and 5 h T-only) are slightly more stable from

1600 to 1800 UTC. During this time period, the 1 h Q-only simulation is

actually more unstable, which runs counter to what we would have
é%)”' ) expected given the delayed precipitation onset in the 1 h Q-only

Control simulation
------ Simulation (zr = 9 h,
Simulation (r = ? H,

T Shdiation (2 i : . ; ;
3.5-4.5 km Simutation (¢ o) simulation. In the uppermost layer (3.5-4.5 km), the optimal simula-
T tions are all, to varying degrees, more unstable than the control in
' T T T y T T T y y the period leading up to precipitation onset. These individual layers
12 13 14 15 16 17 18 19 20 21 . - -
Time [UTC] do not show an obvious control of environmental stability on cloud
25.3.5 km transition and precipitation onset.
} T r T r T T T y : 5.2. Cloud Buoyancy
12 13 14 15 16 17 18 19 20 21
Time [UTC] The vertical profiles in Figures 9-12 indicate an atmosphere that is
1.5-2.5 km becoming more unstable over time and thus more conducive to con-
e e gestus clouds. However, the traditional stability measures we have
12 A 14 5 16 17 18 1o 20 o1 shown—uvertical profiles, CAPE/CIN, or unsaturated static stability—
Time [UTC] are not able to clearly attribute differences in stability across the simu-
0.5-1.5 km lations to differences in observable ARM macroscale cloud properties
including precipitation onset, areal fraction of precipitation, and cloud
A 13 " 15 15 p 18 19 20 o top height behavior. So what is driving the differences across
Time [UTC] the simulations?

The LES provides the opportunity to more closely explore the beha-
vior of convection as the environment evolves over time. Wu et al.
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Figure 13. Time evolution (every 15 min) of horizontally averaged vertical profiles

of virtual temperature excess for the control and three optimal simulations,

obtained as the mean virtual temperature conditionally sampled in cloudy regions
(gc>0.019g kgq) minus the mean virtual temperature. The thin vertical gray lines

indicate values of zero virtual temperature excess, and the red portions of the
profile indicate positive values. The scale of the virtual temperature excess is
indicated on the 1930 control simulation profile.

(2009) theorized that a cloud system transitions from shallow convec-
tion to deep, precipitating convection when the cloud elements, on
average, become positively buoyant. Figure 13 shows the evolution
of horizontally averaged vertical profiles of virtual temperature excess

(H'V, proportional to buoyancy and sometimes also referred to as
“buoyancy excess”) every 15 min for the control simulation and the
three optimal simulations. In a manner consistent with Wu et al., here
we define temperature excess as H’V =6, — ?v(z), that is, the mean
virtual temperature (6,) conditionally sampled over all cloudy points
(gc > 00149 kgq, where q. is cloud water mixing ratio) in a model
level, minus the mean virtual temperature (6, (2)) of all the points in
that level. The profiles then indicate layers of instantaneous positive
and negative in-cloud buoyancy.

Early in the control simulation and prior to 1715 UTC, positive buoy-
ancy (indicated by the red region of the profiles in Figure 13) is
restricted to low levels, from just above cloud base to a height of
about ~1.25 km. This corresponds to a thin layer of cumulus clouds,
which are positively buoyant (“active” shallow cumulus, in the
parlance of Zhang and Klein, 2013), which differs from the Wu et al.
(2009) behavior where the shallow clouds are all negatively buoyant
(the “forced” classification of Zhang and Klein, 2013). The shallow
clouds remain shallow because of the strong negative 0, (again,
proportional to buoyancy) at ~1.5 km. From 1600 to 1700 UTC, this
negative 49‘,’ weakens, which is a result of the slow destabilization of
that layer that can be seen in the 0.5-1.5 km layer in Figure 12.
Eventually, the layer becomes sufficiently destabilized to allow the
cloudy updrafts penetrating this layer to become positively buoyant
again (1715 UTC onward). This transition to a deeper layer of positive
buoyancy corresponds to a deepening in the cloud top PDFs in
Figure 6.

Note that the profiles in Figure 13 and the cloud top PDFs in Figure 6

are not directly comparable. For example, during the early shallow period, Figure 13 may indicate a cloud
buoyancy profile even for a single fortunate updraft with sufficient updraft strength to reach heights of 3—
4 km. However, this behavior may not be a meaningful statistical contribution to the cloud field to show
up in the cloud top PDFs in Figure 6. The development of positive in-cloud buoyancy over a deeper layer
should be regarded as a diagnostic, as opposed to prognostic, indicator of the transition to deeper cloud.
With this behavior in mind, however, the deepening of the positively buoyant layer may precede the transi-
tion of a large area of deepening cloud tops and then the onset of precipitation. In the control simulation, the
deepening of the positively buoyant layer (Figure 13) corresponds well with the precipitation onset (Figure 6).

Unlike the more traditional stability metrics, the temperature excess profiles of the control and the optimal
simulations differ. Positive buoyancy in the 9 h TQ and 5 h T-only simulations remains shallow until about
1815 UTC. This later transition relative to the control simulation corresponds well with the delayed transitions
in cloud top and precipitation onset in Figure 6, although the transition in deepening positive cloud buoy-
ancy slightly precedes the cloud top PDF transitions and precipitation onset for the reason discussed above.
The combined behavior of the cloud top PDF, precipitation onset, and cloud buoyancy indicates that the 9 h
TQ and 5 h T-only simulations are rather similar in behavior. However, the 1 h Q-only simulation differs
substantially from the others. From 1600 to 1745 UTC, the shallow clouds are negatively buoyant, except right
at cloud base. At 1800 UTC, an elevated layer of positive buoyancy from ~2 to 3 km develops, which is
reflected in the cloud top PDFs (Figure 6). As with the other simulations, the development of this positive
buoyancy precedes the precipitation onset (at 1900 UTC) and the development of prominent elevated cloud
tops. This elevated layer of positive buoyancy contrasts substantially with the deep layer of positive buoyancy

in the other simulations.
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We contrasted the buoyancy behavior in one of the optimal runs (9 h TQ)

with three selected poorly performing simulations (identified by poor
3: \\\EE precipitation onset times and total accumulated precipitation amounts),
5 presented in Figure 14. We chose simulations only from the TQ- and T-only
14 K\\Q\W suites because even the best performing Q-only simulation was found to

be substantially flawed, as previously discussed. From the perspective of
evolving thermodynamic profiles, these simulations are not substantially
different from the optimal simulations (not shown). Differences are appar-

4

3 ent, however, in the virtual temperature excess (buoyancy) profiles in
2 ;S\?ﬁ Figure 14. Compared to the optimal 9 h TQ simulation, the 5 h TQ simula-
1 N tion exhibits a late transition and a weaker (smaller ), somewhat shallow

7 =3 h,TQ — no transition; little/no positive buoyancy layer of positive buoyancy (1.3 versus 1.7 km). Moreover, the buoyancy

behavior could best be described as intermittent, with a 1.4 km thick layer
of positive buoyancy at 1845 UTC, very little positive buoyancy at

3 1900 UTC, and then positive buoyancy over a deeper layer returning after-
f_ NN \‘g 7\?\;1\1 ward. The 3 h TQ simulation is worse, never developing the deep layer of

positive buoyancy found in the 9 h TQ simulation. The buoyancy behavior

_7=3h,Tonly — late transition; shallow buoyancy in the 3 h T-only simulation is less intermittent than in the 5 h TQ run but

nevertheless exhibits a late transition and a shallower layer of positive

47 buoyancy relative to the optimal 9 h TQ simulation (1.2 versus 1.7 km).
2: These profiles of virtual temperature excess show substantial differences
1 _\R between the optimal and poorly performing simulations. These profiles

present the cloud-average view; deeper analysis might include exploring

1 T 1 2 / ’
soouTC 900 000 the cloud-sampled distributions 8, or joint distributions of 8, and vertical

Figure 14. Time evolution (every 15 min) of horizontally averaged vertical ~Motion (w) as a function of height.
profiles of virtual temperature excess, as in Figure 13, but for one of opti-
mal simulations (top) and three poor simulations.

6. Discussion and Summary

In this study, we perform a suite of 16 simulations based on the 25 May 2011 MC3E event (Mechem et al.,
2015), aimed at evaluating the controls on the transition from shallow cumulus to congestus, and the onset
of surface precipitation. In order to better reproduce the observed behavior of precipitation onset and total
precipitation, we relax the thermodynamic profiles (temperature, moisture, and both together) at selected
timescales to the observed profiles from the ARM variational analysis product. From the full suite of simula-
tions, three of the runs stood out as being optimal matches to the observed precipitation onset and total
accumulation (9 h TQ, 5 h T-only, and 1 h Q-only) and performing notably better than the control simulation
(Figure 4b). These three simulations also performed favorably for independent comparisons of cloud fraction
(Figure 3), precipitation area fraction (Figure 4a), and evolution of cloud top PDFs (Figure 6). Overall, the 25
May 2011 case is characterized by substantial horizontal variability and rapid evolution and thus arguably
represents a highly challenging case to attempt such simulations. Moreover, the combination of a traditional
atmospheric LES approach (doubly periodic boundary conditions and statistically homogeneous) and
horizontally averaged forcing profiles may not be fundamentally well posed for reproducing the complex
spatiotemporal structure observed during this event. We acknowledge that this analysis focuses on a single
case, and the generality of our findings should be explored over additional cases. Nevertheless, the SAM
performed beyond expectations, with the optimal simulations (as with the control run, to a reasonable
degree) capturing the salient aspects of this case as compared to a suite of macroscale cloud and
precipitation observations.

Mechem et al. (2015) suggested that the shallow-to-congestus transition in this event was modulated by
changes in environmental stability brought about by the large-scale forcing. Varying the relaxation timescale
and the variable(s) being nudged changes the amount of forcing being applied in the model (Figure 8).
Furthermore, by changing the thermodynamic profiles, we also likely influence the entrainment rate and
cloud base mass flux (Grabowski et al., 2006), known to play roles in governing the transition from shallow
to deep clouds. From the perspective of equivalent potential temperature (6.), we find that the observations
and all of the simulations become less stable over time (Figure 9), with df./dz in the 0-3 km layer decreasing,
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largely a result of cold advection increasing with height in the layer. Moisture advection contributes to
increasing 0. in the lowest 1 km. A closer look at profiles of 6, and 0.5 provides a parcel theory viewpoint
and shows the evolution of CAPE relative to a parcel with mean properties from the lowest 500 m
(Figure 10). As each of the simulations progress, CAPE becomes nonzero and is increasing over time.
However, the profiles for the optimal simulations suggest little in the way of differences with the control
simulation (except for the 1 h, Q-only run) that transitions too rapidly. A similar lack of clarity is provided in
the time series of CAPE and CIN in Figure 11, with the control and two of the optimal simulations developing
CAPE in a similar timeframe. Consulting the stability in 1 km deep layers (Figure 12) offers little additional
insight. These figures demonstrate that all of the simulations exhibit destabilization over time but nonethe-
less suggest that we cannot discern differences in transitions from the environmental profiles alone.

With this limitation in mind, we explore conditionally sampled properties in the LES output fields. In a manner
reminiscent of Wu et al. (2009), we find that the cloud transition from shallow to congestus occurs when the
clouds become positively buoyant in the mean (Figure 13). Furthermore, this perspective of cloud behavior
displays differences across the simulations. Namely, we find the delayed emergence of mean cloud buoyancy
in two of the optimal simulations (9 h TQ and 5 h T-only) and the development of an elevated layer of positive
buoyancy in the 1 h Q-only simulation. Although we do not have sufficient observations to evaluate which of
these simulations is nearest to the truth, we speculate that the shallow, elevated layer of instability in the 1 h
Q-only simulation is less physical, at least when compared to other studies that show conditionally sampled
quantities from congestus (e.g., Figure 11 in Mechem & Oberthaler, 2013). This finding suggests that different
simulations may be well matched to bulk observational statistics (e.g., observed precipitation behavior) but
may take different paths to come to that solution, not all of which may be physically reasonable or
consistent with other observational aspects of the case.

The challenge with evaluating cloud-core vertical air velocities from observations is well known given the
sampling limitations associated with profiling and scanning cloud radars for basic cloud field properties
(e.g., Oue et al., 2016). These factors include the limited areal coverage, sensitivity to clouds with range, and
the low statistical probability of sampling the first-transitioning clouds. For this reason, and the even greater
difficulty of high temporal resolution thermodynamic retrievals, it is unlikely that cloud buoyancy will be a
practical macroscale observational metric obtained by ground radar observations for the foreseeable future.

The inability of the environmental profiles (alone) to discern subtle differences among the runs and the
usefulness of conditionally sampled model quantities argues for hybrid observational/modeling approaches.
These approaches include the recent LES ARM Symbiotic Simulation and Observation (Gustafson et al., 2017).
Efforts of this sort promote a more holistic interpretation of an environment that destabilizes and undergoes
convective overturning than do observations and parcel theory models alone. Our findings suggest that
model output in these hybrid efforts should include cloud- and cloud-core sampled quantities (e.g., buoy-
ancy) and fluxes. This work also recommends continued improvement of observationally constrained forcing
data sets.
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