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Preface

Executive Summary

The concept of using a muon storage ring to provide a well characterized beam of muon
and electron neutrinos (a Neutrino Factory) has been under study for a number of years
now at various laboratories throughout the world. The physics program of a Neutrino
Factory is focused on the relatively unexplored neutrino sector. In conjunction with a
detector located a suitable distance from the neutrino source, the facility would make
valuable contributions to the study of neutrino masses and lepton mixing. A Neutrino
Factory is expected to improve the measurement accuracy of sin®(26y3) and Am2, and
provide measurements of sin?(26;3) and the sign of Am2,. It may also be able to measure
CP violation in the lepton sector.

In the U.S., a formal collaboration of some 140 scientists, the Neutrino Factory and
Muon Collider Collaboration (MC), has undertaken the study of how to design such a
machine. The MC has three “sponsoring” national laboratories, Brookhaven National
Laboratory (BNL), Fermi National Accelerator Laboratory (FNAL or Fermilab), and
Lawrence Berkeley National Laboratory (LBNL), and receives funding primarily from
the U.S. Department of Energy (DOE).

Recently, the MC has gained from the addition of NSF-sponsored university groups,
coordinated by Cornell University, and of various universities in Illinois sponsored by the
Illinois Consortium for Accelerator Research (ICAR), coordinated by Illinois Institute of
Technology.

In 1999, the MC aimed to define the scope of a Neutrino Factory facility by doing
an end-to-end study of the entire complex. This led, in late 1999, to a request from
the Fermilab Director, Michael Witherell, to carry out a Feasibility Study, in cooperation
with the MC, of a Neutrino Factory sited at Fermilab. That initial Study (denoted here as
“Study-17), organized by Norbert Holtkamp and David Finley (Fermilab), demonstrated
the feasibility of an entry-level machine, and outlined the features of the various systems
needed to build it. However, the performance reached in that effort, characterized in
terms of the number of muon decays aimed at a detector located 3000 km away from
the muon storage ring, N = 2 x 10" decays per “Snowmass year” (= 107 s) per MW of
protons on target, was lower than anticipated.

In June 2000, a request was made by the BNL Director, John Marburger, for the MC to
participate in a second Neutrino Factory Feasibility Study (denoted here as “Study-11"),
this time focused on a machine sited at BNL. Study-II was to aim at a high-performance
machine, with an intensity an order of magnitude higher than achieved in Study-I. Study-
IT was co-organized by the MC and BNL. The Study Leaders (see below for the organi-
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zation of the work) were Satoshi Ozaki and Robert Palmer (BNL) and Michael Zisman
(LBNL). This document contains the results of Study-II.

In this report we first describe the exciting physics program that can be carried out at
a Neutrino Factory. The context of the experimental program is defined in terms of the
enhanced knowledge we expect to have at the time such a facility is anticipated to come
on line, roughly 2013. Then we describe the Neutrino Factory facility, which comprises
the following systems:

e Proton Driver (providing 1 MW of protons on target from an upgraded AGS)

e Target and Capture (a mercury-jet target immersed in a 20-T superconducting
solenoidal field to capture pions, product of the proton-nucleus interactions)

e Decay and Phase Rotation (three induction linacs, with internal superconducting
solenoidal focusing, to contain the muons from pion decays and provide nearly non-
distorting phase rotation; a minicooling absorber section is included after the first
induction linac)

e Bunching and Cooling (a solenoidal focusing channel with high-gradient rf cavities
and liquid-hydrogen absorbers that bunches the 247 MeV /¢ muons into 201.25-
MHz rf buckets and cools their transverse normalized emittance from 12 mm-rad
to 2 mm-rad)

e Acceleration (a superconducting linac with solenoidal focusing to raise the muon
beam energy to 2.48 GeV, followed by a four-pass superconducting recirculating
linear accelerator to provide a 20 GeV muon beam)

e Storage Ring (a compact racetrack-shaped superconducting storage ring in which
35% of the stored 20 GeV muons decay toward a detector located 2900 km from
the ring)

In addition to the Neutrino Factory facility, we describe the features of a possible neutrino
detector that could carry out the appropriate physics program.

Performance estimates for the facility show that an intensity of N = 1.2 x 10?° decays
per “Snowmass year” per MW of protons on target is feasible—a factor of 6 improvement
over the Study-I result, though somewhat less than the original Study-II goal. Upgrade
plans that increase the proton driver power from 1 to 4 MW would permit a corresponding
increase in the overall intensity per year to N = 4.8 x 10% decays. R&D to develop a
target capable of handling this beam power would be needed. Taking the two Feasibility
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Studies together, we conclude that a high-performance Neutrino Factory could easily be
sited at either BNL or Fermilab.

Reaching the facility performance estimated here will require an intensive R&D pro-
gram; an outline of the needed activities is included in this report. To assess the cost
range of a Neutrino Factory, a top-down cost estimate has been carried out for the major
components. This estimate represents an initial look at what is needed, and should not
be construed as the kind of detailed estimate that would result from a Conceptual Design
Report. With that caveat, we find that the cost of such a facility is about $1.9B in
today’s dollars. This value represents only direct costs, not including overhead or con-
tingency allowances. Lastly, we describe a phased approach to arriving at the complete
facility. At each step, we outline the capabilities of the facility and the corresponding
scientific program that can be pursued. We also comment on the time scales and costs
that would be implied by this approach. Such an “evolutionary” approach to the facility
may represent the most effective way to achieve the ultimate goal of a high-performance
Neutrino Factory, even if it stretches out the overall time line.

It is worth noting that the Neutrino Factory facility described here can be viewed
as a first critical step on the path toward an eventual Muon Collider. Such a collider
offers the potential of bringing the energy frontier in high energy physics within reach
of a moderate sized machine. The very fortuitous situation of having an intermediate
step along this path that offers a powerful and exciting physics program in its own right
presents an ideal opportunity, and it is hoped that the high energy physics community
will have the resources and foresight to take advantage of it.

viil



Acknowledgment

We would like to thank the management of the Brookhaven National Laboratory, Dr.
John Marburger and Dr. Peter Paul, for their support, interest and foremost for the com-
missioning of the Study. We would like also to express our gratitude to Dr. A. Sessler,
spokesperson for the Neutrino Factory and Muon Collider Collaboration, for his con-
tinuous encouragement and technical guidance. Finally, our most sincere thanks to all
the contributors, especially those who were not members of the Collaboration. Their
technical expertise was crucial for the completion of this report.

X



Charge to the Study Group

Office of the Director Upton, NY 11973-5000
Phone 516 344-2772

Fax 516 344-5803

Memo marburge@bnl.gov
managed by Brookhaven

Science Associates
BROOKHAVEN for the U.S. Department of

NATIONAL LABORATORY

Energy
Building 460
P.O. Box 5000
DATE: June 13, 2000
TO: Robert Palmer, Satoshi Ozaki
CC: Thomas Kirk, Peter Paul, Andrew Sessler

FROM:  John Marburger
SUBJECT: Muon device studies

| am writing to request that you organize, in cooperation with the
Muon Collider Collaboration, a BNL site-specific study on the feasibility
of a'high performance’ muon storage ring neutrino source.

The study would complement the recently completed 'entry level' study
commissioned by the Fermilab director and carried out together with the
Muon Collider Collaboration.

The scope and parameters for this study have been developed and approved
by the Muon Collider Collaboration Spokesperson, Andy Sessler, and
Project Manager, Mike Zisman. The Muon Collaboration will participate
in the study.

The study will also complement the AGS Targetry Experiment, E951, that
will study two crucial components of the high performance version of the
muon storage ring.



The study should consist of two components:

A. A BNL site specific part, led by S. Ozaki and including:
1. atechnical description of upgrades to the AGS to reach an average
beam power of 1 MW (e.g. 10" pps at 24 GeV at 2.5 Hz), together
with a preliminary cost estimate for this upgrade;
2. adesign, layout and preliminary cost estimate for a muon storage
ring with the requirement that it be sufficiently above the water table
to minimize environmental impacts,

3. magnet studies for the above ring.

B. A generic part, led by the collaboration management, funded by DOE
MCC Collaboration funds, and including:

1. the design and technical description of the non-AGS components
of a high performance muon storage ring neutrino source,
including liquid metal target, muon capture, cooling, acceleration
and storage;

2. determination of cost drivers in these systems where not
aready covered in the Fermilab study;

3. areasfor potential cost reduction;

4. continued physics and detector studies as needed.
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The study should consider afacility with the following characteristics:

1. amuon storage ring energy of approximately 20 GeV;

2. aneutrino beam aimed at an optimized 50 kT detector |ocated
approximately 1800 km from BNL;

3. 2 10® muons per (10" sec) year decaying in the detector direction:;

thisis approximately one order of magnitude higher than the ‘entry
level’ machine.

The written report on this new study should be submitted to me by
April 30, 2001.
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Organization of the Study

The organization chart of the Study is shown in the figure
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Figure 1: Organization chart for Study-II.



Summary of Parameters and Performance

In this section, we briefly summarize the overall parameters and predicted performance of
the Neutrino Factory concept developed for Study-II and described in this document. The
majority of the concepts developed here are generic, in the sense that they do not depend
upon specifics of the BNL site. A few details, of course, do depend on the particular site
chosen for this Study.

The proton driver on which this Study is based is the BNL Alternating Gradient
Synchrotron (AGS). This machine delivers 24 GeV protons and presently holds the
world’s intensity record for proton accelerators. To create a 1 MW proton beam, the
properties of the AGS dictate a ramp cycle of 150 ms up, 100 ms flat-top, and 150 ms
down, with six proton bunches extracted sequentially at 20-ms intervals during the 100-
ms flat-top. This cycle is repeated at 2.5 Hz, leading to an average pulse rate of 15 Hz,
that is, 6 bunches per cycle at 2.5 Hz. Note that the instantaneous repetition rate is 50
Hz (20 ms bunch separation) even though the average rate is lower. Individual proton
bunches have an rms length of 3 ns.

The other site-specific aspect of the Study-II design concerns the elevation of the
facility. Local policy requires that no part of the Neutrino Factory complex that produces
radiation lie below the local BNL water table elevation. This is not an issue for most
of the facility, but it does constrain the location of the storage ring. Because the ring
must be tilted vertically by 13.1° to aim at the Waste Isolation Pilot Plant (WIPP)
site in Carlsbad, NM, some 2900 km distant, this vertical location requirement placed a
premium on having a compact storage ring, and dictated using an above-ground berm to
shield the ring.

The general design approach we follow is an outgrowth of the previous Feasibility
Study (“Study-I1"). However, we have made many technical changes from the previous
design—in some cases simply to explore alternative design options, and in other cases
to specifically enhance performance. As in the previous Study, we have chosen not to
consider muon beam polarization as a design criterion. This avoids the need to place
high-gradient rf cavities in the high-radiation environment very close to the target. The
overall layout of the facility is presented in Fig. 2. Lengths of the various systems that
comprise the facility are summarized in Table 1.

The specific changes made in Study-II to enhance facility performance include:

e Use of a liquid mercury target

e Use of three induction linac units, separated by suitable drift lengths, to achieve
nearly non-distorting phase rotation
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Table 1: Length of the main components of a Neutrino Factory.

Component Length Total
(m) (m)
Target 0.45 0.45
Taper 17.6 17.6
Drift 18 35.6
Induction 1 100 135.6
Drift 3.3 138.9
Mini-Cool 13.5 152.4
Drift 23.2 175.6
Induction 2 80 255.6
Drift 30 285.6
Induction 3 80 365.6
Match to Super FOFO 12 377.6
Buncher 20 x 2.75 =55 432.6
Cooling part 1 16 x 2.75 =44  476.6
Match 4.4 481.0
Cooling part 2 36 x 1.65 =594 5404
Match 22.04 562.4
Linac 433
RLA arcs min. 2 x 310
RLA linacs 2 x 363.5
Storage ring arcs 2 x 53
Storage ring straights 2 x 126

e Use of a graded focusing strength along the cooling channel to keep the beam
angular spread nearly constant as the emittance decreases

As will be seen later, taken together these changes improved the overall performance of
Study-II by a factor of 6 compared with Study-I.
Other changes in the present Study that differ from Study-I include:

e Use of a hollow-conductor resistive magnet insert at the target, in place of a Bitter
magnet insert

e Use of a Super-FOFO (“SFOFO”) cooling channel, in place of a FOFO channel
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e Use of a large-acceptance superconducting linac for the initial acceleration after the
cooling channel, in place of a conventional linac

e Use of a combined-function compact storage ring, in place of a conventional separated-
function ring

These changes, as noted above, enhance our knowledge base by giving an expanded
understanding of the parameter space available to the designers of a Neutrino Factory.
Key parameters for the overall facility are summarized in Table 2.

Table 2: Muon beam parameters along the length of the facility.

Location o O ap oy (p)
(end of) (cm) (mrad) (MeV/c) (ns) (GeV/c)
IL3 8.6 95 118 0.237
Matching 5.8 114 115 0.247
Buncher 5.7 134 110 0.84  0.247
2.75 m cooling lattice 3.0 87 72 0.55  0.222
1.65 m cooling lattice 2.4 109 32 0.51 0.204
Matching 10 29 27 0.97  0.270
Pre-accelerator 81 0.26  2.583
RLA 134 0.27  20.105
Storage Ring 134 0.27  20.105

Based on simulation results, we expect that the facility described herein will provide
1.2 x 10% muons decays, per “Snowmass year” (107s) and per MW of proton beam
incident on the target, aimed at a detector some 3000 km distant from the storage ring.
This value corresponds to our baseline case of a 1-MW proton driver.

For the enhanced case of a 4-MW proton driver, discussed in Section B.1, the muon
decay rate would increase to 4.8 x 10%° muons decays, per “Snowmass year”.
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Chapter 1

Introduction and Overview

1.1 Context of the Present Study

Feasibility Study-II, described here, is a follow-on to Feasibility Study-I [1]. To put our
work in context, it is important here to view the effort in a historical perspective, and to
give proper credit to our predecessors.

The concept of a Muon Collider was first proposed by Budker [2], and by Skrinsky [3]
in the 60s and early 70s. However, there was little substance to the concept until the idea
of ionization cooling was developed by Skrinsky and Parkhomchuk [4]. The ionization
cooling approach was expanded by Neuffer [5] and then by Palmer [6], whose work led
to the formation of the Neutrino Factory and Muon Collider Collaboration (MC) [7] in
1995. A good summary of the Muon Collider concept can be found in the Status Report
of 1999 [8]; an earlier document [9], prepared for Snowmass-1996, is also useful reading,.

The concept of a Neutrino Factory based on a muon storage ring was suggested by
Koshkarev [10], but there was likewise little to the concept until it was combined with
the advanced thinking precipitated by the effort toward a Muon Collider. This gap was
finally bridged by Geer in 1998 [11].

As a result of this work, the MC realized that a Neutrino Factory could be an impor-
tant first step toward a Muon Collider. Furthermore, the physics that could be addressed
by a Neutrino Factory was interesting in its own right. With this in mind, the MC has
recently shifted its primary emphasis toward the issues of relevance to a Neutrino Fac-
tory. MUCOOL Notes prepared by the MC are available on the web [12]; these can be
used to learn about the technical issues involved. Complementing the Feasibility Studies,
the MC carries on an experimental and theoretical R&D program, including work on
targetry, cooling, rf hardware (both normal conducting and superconducting), high-field
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solenoids, LHy absorber design, theory, simulations, parameter studies, and emittance
exchange [13]. There is also considerable international activity on Neutrino Factories,
with international conferences held at Lyon in 1999, Monterey in 2000, Tsukuba in 2001,
and another planned for London in 2002 [14], [15].

In the fall of 1999, Fermilab—with significant contributions from the MC—undertook
a Feasibility Study (“Study-1") of an entry-level Neutrino Factory [1]. Simultaneously,
Fermilab launched a study of the physics that might be addressed by such a facility [16].
More recently, Fermilab initiated a study to compare the physics reach of a Neutrino
Factory with that of conventional neutrino beams [17]; this activity is still in progress.
The approach is to examine the physics that can be addressed with a conventional beam,
but using an intense proton driver of the type envisioned for the Neutrino Factory, with
that physics addressable only with a Neutrino Factory. Suffice it to say, there are good
physics opportunities in both categories.

It is with this background that the BNL Director, John Marburger, decided in June
2000 to have a follow-on Study on a high-performance Neutrino Factory sited at BNL.
Study-II was to be completed by April 2001. Clearly, an important goal of Study-II was
to evaluate whether BNL was a suitable site for a Neutrino Factory. Based on the work
contained in this report, that question can now be answered affirmatively.

1.2 Expected Performance and Parameters of Major
Components

This second Feasibility Study, (“Study II”), commissioned by BNL Director John Mar-
burger, uses BNL site-specific proton driver specifications and a BNL-specific layout of
the storage ring, in particular, the pointing angle of the straight sections. It is a follow-
up to the FNAL specific (“Study I"”) study commissioned by the Fermilab Director, that
was completed in April 2000 [1] and is site specific in the same spirit, that is, in each
study there are a few site-dependent parts; otherwise, the studies are generic. The pri-
mary difference is that this study is aimed at a lower muon energy (20 GeV), but higher
intensity (for physics reach). Figure 1.1 has been adapted from a figure in the physics
study [16]. Both studies were carried out jointly with the Neutrino Factory and Muon
Collider Collaboration [18] which has over 140 members from many institutions in the
U.S. and abroad.

The design and simulated performance are summarized here; specific details can be
found in the chapters that follow.

The efficiency of producing muons at the end of the cooling channel is ~ 0.17 u/p
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with 24 GeV protons. This higher efficiency translates, per MW of proton beam power,
into about 6x that found in Feasibility Study I [1].
The higher efficiency is achieved by:

1. using a liquid mercury target

2. using three induction linacs to achieve nearly non-distorting phase rotation into a
longer bunch train with less momentum spread

3. tapering the focusing strength in the cooling system so that the angular spread of
the muons being cooled is maintained at a near-constant value

4. increasing the transverse acceptance of the muon acceleration and storage ring.

The components of the system are shown schematically in Fig. 2 (in the Preface).

1.2.1 Components
1.2.1.1 Proton Driver

The proton driver is an upgrade of the Brookhaven Alternating Gradient Synchrotron
(AGS) and uses most of the existing components and facilities. The existing booster
is replaced by a 1.2 GeV superconducting proton linac. The AGS repetition rate is
increased from 0.5 Hz to 2.5 Hz. The total proton charge (10'* ppp) is only 40% higher
than the current performance of the AGS. The six bunches are extracted separately,
spaced by 20 ms, so that the target, induction linacs and rf systems that follow, need
only be designed to deal with single bunches at an average repetition rate of 15 Hz,
instantaneous rate of 50 Hz. The average power would be 1 MW. A possible future
upgrade to 2 x 10* ppp and 5 Hz could give an average beam power of 4 MW (see,
Section B.1). In that scenario, a 1/4 circumference, fixed-field, superconducting bunch
compressor ring would be added to reduce the rms bunch length, at the higher intensity,
to 3 ns.

1.2.1.2 Target & Capture

A high Z, (mercury) jet target is chosen to give a high yield of pions per incident proton
power (=~ 1.9 x that for carbon, which was the choice in Study I).

The jet is continuous, is 1 cm diameter, and enters the target enclosure at a vertical
angle of 100 mrad with respect to the magnetic axis. The proton beam intersects the
jet at an angle of 33 mrad (i.e., its trajectory is 67 mrad to the magnetic axis). The
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Figure 1.1: Muon decays in a straight section per 107s vs. muon energy, with
fluxes required for different physics searches assuming a 50 kT detector.
Simulated performance of the two studies is indicated.

geometry is shown in Fig. 1.2. It is assumed that the thermal shock from the interacting
proton bunch fully disperses the mercury. In this case, the jet must have a velocity of
30 m/s to be replaced before the next bunch. Perturbations to the jet by the capture
magnetic field are controlled by placing the jet nozzle inside the field, so that the jet only
sees 1 T field changes before it has passed beyond the production region.

Pions emerging from the target are captured and focused down the decay channel
by a solenoidal field that is 20 T at the target center, and tapers down, over 18 m, to
a periodic (50 cm) superconducting solenoid channel (< B, >~ 1.25 T) that continues
through the phase rotation to the start of bunching.

Figure 1.3 shows a section of the 20 T hybrid magnet, the front end of the taper,
the mercury containment, and the mercury pool proton beam dump. The 20 T solenoid,
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with a hollow copper conductor magnet insert and superconducting outer coil, is not
different in character from the higher field (up to 45 T), but smaller bore, magnets at
several existing laboratories. However, the magnet insert in this design is made with
hollow copper conductor and ceramic insulation to withstand radiation. MARS [19]
simulations of radiation levels show that, with the shielding provided, both copper and
superconducting magnets could have a lifetime greater than 20 years, even at 4 MW.

1.2.1.3 Phase Rotation

Pions, and the muons into which they decay, are generated in the target over a very wide
range of energies, but in a short time pulse (3 ns rms). This large energy is phase rotated
using drifts and induction linacs into a pulse with a longer time duration and a lower
energy spread. The muons first drift to spread out their time, the induction linacs then
decelerate the early ones and accelerate those later. Three induction linacs (with lengths
100, 80, and 80 m) are used in a system that reduces distortion in the phase-rotated
bunch, and allows all induction units to operate with unipolar pulses [20]. The 1.25-T
beam transport solenoids are placed inside the induction cores to avoid saturating the
core material. The induction units are similar to those being built for DARHT[22].

Between the first and second induction linacs, two hydrogen absorbers (each 1.7 m
long and 30 cm radius), with a magnetic field reversal between them, are introduced to
reduce the transverse emittance (“minicooling”).

1.2.1.4 Buncher

The long bunch (400 ns) after the phase rotation is bunched at 201.25 MHz prior to
cooling and acceleration at that frequency. The bunching is done in a lattice identical
to that at the start of cooling, and is preceded by a matching section from the 1.25 T
solenoids into this lattice. The bunching has three stages, each consisting of rf (with
increasing acceleration) followed by drifts with decreasing length (27.5 m, 11 m, 5.5 m).
In the first two rf sections, second harmonic rf is used together with the 201.25 MHz to
improve the capture efficiency.

1.2.1.5 Cooling

Transverse emittance cooling is achieved by lowering the beam energy in hydrogen ab-
sorbers, interspersed with rf acceleration to keep the average energy constant. Transverse
and longitudinal momenta are lowered in the absorbers, but only the longitudinal momen-
tum is restored by the rf. The emittance increase from Coulomb scattering is minimized
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Figure 1.4: Transverse emittance along the cooling channel.

by maintaining the focusing strength so that the angular spread of the beam at the
absorber locations is large. This is achieved by keeping the focusing strength inversely
proportional to the emittance; i.e., increasing as the emittance is cooled. This could be
achieved by a simple solenoid, but such a field also must be reversed periodically to avoid
a growth of angular momentum. For this study, a modified Focus-Focus (SFOFO) [21]
lattice is employed. The solenoidal fields in each cell alternate in sign and the field shape
is chosen to maximize the momentum acceptance (£22%).

Figure 1.4 shows a simulation of cooling, the emittance falls along the length of the
channel.

1.2.1.6 Acceleration

A 20 m SFOFO matching section, using normal conducting rf systems, matches the beam
optics to the requirements of a 2.5 GeV superconducting rf linac with solenoidal focusing.
The linac is in three parts. The first part has a single 2 cavity unit per cell. The second,
as a longer period becomes possible, has two 2 cavity units per cell. The last section,
with still longer period, accommodates four 2 cavity units per cell.

This linac is followed by a single, recirculating linear accelerator (RLA) that raises
the energy from 2.5 GeV to 20 GeV, in 4 passes. This RLA uses the same 4 cavity

superconducting structures. The arcs have an average radius of 62 m. The final arc has
a dipole field of 2 T.



1.2. Expected Performance and Parameters

1.2.1.7 Storage Ring

After acceleration in the RLA, the muons are injected into the upward straight of a
racetrack shaped storage ring with a circumference of ~ 358m. High field superconducting
arc magnets are used to minimize the arc length and maximize the fraction (35%) of
muons that decay in the downward straight and generate neutrinos headed towards the
detector at the WIPP facility in Carlsbad, 2903 km away. All muons are allowed to
decay; the total heating from the decay electrons is 42 kW (126 W/m). This load is too
high to be dissipated in the superconducting coils. A magnet design has been chosen [23]
that allows the majority of these electrons to pass out between separate upper and lower
cryostats, and be dissipated in a dump at room temperature. To maintain the vertical
cryostat separation in focusing elements, skew quadrupoles are employed in place of
standard quadrupoles.

In order to maximize the average bending field, Nb3Sn pancake coils are employed.
One coil of the bending magnet is extended and used as one half of the previous or
following skew quadrupole, (see Chapter 7).

Figure 1.5 shows a cross section of the ring, which is kept above the water table and
is placed on a roughly 30 m high berm. The 110 m high BNL stack is also shown for
scale.

1.2.2 Performance

Complete simulations up to the start of acceleration have been performed using the code
MARS [19] (for pion production) followed by ICOOL [24] (for transport, phase rotation
and cooling). These results have been confirmed by GEANT4 [25]. They show an average
of 0.17 final muons per initial proton on the target, i.e., 0.0071u/p/GeV, (considering
the energy of the initial beam). This can be compared with a value of 0.0011x/p/GeV
produced in Study I [1]. The gain (6x) comes from:

e use of mercury, instead of carbon as a target (1.9 x)

e use of three, instead of only one, phase rotation induction linacs (2 X)

e use of a more efficient, tapered cooling channel design (1.4 x)

e use of a larger accelerator acceptance (1.2 x)

The muons delivered to the ring with a 1 MW (4 MW) proton driver would be:
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BNL landscape.
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p/year = 10"(ppp) x 2.5 (Hz) x 107 (s) x 0.17 (u1/p) x 0.81 (acc. efficiency)
— 3.4 x 10 (= 13.6 x 10%) (1.1)

and the number of muons decaying in the production straight section would be

1.2 x 10* (= 4.8 x 10%)

1.2.3 Conclusions

This Study II shows significant improvements (6x) over Study-I, yet there remains the
possibility of further gains. Cooling of the longitudinal emittance [26] and the capture
of both signs [27] appear possible and, together might improve overall performance by a
factor between 2 and 4.

1.3 Physics Motivation

Here we discuss the current evidence for neutrino oscillations, and hence neutrino masses
and lepton mixing, from solar and atmospheric data. A review is given of some theoretical
background including models for neutrino masses and relevant formulas for neutrino
oscillation transitions. We next mention the near-term and mid-term experiments in this
area and comment on what they hope to measure. We then discuss the physics potential
of a muon storage ring as a Neutrino Factory in the long term.

1.3.1 Evidence for Neutrino Oscillations

In a modern theoretical context, one generally expects nonzero neutrino masses and
associated lepton mixing. Experimentally, there has been accumulating evidence for
such masses and mixing. All solar neutrino experiments (Homestake, Kamiokande, Su-
perKamiokande (SuperK), SAGE, and GALLEX) show a significant deficit in the neutrino
fluxes coming from the Sun [28]. This deficit can be explained by oscillations of the v.’s
into other weak eigenstate(s), with Am?2, of the order 107° eV? for solutions involving
the Mikheev-Smirnov-Wolfenstein (MSW) resonant matter oscillations [31, 32] or of the
order of 10719 eV? for vacuum oscillations. Accounting for the data with vacuum oscil-
lations (VO) requires almost maximal mixing. The MSW solutions include one for small
mixing angle (SMA) and one with large mixing angle (LMA).
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Another piece of evidence for neutrino oscillations is the atmospheric neutrino anomaly,
observed by Kamiokande [33], IMB [34], SuperKamiokande [35] with the highest statis-
tics, and also by Soudan [36] and MACRO [37]. These data can be fit by the infer-
ence of v, — v, oscillations with Am2, ~ 3.5 x 1072 eV? [35] and maximal mixing,
i.e., sin? 204 = 1. The identification v, = v, is preferred over v, = Vgerite, and the
identification v, = v, is excluded by both the SuperKamiokande data and the Chooz
experiment [39)].

In addition to the above results, the LSND experiment [40] has reported observing
v, — Ve and v, — v, oscillations with Am? ¢y, ~ 0.1 — 1 eV? and a range of possible
mixing angles, depending on Am? ¢\ . This result is not confirmed, but also not com-
pletely ruled out, by a similar experiment, KARMEN [41]. The miniBOONE experiment
at Fermilab is designed to resolve this issue, as discussed below.

With only three neutrino species, it is not possible to fit all of these experiments.
They involve three quite different values of Amg; = m(v;)*> — m(v;)* which could not
satisfy the identity for only three neutrino species that

It would follow then, that one would have to introduce further neutrino(s). As we know
that there are only three leptonic weak doublets, and associated light neutrinos, with
weak isospin 7' = 1/2 and T3 = 1/2 from the measurement of the Z width, it follows
that additional neutrino weak eigenstates would have to be electroweak singlets (that
is, “sterile” neutrinos). Because the LSND experiment has not been confirmed by the
KARMEN experiment, we choose here to use only the (confirmed) solar and atmospheric
neutrino data in our analysis, and hence to work in the context of three active neutrino
weak eigenstates.

1.3.2 Neutrino Oscillation Formalism

In this simplest theoretical context, there are three electroweak-doublet neutrinos. Al-
though electroweak-singlet neutrinos may be present in the theory, one expects that, since
their bare mass terms are electroweak-singlet operators, the associated masses should not
have any close relation with the electroweak symmetry breaking scale. Indeed, from a
top-down point of view, such as a grand unified theory, the masses should be much larger
than this scale. If this is the case, then the neutrino mixing can be described by the
matrix

is

C12C13 C13512 S13€
_ 10 1) /
U= —C23812 — $13523C12€" C12C23 — S12513S23€" C13523 K (1-3)
6 )
512523 — 513C12C23€ —523C12 — 512€23513€ C13C23
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where ¢;; = cos0;;, sij = sinf;;, K’ is a diagonal matrix with elements diag(1, e™*, e'?2).
The phases ¢; and ¢5 do not affect neutrino oscillation. Thus, in this framework, the
neutrino mixing depends on the four angles 0,5, 613, 023, and 4, and on two independent
differences of squared masses, Am2, . which is Am2, = m(v3)?2 —m(v»)? in the favored fit,
and Am? ;, which may be taken to be Am3, = m(v2)?—m(r;)?. Note that these quantities
involve both magnitude and sign; although in a two-species neutrino oscillation in vacuum
the sign does not enter, in the three species oscillations relevant here, and including both
matter effects and CP violation, the signs of the Am? quantities do enter and can, in
principle, be measured.

For our later discussion it will be useful to record the formulas for the various relevant
neutrino oscillation transitions. In the absence of any matter effect, the probability that

a (relativistic) weak neutrino eigenstate v, becomes v}, after propagating a distance L is

3 . Amij
P(vg — 1) = Oq —4 Z Re(Kgp,ij) sin (T>
i>j5=1
3
Am?2.L Am?2.L
DY Im(Kab,ij)sin( v )cos( o ) (1.4)
i>5=1
where

Kab,ij = UaiUl;kiU;jUbj (15)

Note that, in vacuum, CPT invariance implies P(», — v,) = P(v, — 1) and hence,
for b = a, P(v, — v,) = P(v, — v,). For the CP-transformed reaction v, — 7, and
the T-reversed reaction v, — v,, the transition probabilities are given by the right-hand
side of (1.4) with the sign of the imaginary term reversed. (Below, we shall assume CPT
invariance, so that CP violation is equivalent to T violation.)

In most cases there is only one mass scale relevant for long baseline neutrino os-
cillations, Am2,, ~ few x 107® eV? and one possible neutrino mass spectrum is the
hierarchical one

Amj = Am2, < Am3, ~ Am3, = Am? (1.6)

sol atm

In this case, CP (T) violation effects are negligibly small, so that in vacuum

P(v, — ) = P(vy — 1) (1.7)

Py — v,) = P(vy — 1) (1.8)
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In the absence of T violation, the second equality Eq. (1.8) would still hold in matter,
but even in the absence of CP violation, the first equality Eq. (1.7) would not hold. With
the hierarchy (1.6), the expressions for the specific oscillation transitions are

o (AmZ, L
P(v, — 1) = 4|U33|2|U23|2sm2(ﬁ)

2
= sin%(26,3) cos*(y3) sin’ ( Ay, L >

T (1.9)

o /Am2, L
Po = w) = AU U] sin? (22

2
= sin®(26;3) sin®(fy3) sin® <M)

o (1.10)

Am2, L
Plv, —v,) = 4|U33|2|U13|2sin2<%>

2
= sin*(20;3) cos?(fa3) sin® (%)

o (1.11)

In neutrino oscillation searches using reactor antineutrinos, i.e., tests of v, — ., the
two-species mixing hypothesis used to fit the data is

Pve —v,) = 1— ZP(Ve — V)

2
AmreactorL> (112)

= 1 —si 2 Qereacor I 2<
sin( tor) SIN AE

is the squared mass difference relevant for v, — v,. In particular, in the

2 . o). — — — — .
tm» Since the transitions v, — v, and v, — v, contribute to

2
Where Aaneactor

upper range of values of Am
v, disappearance, one has

Am?2, L
P(ve — v) = 1 — sin®(20;5) sinQ(M) (1.13)
4E
i.€., Oreactor = b3, and for the value |[Am2, | = 3 x 107%eV? from SuperK, the Chooz
reactor experiment yields the bound [39]
sin?(26,3) < 0.1 (1.14)
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which is also consistent with conclusions from the SuperK data analysis [35].
Further, in the three-generation case, the quantity “sin?(20,,)” often used to fit the
data on atmospheric neutrinos with a simplified two-species mixing hypothesis, is,

sin?(20asm) = sin?(2653) cos® (A13) (1.15)

The SuperK experiment finds that the best fit to their data is to infer v, — v, oscillations
with maximal mixing, and hence sin?(2653) = 1 and |fy3| << 1. The various solutions
of the solar neutrino problem involve quite different values of Am3; and sin®(26y;): (i)
large mixing angle solution, LMA: Am32, ~ few x 107° eV? and sin*(20y) ~ 0.8; (ii)
small mixing angle solution, SMA: Am2, ~ 107° and sin®(26y) ~ 1072, (iii) LOW:
Am3, ~ 1077, sin?(202) ~ 1, and (iv) “just-so”: Am3, ~ 10710 sin®(264;) ~ 1. The
SuperK experiment favors the LMA solution [28]; for other global fits, see, e.g., Gonzalez-
Garcia et al. in [28].

1.3.3 Types of Neutrino Masses, Seesaw Mechanism

We review here the theoretical background concerning neutrino masses and mixing. In
the standard SU(3) x SU(2),x U(1)y model (SM), neutrinos occur in SU(2), doublets
with Y = —1:

Lo = ( VZ) L l=e, u, T (1.16)

There are no electroweak-singlet neutrinos (often called right-handed neutrinos) xg j,
Jj = 1,..,ns. Equivalently, these could be written as x¢; ;. There are three types of
possible Lorentz-invariant bilinear operator products that can be formed from two Weyl
fermions ¢, and yg:

e Dirac: mptyrxr—+h.c. This connects opposite-chirality fields and conserves fermion
number.

o Left-handed Majorana: mpyfCir+h.c. where C' = iy, is the charge conjugation
matrix.

e Right-handed Majorana: mprxLCxr + h.c.

The Majorana mass terms connect fermion fields of the same chirality and violate fermion
number (by two units). Using the anticommutativity of fermion fields and the property
CT = —C, it follows that a Majorana mass matrix appearing as

w;'TC(Mmaj)ijwj (117)
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is symmetric in flavor indices:

M i = Mnaj (1.18)
Thus, in the Standard Model (SM), there is no Dirac neutrino mass term because: i)
it is forbidden as a bare mass term by the gauge invariance; ii) it cannot occur, as do
the quark and charged-lepton mass terms, via spontaneous symmetry breaking (SSB)
of the electroweak (EW) symmetry starting from a Yukawa term, as there are no EW-
singlet neutrinos x g ;. There is also no left-handed Majorana mass term because: i) it is
forbidden as a bare mass term and ii) it would require a Higgs field with 7' =1, Y = 2,
but the SM has no such Higgs field. Finally, there is no right-handed Majorana mass
term because there is no xg ;. The same holds for the minimal supersymmetric standard
model (MSSM) and the minimal SU(5) grand unified theory (GUT), both for the original
and supersymmetric versions.

However, it is easy to add EW-singlet neutrinos y g to the SM, MSSM, or SU(5) GUT;
these are gauge-singlets under the SM gauge group and SU(5), respectively. Denote these
theories as the extended SM, etc. The extended theories give rise to both Dirac and
Majorana mass terms, the former via Yukawa terms and the latter as bare mass terms.

In the extended SM:
3 Ng
—ﬁyuk = Z Z hl(»jD)AC_L,Z'XRJ'¢ + h.c. (1.19)
i=1 j=1

The electroweak symmetry breaking (EWSB), with

(9o = ( U/?/Q ) (1.20)

where v = 274G ,"? ~ 250 GeV, yields the Dirac mass term

3

ZZDL’i(MD)inRj + h.C. (121)

i=1 j=1
with )
Mp)y; = hiy’—= 1.22
(Mp)s; NG (1.22)
The Majorana bare mass terms are
Z X1iC(Mg)ijXrj + h-c. (1.23)

i.j=1
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For compact notation, define the flavor vectors v = (v, v,,v,) and x = (x1,--s Xn.,)

and observe that one can equivalently write vy, or vi; and xg or x7, where ¢ = C’ET,
1 = 1’90, The full set of Dirac and Majorana mass terms can then be written in the
compact matrix form

L, = %(aL ) ( (]\%)L)T %Z > < ;fz ) +hee. (1.24)

where M7, is the 3 x 3 left-handed Majorana mass matrix, Mg is an ng X ng right-handed
Majorana mass matrix, and Mp is the 3-row by ng-column Dirac mass matrix. In general,
all of these are complex, and (M) = M ,(Mgr)T = Mp. Because the extension
of the SM to include ygr does not include a Higgs field with T" = 1, Y = 2, allowing a
renormalizable, dimension-4 Yukawa term that would yield a left-handed Majorana mass,
one may take My = 0 at this level (but see below for dimension-5 contributions). The
diagonalization of this mass matrix yields the neutrino masses and the corresponding
transformation relating the neutrino weak eigenstates to the mass eigenstates.

The same comments apply to the extended MSSM and SU(5) GUT. In the extended
SU(5) GUT, the Dirac neutrino mass term arises most simply from the Yukawa couplings
of the bp with a 5-dimensional Higgs representation H* (in terms of component fields):

Vra MpX5 H™ + h.c. (1.25)

and the bare Majorana mass term x5Mpxr + h.c..

In the extended SM, MSSM, or SU(5) GUT, one could consider the addition of the
xr fields as ad hoc. However, a more complete grand unification is achieved with the
(SUSY) SO(10) GUT, since all of the fermions of a given generation fit into a single
representation of SO(10), namely, the 16-dimensional spinor representation . In this
theory the states xr are not ad hoc additions, but are guaranteed to exist. In terms of

SU(5) representations (recall, SO(10) D SU(5) x U(1))
16, =10, + 5, + 11, (1.26)

so for each generation, in addition to the usual 15 Weyl fermions comprising the 10, and
5r, (equivalently 51) of SU(5), there is also an SU(5)-singlet, x4 (equivalently, yz). So in
SO(10) GUT, electroweak-singlet neutrinos are guaranteed to occur, with number equal
to the number of SM generations, inferred to be ny = 3. Furthermore, the generic scale
for the coefficients in My is expected to be the GUT scale, Mgy ~ 106 GeV.

There is an important mechanism, which originally arose in the context of GUT’s, but
is more general, that naturally predicts light neutrinos. This is the seesaw mechanism [42].
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The basic point is that because the Majorana mass term y5CMpgxg is an electroweak
singlet, the associated Majorana mass matrix Mg should not be related to the electroweak
mass scale v, and from a top-down point of view, it should be much larger than this scale.
Denote this generically as mg. This has the very important consequence that when we
diagonalize the joint Dirac-Majorana mass matrix above, the eigenvalues (masses) will
be comprised of two different sets: n, heavy masses, of order mpg, and 3 light masses.
We illustrate this in the simplest case of a single generation and n; = 1. Then the mass
matrix is simply

— 1 Y C 0 mp V]c%
—L,, = §(Z/L X°L) ( mp M ) ( n ) + h.c. (1.27)

The diagonalization yields the eigenvalues

1
A= —

5 | +4/m% + 4m?, ] (1.28)

Since mp ~ hP)y while mp is naturally >> v and hence mp >> mp, we can expand to
get

As ™~ Mg (1.29)
and ) )
~ _"MD mp

ho D [1+O<m%>}. (1.30)

(The minus sign is not physically important.) The largeness of mg then naturally explains
the smallness of the masses of the known neutrinos. This appealing mechanism also
applies in the physical case of three generations and for n, > 2.

However, at a phenomenological level, without further theoretical assumptions, there
is a large range of values for the light m,, since i) the actual scale of mpg is theory-
dependent, and ii) it is, a priori, not clear what to take for mp since the known (Dirac)
masses range over 5 orders of magnitude, from m., m, ~ MeV to m; = 174 GeV, and
this uncertainty gets squared.

For the full case with three generations and ns > 1, and assuming, as is generic,
that det(Mpg) # 0 so that M}gl exists, the set of three light neutrino mass eigenstates is
determined by the matrix analogue of eq. (1.30):

M, = —MpMp' M} (1.31)

A different way to get neutrino masses is to interpret the SM as a low-energy effective
field theory, as is common in modern quantum field theory. Provided that their coef-
ficients, of dimension 4 — dp in mass units, are sufficiently small, (nonrenormalizable)
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operators O in the Lagrangian of mass dimension dp > 4, are then allowed. In this case,
the dimension-5 operator [43]

1 . .
0= = hiav(einim + cimsn) [cg’gozg,L] ¢ + hec. (1.32)
X
a,b

(where a, b are flavor indices, 1, j, k, m are SU(2) indices) is an electroweak singlet. Upon
electroweak symmetry breaking (EWSB), this operator yields a left-handed Majorana

mass term ,

Z Vgao(ML)abVL,j + h.c. (133)
a,b=1
with

(1) = (lato 1D

Since the SM is phenomenologically very successful, one should have My >> v, so again
these dimension-5 operators lead naturally to light neutrinos. The diagonalization of the
above operator determines the unitary transformation relating the mass eigenstates to
the weak eigenstates,

(1.34)

3
Vy, = Z Uaiyi y 61 = €, 62 = U, £3 =T (135)
i=1
1.e.,
Ve Usa U Ues vy
m = Ulll UMQ U,ug Uy (136)
Vr UTl UT2 UT3 V3

For the case of electroweak-singlet neutrinos and the resultant seesaw, because of the
splitting of the masses into a light set and a heavy set, the observed weak eigenstates
of neutrinos are again, to a very good approximation, linear combinations of the three
light mass eigenstates, so that the full (3+n;) X (3+n,) mixing matrix breaks into block
diagonal form involving the 3 x 3 U matrix and an analogous ng X n, matrix for the heavy
sector. In terms of the flavor vectors, this is

()=o) () 31

If all of the data indicating neutrino masses is accepted, including the solar neutrino
deficiency, atmospheric neutrinos, and LSND experiments, then light sterile (electroweak-
singlet) neutrinos with masses of ~ eV or smaller are needed. These are usually considered
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unnatural, because electroweak-singlet neutrinos naturally have masses ~ mp >> M., =
v.

1.3.4 Tests for Neutrino Masses in Decays

Given the focus of this report, we shall not review the well-known kinematic tests for neu-
trino masses except to mention that these are of three main types. First there are direct
tests, which search for the masses of the dominantly coupled neutrino mass eigenstates
emitted in particle and nuclear decays; these yield the current upper bounds on these
eigenstates for the three dominantly coupled mass components in v, v,, and v,. Second,
there are tests for rather massive neutrinos emitted, via lepton mixing, in particle and
nuclear decays. Third, there are searches for neutrinoless double beta decay, which would
occur if there are massive Majorana neutrinos. The quantity on which limits are put in
searches for neutrinoless double beta decay is (m,) = |U2m(v;)| provided that their co-
efficients, are sufficiently small. Note that since U,; is complex, destructive interference
can occur in this sum. At present, the upper limit on this quantity is (m,) ~ 0.4 eV
[44]. A number of new proposals for more sensitive experiments have been put forward,
including GENIUS, EXO, MOON, and MAJORANA, among others, which hope to reach
a sensitivity below 0.01 eV in (m,) [45].

1.3.5 Models for Neutrino Masses and Mixing

We discuss the seesaw mechanism in further detail here. In the SM, a single Higgs
field ¢ breaks the gauge symmetry and gives masses to the fermions. In the MSSM, it
requires two 7" = 1/2 Higgs fields, H; and Hy with opposite hypercharges Y = 1 and
Y = —1 to do this. GUT theories may have more complicated Higgs sectors; typically
different Higgs are used to break the gauge symmetry and give masses to fermions. For
the Clebsch-Gordan decomposition of the representations in the fermion mass term we
have

16 x 16 = 104 + 120, + 126, (1.38)

Hence, a priori, one considers using Higgs of dimension 10, 120, and 126. The coupling
to the 10-dimensional Higgs fields yields Yukawa terms of the following form (suppressing
generation indices).

U1, Cprdro = (drdp, + erer)dro(5) + (trur + Vrve)d10(5) (1.39)
The coupling to the 126-dimensional Higgs yields a term
XrCxrP126(1) (1.40)
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together with other linear combinations of @ruy, Ugvy, drdy, and Eze;, times appropriate
SU(5)-Higgs; these four types of terms are also produced by the coupling to a 120-
dimensional Higgs. Hence, in this approach, one expects some similarity in Yukawa
matrices, and thus Dirac mass matrices, for T3 = +1/2 fermions, i.e., the up-type quarks
u, c,t and the neutrinos:

M® ~ MY MO o p© (1.41)

However, in many string-inspired models, high-dimension Higgs representations such
as the 120- and 126-dimensional representations in SO(10), are avoided. Instead, one
constructs the neutrino mass terms from nonrenormalizable higher-dimension operators.
Some reviews of models are in Ref. [46].

To get a rough idea of the predictions, suppose that Mp and Mg are diagonal and
let mp denote a typical entry in Mg. Denote m, 1 = my,, My = M., my3 = my. Then,
(neglecting physically irrelevant minus signs)

m(v;) ~ m—”}’; (1.42)

This is the quadratic seesaw. For m(v3), one gets

m2 ( 175 GeV

m(vs) ~ = | 10w Gev

)(1.75 x 101 eV) ~ 1072 eV (1.43)

which, given the uncertainties in the inputs, is comparable to the value

m(v3) ~ 1/ Am3, =~ 0.05 eV (1.44)

inferred from the SuperK data with the assumption v, — v, and m(v,) << m(v;). This
gives an idea of how the seesaw mechanism could provide a neutrino mass in a region
relevant to the SuperKamiokande data.

In passing, we note that string theories allow a low string scale, perhaps as low as 100
TeV. These models have somewhat different phenomenological implications for neutrinos
than conventional models with a string scale comparable to the Planck mass.

1.3.6 Lepton Mixing

We proceed to consider off-diagonal structure in Mg, as part of the more general topic
of lepton mixing. Neutrino mass terms naturally couple different generations and hence
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violate lepton family number; the Majorana mass terms also violate total lepton num-
ber. Lepton mixing angles are determined by diagonalizing the charged lepton and neu-
trino mass matrices, just as the quark mixing angles in the CKM (Cabibbo-Kobayashi-
Maskawa) matrix are determined by diagonalizing the up-type and down-type quark mass
matrices. Before the atmospheric neutrino anomaly was reported, a common expectation
was that lepton mixing angles would be small, like the known quark mixing angles. This
was one reason why theorists favored the MSW mechanism over vacuum oscillations as
an explanation of the solar neutrino deficiency — MSW could produce the deficiency with
small lepton mixing angles, whereas vacuum oscillations needed nearly maximal mixing.
It was long recognized that an explanation of the atmospheric neutrino anomaly requires
maximal mixing, and while neutrino masses are not surprising or unnatural to most the-
orists, the maximal mixing has been something of a challenge for theoretical models to
explain.

Denoting the lepton flavor vectors as £ = (e, i, 7) and v = (v,,v,,v;), we have, for
the leptonic weak charged current,

J)\ = _L’)//\I/L (145)

The mass terms are
ZLMgER + ﬁLMny{ + h.c. (146)
where, as above, M, = —MpM, 'MT and we have used the splitting of the neutrino

eigenvalues into a light sector and a very heavy sector. We diagonalize these so that,
in terms of the associated unitary transformations, with the notation ¢,, = (€, ttm, Tim)
and v, = (11,12, 13), for charged lepton and neutrino mass eigenstates, the the charged
current is

J)\ = IijUgj)’}/)\Ug)Tme = IijU’)//\me (147)

where the lepton mixing matrix is
U=uXylt (1.48)

Although many theorists expected before the SuperK results indicating that sin?(26a3) =
1 that leptonic mixing angles would be small, like the quark mixing angles, after being
confronted with the SuperK results, they have constructed models that can accommodate
large mixing angles. Of course, #;3 must be small to fit experiment. Models are able to
yield either sin®(26;5) ~ 1 for the LMA, LOW, and just-so solutions, or sin®(26;,) << 1
for the SMA solution.
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1.3.7 Relevant Near- and Mid-Term Experiments

There are currently intense efforts to confirm and extend the evidence for neutrino oscil-
lations in all of the various sectors - solar, atmospheric, and accelerator. Some of these
experiments are now running. In addition to SuperKamiokande and Soudan-2, these in-
clude the Sudbury Neutrino Observatory, SNO, and the K2K long baseline experiment
between KEK and Kamioka. Others are in the development and testing phases, such as
BOONE, MINOS, the CERN-Gran Sasso (GNGS) program, KAMLAND, and Borexino
[47]. Among the long baseline neutrino oscillation experiments, the approximate dis-
tances are L ~ 250 km for K2K, 730 km for both MINOS, from Fermilab to Soudan,
and the proposed CNGS experiments. K2K is a v, disappearance experiment with a
conventional neutrino beam having a mean energy of about 1.4 GeV, going from KEK
to the SuperK detector; it has a near detector for beam calibration. It has obtained
results consistent with the SuperK experiment, and has reported that its data disagree
by 20 with the no-oscillation hypothesis [38]. MINOS is another conventional neutrino
beam experiment that takes a beam from Fermilab to a detector in the Soudan mine in
Minnesota. It too uses a near detector for beam flux measurements and has opted for
a low-energy configuration, with the flux peaking at about 3 GeV. This experiment ex-
pects to start taking data in early 2004 and, after some years of running, to obtain higher
statistics than the K2K experiment and to achieve a sensitivity down to roughly the level
Am3, ~ 107%eV2 The CNGS program will come on later, around 2005. It will involve
taking a higher energy neutrino beam from CERN to the Gran Sasso deep underground
laboratory in Italy. This program will emphasize detection of the 7’s produced by the
v;’s that result from the inferred neutrino oscillation transition v, — v;. The OPERA
experiment will do this using emulsions [50], while the ICARUS proposal uses a liquid
argon chamber [51]. Moreover, at Fermilab, the MiniBOONE experiment plans to run in
the next few years and to confirm or refute the LSND claim after a few years of running.

There are also several relevant solar neutrino experiments. The SNO experiment is
currently running and should report their first results in spring 2001. These will involve
measurement of the solar neutrino flux and energy distribution using the charged current
reaction on heavy water, v, +d — e+ p+ p. Subsequently, they will measure the neutral
current reaction v, +d — v, + n + p. The KamLAND experiment in Japan expects to
begin taking data in late 2001. This is a reactor antineutrino experiment using baselines
of order 100-250 km and will search for 7, disappearance. On a similar time scale, the
Borexino experiment in Gran Sasso expects to turn on and hopes to measure the "Be
neutrinos from the sun. These experiments should help to decide which of the various
solutions to the solar neutrino problem is preferred, and hence the corresponding values
of AmZ, and sin?(26;5).
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This, then, is the program of relevant experiments during the period 2001-2010. By
the end of this period, we may expect that much will have been learned about neutrino
masses and mixing. However, there will remain several important quantities that will not
be well measured and which can be measured by a Neutrino Factory.

1.3.8 Oscillation Experiments at a Neutrino Factory

Although a Neutrino Factory based on a muon storage ring will turn on several years after
this near-term period in which K2K, MINOS, and the CNGS experiments will run, it has
a valuable role to play, given the very high-intensity neutrino beams of fixed flavor-pure
content, including, in particular, v, and 7, beams as well as the conventional v, and 7,
beams. The potential of the neutrino beams from a muon storage ring is that, in contrast
to a conventional neutrino beam, which, say, from 7t decay, is primarily v, with some
admixture of v,’s and other flavors from K decays, the neutrino beams from the muon
storage ring would be extremely high purity: p~ beams would yield 50 % v, and 50 %
7., and viceversa for the charge conjugate case of u* beams. Furthermore, these could be
produced with extremely high intensities; we shall take the BNL design value of ~ 10*y
decays per Snowmass year, 107 s.

The types of neutrino oscillations that can be explored with the neutrino factory based
on a muon storage ring are listed below for the case of u~ decaying into v e~ v:

1. vy,

— v, v, — p~ (survival)

2. v, — V., Ve — e~ (appearance)

3. vy = v, vy — 737 — (e7,17)... (appearance®)
4. Uy — Ve, Ve — €~ (survival)

5. Ue — Uy, U, — p (appearance)

6. Ve = Uy, p — 775 77 — (et uT)... (appearance®)

where the % on the term appearance refers to the greater difficulty in experimentally
inferring the production of the 7 particle. It is clear from the list of processes above that,
since the beam contains both neutrinos and antineutrinos, the only way to determine
the identity of the parent neutrino is to determine the identity of the final-state charged
lepton and measure its sign. One aspect of the experiments will involve the measurement
of v, — v, as a disappearance experiment. A unique aspect for the Neutrino Factory
will be the measurement of the oscillation 7. — 7, giving a wrong-sign p*. Of greater
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difficulty would be the measurement of the transition 7, — 7., giving a 7+ which will
decay part of the time to u™. These physics goals mean that a detector must have
excellent capability to identify muons and measure their charge sign. The oscillation
v, — v, would be difficult to observe, since it would be difficult to identify an electron
shower from a hadron shower. From the above formulas for oscillations, we can see that,
given the knowledge of |Am3,| and sin?(26,3) available by the time a Neutrino Factory is
built, the measurement of the . — 7, transition yields the value of 0.

To get a rough idea of how the sensitivity of an oscillation experiment would scale
with energy and baseline length, recall that the event rate in the absence of oscillations
is simply the neutrino flux times the cross section. First of all, neutrino cross sections
in the region above about 10 GeV (and slightly higher for 7 production) grow linearly
with the neutrino energy. Secondly, the beam divergence is a function of the initial muon
storage ring energy; this divergence yields a flux, as a function of ,, the angle of deviation
from the forward direction, that goes like 1/6% ~ E?. Combining this with the linear £
dependence of the neutrino cross section and the overall 1/L? dependence of the flux far
from the production region, one finds that the event rate goes like

dN E3

at L2
Estimated event rates have been given in the Fermilab Neutrino Factory Working Group
Report [16], [17]. For a stored muon energy of 20 GeV, as considered in this report, and a
distance of L = 2900 to the WIPP Carlsbad site in New Mexico, these event rates amount
to several thousand events per kton of detector per year, i.e., they are satisfactory for
the physics program. This is also true for the other pathlengths under consideration,
namely L = 2500 km from BNL to Homestake and L = 1700 km to Soudan. A usual
racetrack design would only allow a single pathlength L, but a bowtie design could allow
two different pathlengths (e.g., [29]).

One could estimate that at a time when the neutrino factory turns on, |Am32,| and
sin?(2643) would be known at perhaps the 10% level (1 o) from MINOS [30] (we emphasize
that future projections such as this are obviously uncertain and note that JHF anticipates
better accuracy; see below). The Neutrino Factory should improve the precision on those
two parameters, and can contribute to three important measurements:

(1.49)

e measurement of 63, as discussed above
e measurement of the sign of Am3, using matter effects

e possibly a measurement of CP violation in the leptonic sector, if sin?(26;3), sin?(26y,),
and Am3, are sufficiently large



1.3. Physics Motivation

It is estimated that a Neutrino Factory with the BNL design parameters could achieve a
sensitivity down to sin®26;3) ~ 3 x 10~* or better, assuming a 50 kton water Cherenkov
detector at L = 2900 km, after three years of running [17, 30]. To measure the sign of
Am?2,, one uses the fact that matter effects reverse sign when one switches from neutrinos
to antineutrinos, and carries out this switch in the charges of the stored p*. We elaborate
on this next.

1.3.9 Matter Effects

With the advent of the muon storage ring, the distances at which detectors can be placed
are large enough that, for the first time, matter effects can be exploited in accelerator-
based oscillation experiments. Simply put, matter effects are the matter-induced oscilla-
tions that neutrinos undergo along their flight path through the Earth from the source to
the detector. Given the typical density of the earth, matter effects are important for the
neutrino energy range E ~ O(10GeV) and Am3, ~ 1072 eV?, values relevant for the long
baseline experiments. After the initial discussion of matter-induced resonant neutrino os-
cillations in [31], an early study of these effects, including three generations, was carried
out in [54]. The sensitivity of an atmospheric neutrino experiment to small Am? due to
the long baselines, and the necessity of taking into account matter effects, was discussed
e.g., in [b5]. After Ref. [32], many analyses were performed in the 1980s of the effects
of resonant neutrino oscillations on the solar neutrino flux. Matter effects in the Earth
were studied, e.g., [56] and [57], which also discussed the effect on atmospheric neutrinos.
Recent papers on matter effects relevant to atmospheric neutrinos include [58, 59]. Early
studies of matter effects on long baseline neutrino oscillation experiments were carried out
in [60]. More recent analyses relevant to neutrino factories include [52, 53], [61]-[67]. In
recent papers [63], calculations were presented of the matter effect for parameters relevant
to possible long baseline neutrino experiments envisioned for the Neutrino Factory. In
particular, these authors compared the results obtained with constant density along the
neutrino path with results obtained by incorporating the actual density profiles. They
studied the dependence of the oscillation signal on both A%Q and on the angles in the
leptonic mixing matrix, and commented on the influence of Am2,.
In the constant-density approximation, one has

P(v, — ve) = sin®(207%) sin® foz sin? (w3, L) 150
where .
in”(2
sin?(2673) = 20 2 (151)
sin?(20;3) + |cos(260;3) — 2@5%]
32
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and

[

Am3, | > [Am] GrN,|?
W3g = |: 4E32 S]H(2913):| + {ﬁ COS(2913) — \/E (152)
where N, is the electron number density in the medium. For antineutrinos, one reverses
the sign of the matter term o« GgN.. The resonance condition is that

Am3,

2F

i.e., B ~ 15 GeV for Am2, = 3 x 1072 eV? p = 3 g/em?, and Z/A ~ 0.5. Thus, if
Am3, > 0, this resonance enhances the v, — v, transition, whereas if Am3, < 0, it
enhances the 7, — 7, transition. By comparing these (using first a stored p* beam and

then a stored ;1= beam) one can thus determine the sign of Am3, as well as the value of
sin?(26,3). A rough estimate is that this could be done to the level sin?(26;3) ~ 1073.

cos(2603) = V2GEN, (1.53)

1.4 CP Violation

CP violation is measured by the (rephasing-invariant) Jarlskog product

J = Im(UmU;U:UbJ)

i aj
= 273 5in(2615) sin(26;3) cos(f3) sin(26,3) sin § (1.54)

Leptonic CP violation also requires that each of the leptons in each charge sector be
nondegenerate with any other leptons in this sector; this is, course, true of the charged
lepton sector and, for the neutrinos, this requires Amfj # 0 for each such pair 5. In
the quark sector, J is known to be small; Jogay ~ O(107°). A promising asymmetry to
measure is P(v, — v,) — P(U. — ). As an illustration, in the absence of matter effects,

P(ve —v,) — P(v. = 1v,) = —4J(sin2¢ss + sin2¢9; + sin 2¢;3)

= —16Jsin ¢32 sin QZ531 sin ¢21 (155)

where

Pwe —v,) — P(0e — 1) _sin(2012) cot(fa3) sin § sin oy (1.56)
P(Ve - VM) + P(lje — Ij/ﬁ) N sin 913 ’

In order for the CP violation in Eq. 1.55 to be large enough to measure, it is necessary that

012, 613, and Am?, = Am3; not be too small. From atmospheric neutrino data, we have
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03 ~ m/4 and 613 << 1. If LMA describes solar neutrino data, then sin?(260;3) ~ 0.8, so
J =~ 0.1sin(26;3) sin§. Say sin?(26;3) = 0.04; then J could be >> Jog . Furthermore,
for the upper part of the LMA, Am?, ~ 4 x 107> eV?, so the CP violating effects might
be observable. In the absence of matter, one would measure the asymmetry

P(ve = vy) = P(We = 1) sin(2012) cot(fa3) sin d sin(2¢)

P(ve — v,)+ P(V. — 1) - A5in(013) sin?(ds) (1.57)

However, in order to optimize this, because of the smallness of Am3, even for the LMA,
one must go to large pathlengths L, and here matter effects are important. These make
leptonic CP violation challenging to measure, because, even in the absence of any intrinsic
CP violation, these matter effects render the rates for v, — v, and 7. — ¥, unequal since
the matter interaction is opposite in sign for v and 7. One must therefore subtract out
the matter effects in order to try to isolate the intrinsic CP violation. Alternatively, one
might think of comparing v. — v, with the time-reversed reaction v, — v.. Although
this would be equivalent if CPT is valid, as we assume, and although uniform matter
effects are the same here, the detector response is quite different and, in particular, it is
quite difficult to identify e*. Results from SNO and KamLAND testing the LMA will
help further planning.

1.4.1 Detector Considerations

We have commented on the requisite properties of detectors. These should be quite mas-
sive, O(10-100) kton. Possibilities include magnetized steel calorimetors, water Cherenkov
detectors, and liquid-argon chambers. A description of the type of detector presently en-
visioned for the Neutrino Factory is given in Chapter 15.

1.4.2 Experiments with a High-Intensity Conventional Neutrino
Beam

One possibility for the staging of the construction of the neutrino factory is to start
with an intense, ~ 1 MW proton driver with an associated program of neutrino physics
using a conventional v, neutrino beam from pion decays. Comparisons of the capabilities
of a neutrino factory with those of neutrino oscillation experiments with a very high
luminosity conventional neutrino beam are discussed in [68]-[69]. The JHF proposal
estimates that its planned long baseline v, — v, oscillation experiment to SuperK could
reach a level of sin?(26;3) of roughly 10~2 [70], and perhaps somewhat better, depending
on the type of beam, the running time, and the value of |Am3,|. The recent Fermilab
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study reached similar conclusions [30]. The JHF plans also consider the possibility of an
upgrade to 4 MW and the construction of a much larger far detector, namely a 1 Mton
water Cherenkov detector called HyperKamiokande. Long baseline experiments of this
type also intend to carry out v, — v, disappearance measurements that will yield much
more precise determinations of sin? 2653 and |Am2,| than are currently available from the
atmospheric data. At Fermilab these plans are being considered in conjunction with plans
to construct a more intense proton source [71]. Recently also there have been studies of
a number of possible future options, including a 2100 km long baseline experiment using
a conventional neutrino beam from JHF to a detector located in the Beijing area [72],
an experiment taking a very low energy neutrino beam from CERN to a detector in
Frejus [73], and long baseline experiments with a 600 kton water Cherenkov detector
called UNO (Ultra Underground Nucleon Decay and Neutrino Detector) [74].

1.4.3 Uses of Intense Low-Energy Muon Beams

The front end of a neutrino factory would be a source of intense low-energy u* beams.
There is a rich program of physics that could be explored with these beams. Plans
are already underway to do this at JHF, using their 3 GeV proton source [75], and at
CERN [76], [77]. One of the main areas would be searches for lepton family number
violating (LFV) decays, such as p — ey and p — eeé. A review of the current status of
experimental searches for such decays is [78]. The generalization of the standard model
to include massive neutrinos and lepton mixing does give rise to these decays, but with
branching ratios many orders of magnitude below feasible levels of observation [79]. Mod-
els of dynamical electroweak symmetry breaking such as technicolor generically predict
large flavor-changing neutral current processes, including these LF'V decays. This state-
ment also applies to many types of supersymmetric models [80]. Let us comment on the
possible improvements for various decays:

e 1 — e7. A series of experiments of progressively better sensitivity at SIN, TRIUMF,
and LASL have been performed to search for this decay. In 1988, the Crystal Box
experiment at LASL achieved the limit B(u™ — e*v) < 4.9 x 107! [81]. This was
improved by a factor of 4 by the MEGA experiment at LASL, to B(u™ — ev) <
1.2 x 107" [82]. The MEGA experiment took advantage of a stopping u™ rate of
about 10 u/sec. A proposal has been approved [83] for a i — ey search at PSI
with a single event sensitivity of about 1071, With the increase in the stopping p
decay rate to 10'® or more that would be achieved at a low-energy muon facility as
part of the neutrino factory, one might envision that it could be possible, if requisite
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improvements in background suppression and detector technology could be made,
to get to a single event sensitivity of 107! or better.

e i — etete. The current upper limit on this decay was set by the SINDRUM
experiment in 1988 [84]: B(ut — etete™) < 1.0 x 107'%. As is the case with
1 — e, if the necessary background reduction can be achieved and detectors can
be designed to take the much greater rates, then with the much higher stopping
muon rates at the front end of a neutrino factory, one might be able to reach a
sensitivity of 107° or better in this search.

e 4N — eN. The current upper limit on muon to electron conversion in the field of
a nucleus was set by a PSI experiment [85]: o(u~ + 77 — et + Ca)/o(p~ +Ti —
v, + Sc) < 1.7 x 107'2. Upgrades of this experiment at PSI hope to reach a
sensitivity of ~ 1073, The MECO [86] experiment at Brookhaven plans to search
for p+ Al — e+ Al conversion down to a sensitivity of order 10716 — 10717, This is
predicated upon obtaining a stopped muon rate of 10'! per sec. With the increase
in this rate at a neutrino factory to 10*® — 10* per sec, again if backgrounds can
be controlled, one might envision an improvement in the sensitivity of a muon to
electron conversion experiment down to the level of perhaps 10718,

There are also many other interesting experiments that could be pursued. The
Brookhaven muon g — 2 experiment has reported a 2.6 o discrepancy between the mea-
sured value of the anomalous magnetic moment of u* and the theoretical prediction [87,
88]. Further p* data and, in addition, u~ data, will be analyzed in the near future. The
projected sensitivity of this experiment in a, is about 0.4 x 107°. The current rate of
stopping p’s at BNL is about 10® per sec. With the increase rate at a neutrino factory,
one could perform a higher-statistics version of this experiment. This is particular inter-
est in view of the discrepancy that has been reported between the measured value of the
anomalous magnetic moment and the theoretical prediction.

At Brookhaven, a proposal [89] has been submitted for an experiment making use of
the existing muon storage ring to search for a muon electric dipole moment (EDM) down
to the level of 10722 e-cm in a first stage, with an upgrade having a sensitivity of 102*
e-cm. A more intense source of u* would also enable one to push this sensitivity down,
perhaps to 107%® e-cm or better.

1.4.4 Conclusions

Neutrino masses and mixing are generic theoretical expectations. The seesaw mechanism
naturally yields light neutrinos, although its detailed predictions are model-dependent
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and may require a lower mass scale than the GUT mass scale. One of the most inter-
esting findings from the atmospheric data has been the maximal mixing in the relevant
channel, which at present is favored to be v, — v,. Even after the near-term program of
experiments by K2K, MINOS, CNGS, and MiniBOONE, a high-intensity Neutrino Fac-
tory at BNL with 10%° i decays per Snowmass year and a stored u* energy of 20 GeV,
coupled with a long-baseline neutrino oscillation experiment, say with L = 2900 km to the
WIPP facility in Carlsbad, would make a valuable contribution to the physics of neutrino
masses and lepton mixing. In particular, the Neutrino Factory should be able to improve
the accuracy of the measurement of sin?(26,3) and Am2, and to measure sin?(26;3) and
the sign of Am3,. It might also be able to measure leptonic CP violation.



Bibliography

[1] N. Holtkamp and D. Finley, eds., A Feasibility Study of a Neutrino Source Based on
a Muon Storage Ring, Fermilab-Pub-00/108-E (2000),
http://www.fnal.gov /projects/muon_collider /nu-factory /nu-factory.html

[2] G.I. Budker, in Proceedings of the 7th International Conf. on High Energy Acceler-
ators, Yerevan, 1969, p.33; extract in Physics Potential and Development of u* ™~
Colliderss: Second Workshop, Ed. D. Cline, AIP Conf. Proc. 352 (AIP, New York,
1996), p.4.

[3] A.N Skrinsky, Proceedings of the International Seminar on Prospects of High-Energy
Physics, Morges, 1971 (unpublished);extract in Physics Potential and Development
of utp~ Colliderss: Second Workshop, Ed. D. Cline, AIP Conf. Proc. 352 (AIP,
New York, 1996), p.6.

[4] A.N. Skrinsky and V.V. Parkhomchuk, Sov. J. of Nuclear Physics, 12, 3 (1981).
[5] D. Neuffer, Particle Accelerators, 14, 75 (1983).

[6] R.B. Palmer, D. Neuffer and J. Gallardo, A practical High-Energy High-Luminosity
wtp~ Collider, Advanced Accelerator Concepts: 6th Annual Conference, ed. P.
Schoessow, AIP Conf. Proc. 335 (AIP, New York, 1995), p.635; D. Neuffer and
R.B. Palmer, Progress Toward a High-Energy, High-Luminosity pu+u~ Collider, The
Future of Accelerator Physics: The Tamura Symposium, ed. T. Tajima, AIP Conf.
Proc. 356 (AIP, New York, 1996), p.344.

[7] Muon Collaboration Home Page: http://www.cap.bnl.gov/mumu/mu_home_page.html

[8] Charles M.  Ankenbrandt et al. (Muon  Collider  Collaboration)
Phys. Rev. ST  Accel. Beams 2, 081001 (1999) (73  pages),
http://publish.aps.org/ejnls/przfetch /abstract /PRZ/V2/E081001/

1-31



BIBLIOGRAPHY

[9]

[10]
[11]
[12]
[13]

[14]
[15]
[16]

[17]

[22]

23]

Muon-Muon Collider: A Feasibility Study, BNL-52503, Fermilab Conf-96/092,
LBNL-38946 (1996).

D. Koshkarev, CERN/ ISRDI/7462 (1974).

S. Geer, Phys. Rev. D 57, 6989 (1998).

MUCOOL Notes http://wwwmucool.fnal.gov/notes/notes.html.
MUCOOL home page

http://www.fnal.gov /projects/muon_collider/cool /cool.html; Emittance exchange
home page

http://needmore.physics.indiana.edu/~gail /emittance_exchange.html; Targetry
home page

http://www.hep.princeton.edu/mumu/target/.

NuFact99, Lyon, http://lyopsr.in2p3.fr/nufact99/.
NuFact00, Monterey, http://www.lbl.gov/Conferences/nufact00/.

C. Albright et al., Physics at a Neutrino Factory, Fermilab FN692 (2000)
http://www.fnal.gov /projects/muon_collider /nu/study /study.html.

The Potential for Neutrino Physics at Muon Colliders and Dedicated High Current
Muon Storage Rings, Fermilab (in progress).

J. Gallardo, http://www.cap.bnl.gov/mumu/.
N. Mokhov, http://www-ap.fnal.gov/mars/

R.B. Palmer Non-Distorting Phase Rotation, MUC Note 0114, April 2000,
(http://www-mucool.fnal.gov /notes/).

Eun-San Kim et al., LBNL Report on Simulation and Theoretical Studies of Muon
Ionization Cooling, MUC Note 0036, July 1999; Eun-San Kim, M. Yoon, Su-
per FOFO cooling channel for a Neutrino Factory, MUC Note 0191, Feb. 2001
(http://www-mucool.fnal.gov /notes/ ).

M. J. Burns, et al., DARHT Accelerators Update and Plans for Initial Operation,
Proc. 1999 Acc. Conf., p. 617.

A. Skrinsky, Towards Ultimate Polarized Muon Collider, AIP Conf. Proc. 441, 1997,
D. 249.



BIBLIOGRAPHY

[24] R. Fernow, http://pubweb.bnl.gov/people/fernow /icool/.
[25] The GEANT4 Tool Kit is available at http://wwwinfo.cern.ch/asd/geant4 /geant4.html.

[26] G. Hanson, (http://needmore.physics.indiana.edu
/gail/emittance_exchange.html).

[27] D. Neuffer, High Frequency Buncher and ¢ — §E Rotation for the u™ — u~ Source,
MUCOOL Note 0181, Oct. 2000, (http://www-mucool.fnal.gov/notes/ ).

[28] Fits and references to the Homestake, Kamiokande, GALLEX, SAGE, and Su-
per Kamiokande data include N. Hata and P. Langacker, Phys. Rev. D56 6107
(1997); J. Bahcall, P. Krastev, and A. Smirnov, Phys. Rev. D58, 096016 (1998);
J. Bahcall and P. Krastev, Phys. Lett. B436, 243 (1998); J. Bahcall, P. Krastev,
and A. Smirnov, Phys. Rev. D60, 093001 (1999); J. Bahcall, P. Krastev, and A.
Smirnov, hep-ph/0103179; M. Gonzalez-Garcia, C. Pena-Garay, and J. W. F. Valle,
Phys. Rev. D63, 013007; M. Gonzalez-Garcia, M. Maltoni, C. Pena-Garay, and
J. W. F. Valle, Phys. Rev. D63, 033005 (2001). Recent discussions of flux cal-
culations are in J. Bahcall, Phys. Rept. 333, 47 (2000), talk at Neutrino-2000,
and http://www.sns.ias.edu/ jnb/. Super Kamiokande data is reported and ana-
lyzed in Super Y. Fukuda et al. (SuperKamiokande Collab.), Phys. Rev. Lett. 82,
1810, 243 (1999); S. Fukuda et al. (SuperKamiokande Collab.), hep-ex/0103032,
hep-ex/0103033. For recent reviews, see e.g., Y. Suzuki, talk at Neutrino-2000, Int’]
Conf. on Neutrino Physics and Astrophysics, http://www.nrc.ca/confserv/nu2000/,
Y. Takeuchi at ICHEP-2000, Int’l Conf. on High Energy Physics, Osaka,
http://ichep2000.hep.sci.osaka-u.ac.jp; and talks at the Fifth Topical Workshop at
the Gran Sasso National Laboratory: Solar Neutrinos, Mar., 2001.

[29] Z. Parsa, in Proceedings of NNN99, A.I.P. Conf. Proc. 533, pp. 181-195 (A.L.P., New
York, 1999).

[30] V. Barger, R. Bernstein, A. Bueno, M. Campanelli, D. Casper, F. DeJohgh, S. Geer,
M. Goodman, D.A. Harris, K.S. McFarland, N. Mokhov, J. Morfin, J. Nelson, F.
Peitropaolo, R. Raja, J. Rico, A. Rubbia, H. Schellman, R. Shrock, P. Spentzouris,
R. Stefanski, L. Wai, K. Whisnant, FERMILAB-FN-703, hep-ph/0103052.

[31] L. Wolfenstein, Phys. Rev. D17, 2369 (1978).
[32] S. P. Mikheyev and A. Smirnov, Yad. Fiz. 42, 1441 (1985) [Sov.J. Nucl. Phys. 42,
913 (1986)], Nuovo Cim., C9, 17 (1986).

1-33



BIBLIOGRAPHY

[33]

Kamiokande Collab., K. S. Hirata, Phys. Lett. B205, 416; ibid. 280, 146 (1992);
Y. Fukuda et al., Phys. Lett. B335, 237 (1994); S. Hatakeyama et al. Phys. Rev.
Lett. 81, 2016 (1998).

IMB Collab., D. Casper et al., Phys. Rev. Lett. 66, 2561 (1991); R.Becker-Szendy
et al., Phys. Rev. D46, 3720 (1992); Phys. Rev. Lett. 69, 1010 (1992).

Y. Fukuda et al., Phys. Lett. B433, 9 (1998); Phys. Rev. Lett. 81,1562 (1998);
ibid., 82, 2644 (1999); Phys. Lett. B467, 185 (1999); H. Sobel, in Neutrino-2000, T.
Toshito, in ICHEP-2000. Recent discussions of flux calculations are T. Gaisser, Nucl.
Phys. (Proc. Suppl.) 87, 145 (2000); P. Lipari, Astropart. Phys. 14, 153 (2000);
G. Battistoni, hep-ph/0012268; G. Fiorentini, V. Naumov, and F. Villante, hep-
ph/0103322.

W. Allison et al., Phys. Lett. B449, 137 (1999), A. Mann, talk at Neutrino-2000,
hep-ex/0007031.

M. Ambrosio et al., Phys. Lett. B478, 5 (2000); B. Barish, talk at Neutrino-2000.

M. Sakuda and K. Nishikawa, talks at ICHEP-2000, Osaka; S. H. Ahn et al., hep-
ex,/0103001.

M. Apollonio et al., Phys. Lett. B420, 397 (1998); Phys. Lett. B466, 415 (1999).

LSND Collab., C. Athanassopoulous et al., Phys. Rev. Lett. 77, 3082 (1996), LSND
Collab., C. Athanassopoulous et al., Phys. Rev. Lett. 81, 1774 (1998); K. Eitel, in
Neutrino-2000.

KARMEN Collab., K. Eitel, in Proceedings of Neutrino-2000, Nucl. Phys. (Proc.
Suppl.) 91, 191 (2000).

M. Gell-Mann, P. Ramond, R. Slansky, in Supergravity, edited by P. van Nieuwen-
huizen and D. Freedman (North Holland, Amsterdam, 1979), p. 315; T. Yanagida
in proceedings of Workshop on Unified Theory and Baryon Number in the Universe,
KEK, 1979.

See, e.g., eq. (1) in R. Shrock, “Neutrinos”, in R. Barnett et al., Review of Particle
Physics, Phys. Rev. D54, 275 (1996).

L. Baudis et al., Phys. Rev. Lett. 83, 41 (1999); H. Ejiri, in Proceedings of Neutrino
2000, Nucl. Phys. (Proc. Suppl.) 91, 255 (2000).

1-34



[45]

[46]

[47]

[48]

[49]

[50]
[51]

[52]
[53]
[54]

BIBLIOGRAPHY

E. Fiorini, in in Proceedings of Neutrino 2000, Nucl. Phys. (Proc. Suppl.) 91, 262
(2000).

There are many reviews of the large number of theoretical models. A few of the recent
ones are G. Altarelli and F. Feruglio, hep-ph/9905536, S. Bilenkii, C. Giunti, and
W. Grimus, Prog. Part. Nucl. Phys. 43, 1 (1999); E. Akhmedov, hep-ph/0001264
(ICTP Summer School Lectures, 1999); B. Kayser, A. Smirnov, and R. Mohapatra,
in Proc. of Neutrino-2000, Nucl. Phys. B (Proc. Suppl.) 91, 299, 313 (2000); S. M.
Barr, and I. Dorsner, Nucl. Phys. B585, 79 (2000); C. H. Albright, hep-ph/0010268;
K. Babu, J. Pati, F. Wilczek, Nucl. Phys. B566, 33 (2000); P. Ramond, in Proc. of
TAUP-99, Nucl. Phys. Proc. Suppl. 87, 259 (2000), J. Ellis, op cit.

References and websites for these experiments and future projects can be found, e.g.,
at http://www.hep.anl.gov/ndk/hypertext /nu_industry.html.

Some relevant websites at BNL, FNAL, and CERN containing further information
are

http://www.cap.bnl.gov/mumu/

http://www.fnal.gov /projects/muon_collider /nu/study /study.html
http://www.cern.ch/™ autin/nufact99/whitepap.ps

See, in particular, the report of the Fermilab Working Group, C. Albright et al.,
“FNAL Feasibility Study on a Neutrino Source Based on a Neutrino Storage Ring”
(March 30, 2000), available at the above FNAL web site.

Neutrino Factory and Muon Collider Collaboration, Expression of Interest for
R+D towards a Neutrino Factory Based on a Storage Ring and Muon Collider,
physics/9911009, http://puhepl.princeton.edu/mumu/NSFLetter /nsfmain.ps. This
site also contains further references to the relevant literature.

OPERA Collab., CERN-SPSC-97-24, hep-ex/9812015.

ICANOE Collab. F. Cavanna et al., LNGS-P21-99-ADD-1,2, Nov 1999; A. Rubbia,
hep-ex,/0001052.

S. Geer, Phys. Rev. D57, 6989 (1998).
De Rujula, M. B. Gavela, and P. Hernandez, Nucl. Phys. B547, 21 (1999).

V. Barger, K. Whisnant, S. Pakvasa, and R. J. N. Phillips, Phys. Rev. D22, 2718
(1980); V. Barger, K. Whisnant, and R. J. N. Phillips, Rev. Rev. Lett. 45, 2084
(1980).



BIBLIOGRAPHY

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

D. Ayres, T. Gaisser, A. K. Mann, and R. Shrock, in Proceedings of the 1982 DPF
Summer Study on Elementary Particles and Future Facilities, Snowmass, p. 590; D.
Ayres, B. Cortez, T. Gaisser, A. K. Mann, R. Shrock, and L. Sulak, Phys. Rev. D29,
902 (1984).

P. Krastev, S. Petcov, Phys. Lett. B205, 8 (1988).
A. J. Baltz, J. Weneser, Phys. Rev. D37, 3364 (1988).

S. Petcov, Phys. Lett. B434, 321 (1998). M. Chizhov, M. Maris, S. Petcov, hep-
ph/9810501; M. Chizhov, S. Petcov, Phys. Rev. D63, 073003 (2001); M.Chizhov,
S.Petcov, Phys. Rev. Lett. 83, 1096 (1999).

E. Akhmedov, A. Dighe, P. Lipari, A. Smirnov, Nucl. Phys. B542, 3 (1999); E.
Akhmedov, Nucl.Phys. B538, 25 (1999); hep-ph/0001264.

P. Krastev, Nuovo Cimento 103A, 361 (1990); R. H. Bernstein and S. J. Parke,
Phys. Rev. D44, 2069 (1991).

V. Barger, S. Geer, K. Whisnant, Phys.Rev. D61, 053004 (2000).

M. Campanelli, A. Bueno, A. Rubbia, hep-ph/9905240; P. Lipari, Phys. Rev. D61,
113004; D. Dooling, C. Giunti, K. Kang, C. W. Kim, Phys. Rev. D61 (2000) 073011.

I. Mocioiu, R. Shrock, Phys. Rev. D62, 053017 (2000); Proceedings of NNN99, A.I.P.
Conf. Proc. 533, pp. 74-79 (A.L.P., New York, 1999).

V. Barger, S. Geer, R. Raja, K. Whisnant, Phys. Rev. D62, 013004, bid. D62,
073002 (2000); Phys. Lett. —bf B485, 379 (2000); Phys. Rev. 63, 033002 (2001).

A. Cervera, A. Donini, M.B. Gavela, J. Gomez Cadenas, P. Hernandez, O. Mena,
and S. Rigolin, Nucl. Phys. B579, 17 (2000), Erratum-ibid. B593, 731 (2001).

M. Freund, T. Ohlsson, Mod. Phys. Lett. 15, 867 (2000); T. Ohlsson, H. Snellman,
J. Math. Phys. 41, 2768 (2000); Phys. Rev. D60 093007 (1999); Phys. Lett. B474,
153 (2000); M. Freund, M. Lindner, S.T. Petcov, A. Romanino, Nucl. Phys. B578,
27 (2000); M. Freund, P. Huber, M. Lindner, Nucl. Phys. B585, 105 (2000); M.
Freund, M. Lindner, and S. Petcov. Nucl. Instrum. Meth. A451, 18 (2000); K. Dick,
M. Freund, P. Huber, and M. Lindner, Nucl. Phys. B588, 101; Nucl. Phys. —bf
B598, 543 (2001).



[67]

[68]

[69]

[75]
[76]
[77]
78]

[79]

BIBLIOGRAPHY

S.M. Bilenky, C. Giunti, W.Grimus, Phys.Rev.D58, 033001 (1998); K. Dick, M.
Freund, M. Lindner, A. Romanino, Nucl. Phys. B562, 29 (1999); M. Tanimoto,
Phys. Lett. B462, 115 (1999); A. Donini, M.B. Gavela, P. Hernandez, Nucl. Phys.
B574, 23 (2000); M. Koike and J. Sato, Phys. Rev. D61 073012 (2000); Erratum-
ibid. D62, 079903 (2000); M. Koike and J. Sato, Phys. Rev. D62, 073006 (2000);
M. Koike, T. Ota, and J. Sato, hep-ph/0011387; F. Harrison, W.G. Scott, hep-
ph/9912435.

B. Richter, hep-ph/0008222.

V. Barger, S. Geer, R. Raja, K. Whisnant, Phys. Rev. D63, 113011 (2001) (hep-
ph/0012017).

Y. Itoh et al. JHF Neutrino Working Group), Letter of Intent: a Long Baseline
Neutrino Oscillation Experiment using the JHF 50 GeV Proton Synchroton and the
Super-Kamiokande Detector (Feb. 2000); Y. Itoh et al., The JHF-SuperKamiokande
Neutrino Project, at http://neutrino.kek.jp/jhfnu.

See http://www-bd.final.gov/pdriver.
N. Okamura et al., hep-ph/0104220; H. Chen et al., hep-ph/0104266.
J. Cadenas et al. (CERN Superbeam Working Group), hep-ph/0105297.

See, e.g., D. Harris, talk at UNO workshop (Aug. 2000), R. Shrock, talks at UNO
workshop, June, 2001; http://superk.physics.sunysb.edu/uno/.

See working group 2 in in NuFact2001, http://psuxl.kek.jp/ nufact01/.
For a recent general review, see J. Ellis, in Neutrino-2000.

J. Ellis, hep-ph/0105265.

Y. Kuno and Y. Okada, Rev. Mod. Phys. 73, 151 (2001).

S. Petcov, Yad. Fiz. 25, 641 (1977) [Sov. J. Nucl. Phys. 25, 340 (1977)]; W. Marciano
and A. Sanda, Phys. Lett. B67, 303 (1977); B. W. Lee, S. Pakvasa, R. Shrock, and
H. Sugawara, Phys. Rev. Lett. 38, 937 (1977). These decays have also been studied
in models with right-handed charged weak currents in T. P. Cheng and L. F. Li,
Phys. Rev. Lett. 38, 381 (1977).



BIBLIOGRAPHY

[80] Some early work is L. Hall and M. Suzuki, Nucl. Phys. B231, 419 (1984); I-H. Lee,
Phys. Lett. 138B, 121 (1984); Nucl. Phys. B246, 120 (1984); recent calculations
include R. Barbieri, L. Hall, and A. Strumia, Nucl. Phys. B449, 437 (1995); J.
Hisano, D. Nomura, Y. Okada, Y. Shimizu, and M. Tanaka, Phys. Rev. D58, 116010
(1998).

[81] R. Bolton et al., (Crystal Box Collab.), Phys. Rev. D38, 2077 (1988).
[82] M. Brooks et al., (MEGA Collab.), Phys. Rev. Lett. 83, 1521 (1999).
[83] Barkov et al., PSI Proposal (1999).

[84] U. Bellgardt et al., Nucl. Phys. B229, 1 (1988).

[85] J. Kaulard et al., Phys. Lett. B422 (1998) 334.

86] MECO Collab., BNL.

[87] H. Brown et al. (Muon g — 2 Collab.), Phys. Rev. Lett. 86, 2227 (2001).

[88] For recent discussions, see, e.g., A. Czarnecki and W. Marciano, hep-ph/0102122, F.
Jegerlehner, hep-ph/0104304; W. Marciano and B. L. Roberts, hep-ph/0105056 and
references therein.

[89] Y. Semertzidis et al., BNL Proposal; see also the proceedings of the BNL EDM
Workshop (May, 2001), http://www.edm.bnl.gov/Workshop.



Chapter 2

Proton Driver

2.1 The AGS as a Proton Driver

After more than 40 years of operation, the AGS is still at the heart of the Brookhaven
hadron accelerator complex. This system of accelerators presently comprises a 200 MeV
linac for the pre-acceleration of high intensity and polarized protons, two Tandem Van
de Graaff for the pre-acceleration of heavy ion beams, a versatile Booster that allows
for efficient injection of all three types of beams into the AGS and, most recently, the
two RHIC collider rings that produce high luminosity heavy ion and polarized proton
collisions. For several years now, the AGS has held the world intensity record with more
than 7 x 10'3 protons accelerated in a single pulse.

We describe here possible upgrades to the AGS complex that would meet the require-
ments for the proton beam driver for Neutrino Factory operation. Those requirements
are summarized in Table 2.1 and a layout of the upgraded AGS is shown in Fig. 2.1.
Since the present number of protons per fill is already close to the required number, the
upgrade focuses on increasing the repetition rate and reducing beam losses (to avoid ex-
cessive shielding requirements and to maintain the ability to service machine components
by hand). It is also important to preserve all the present capabilities of the AGS, in
particular its role as injector to RHIC.

The AGS Booster was built not only to allow the injection of any species of heavy ion
into the AGS, but to allow a fourfold increase of the AGS intensity. It is one-quarter the
circumference of the AGS with the same aperture. However, the accumulation of four
Booster loads in the AGS takes time, and is therefore not well suited for high average
beam power operation. We are proposing here to build a superconducting upgrade to
the existing 200 MeV linac to reach an energy of 1.2 GeV for direct H™ injection into
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the AGS. This will be discussed in Section 2.2. The minimum ramp time to full energy
is presently 0.5 s; this must be upgraded to reach the required repetition rate of 2.5 Hz.
Since the six bunches are extracted one bunch at a time, as is presently done for the
operation of the g-2 experiment, a 100 ms flattop is included, which leaves only 150 ms
for the ramp up or ramp down cycle. The required upgrade of the AGS power supply
will be described in Section 2.3. Finally, the increased ramp rate and the final bunch
compression require a substantial upgrade to the AGS rf system and improvements in
the vacuum chamber as well. The rf upgrade will be discussed in Section 2.4.

Table 2.1: AGS proton driver parameters.

Total beam power (MW) 1
Beam energy (GeV) 24
Average beam current (pA) 42
Cycle time (ms) 400
Number of protons per fill 1x 10
Average circulating current (A) 6
No. of bunches per fill 6
No. of protons per bunch 1.7 x 1013
Time between extracted bunches (ms) 20
Bunch length at extraction, rms (ns) 3
Peak bunch current (A) 400
Total bunch area (eVs) 5
Bunch emittance, rms (eV-s) 0.3
Momentum spread, rms 0.005

The front end consists of a high intensity negative ion source, followed by a 750 keV
RFQ, and the first five tanks of the existing room temperature Drift Tube Linac (DTL).
The superconducting linac (SCL) is made of three sections, each with its own energy
range and cavity cryostat arrangement.

The front end ion source operates with a 1% duty cycle at the repetition rate of 2.5 Hz.
The beam current within a pulse is 37.5 mA of H™. The ion source sits on a platform
at 35 kV. The beam is prechopped by a chopper located between the ion source and
the RFQ. The chopping extends over 65% of the beam length, at a frequency matching
the accelerating rf at injection into the AGS. Transmission efficiency through the RFQ
is taken conservatively to be 80%, so that the average current of the beam pulse in the
linac, where we assume no further beam loss, is 20 mA, with a peak value of 30 mA. The
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Figure 2.1: AGS proton driver layout.

combination of the chopper and the RFQ prebunches the beam with a sufficiently small
bunch length that each beam bunch fits into an accelerating rf bucket of the downstream
DTL, which operates at 201.25 MHz. The DTL is a room-temperature conventional linac
that accelerates to 116 MeV.

The proposed new injector for the AGS adds a 1.2 GeV SCL with an average output
beam power of about 50 kW. The injection energy is still low enough to control beam
losses due to stripping of the negative ions that are used for multiturn injection into
the the AGS. The duty cycle is about 0.5%. Injection into the AGS is modeled after
the SNS scheme [1]. However, the repetition rate, and consequently the average beam
power, is much lower here. The larger circumference of the AGS also reduces the number
of foil traversals. Beam losses at injection into the AGS are estimated to be about 3%
controlled losses and 0.3% uncontrolled losses. This is based on a comparison with the
actual experience in the AGS Booster and the LANL PSR and the predicted losses at
the SNS, using the quantity Np /3?42 A), which is proportional to the Laslett tune shift,
as a scaling factor. This is summarized in Table 2.2. As can be seen, the predicted 3%
beam loss is consistent with the AGS Booster and the PSR experience and also with the
SNS prediction.

With the AGS rf harmonic number of 24, the Linac beam will be injected into 18
buckets, as discussed in Section 2.4. A bunch merge of 3 to 1 will take place later in the
cycle to produce 6 bunches in the AGS.

The AGS injection parameters are summarized in Table 2.3. A relatively low rf voltage
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Table 2.2: Comparison of H™ injection parameters.

AGS Booster SNS PSR 1MW AGS
Beam power, linac exit (kW) 3 1000 80 54
Kinetic energy (MeV) 200 1000 800 1200
No. of protons Np (10'?) 15 100 31 100
Vertical acceptance, A (7 mm mrad) 89 480 140 55
323 0.57 6.75  4.50 9.56
Np/(824*A) (10'2/7 mm mrad) 0.296 0.031 0.049  0.190
Total beam losses (%) 5 0.1 0.3 3
Total lost beam power (W) 150 1000 240 1440
Circumference (m) 202 248 90 807
Lost beam power per meter (W /m) 0.8 4.0 2.7 1.8

of 450 kV at injection energy is necessary to limit the beam momentum spread during the
multi-turn injection process to about 0.48%, and the longitudinal emittance to be about
1.2 eV-s per bunch. Such a small emittance is important to limit beam losses during
transition crossing and to allow for effective bunch compression before extraction from

the AGS.

A preliminary simulation of the 360-turn injection process is shown in Fig. 2.2. With-
out the second harmonic rf, some dilution in phase space of the injected particles is
inevitable. The bunch shape is similar to that at the PSR in Los Alamos, with a no-
ticeable sharp peak. A possible Linac beam momentum ramping could improve this if
necessary.

Beam instability consideration are focused on two aspects. These are, for the AGS,
the longitudinal instability around transition energy, and the transverse instability above
transition, at high energy.

The fractional beam momentum spread at transition must be less than 0.0075 because
of the limited momentum aperture during the transition-energy jump. With the transition
jump, the slippage factor can be controlled to be greater than 0.002. With a bunch rms
length of 4.25 ns and a peak current of 85 A at transition, the longitudinal impedance
must be less than 11 2 to avoid longitudinal microwave instability. An upgraded vacuum
chamber to accomplish this is included in the baseline design.

The measured AGS broadband impedance is about 30 2. The broadband impedance
mainly comes from the unshielded bellows, the vacuum chamber connections and steps,
and cavities, and also has possible contributions from the BPMs and ferrite kickers. With
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Table 2.3: AGS injection parameters.

Injection turns 360
Repetition rate (Hz) 2.5
Pulse length (ms) 1.08
Chopping rate (%) 65
Linac average/peak current (mA)  20/30
Momentum spread +0.0015
Norm. 95% emittance (wum - rad) 12
RF voltage (kV) 450
Bunch length (ns) 85
Longitudinal emittance (eV-s) 1.2
Momentum spread +0.0048
Norm. 95% emittance (mpm - rad) 100

a modest effort, this impedance can be reduced to be less than 10 2, which is consistent
with newly designed proton machines.

In fact, if only the longitudinal microwave instability were of concern, a larger broad-
band impedance could be tolerated, since the longitudinal space-charge impedance of
about 10 Q at transition, which is capacitive, has the effect of canceling the inductive
broadband impedance. However, the transverse instability at high energy is more serious,
even with a broadband impedance of 10 €.

At 24 GeV, and with bunches compressed to 3 ns rms, each with an intensity of
1.7 x 10 protons, the beam peak current reaches almost 400 A, which is about 7 times
higher than the present running condition. With a transverse broadband impedance of
2.1 MQ/m, scaled from the longitudinal impedance of 10 2, the coherent tune shift is
then about 0.04, which implies an instability growth rate of 10 us.

The space-charge incoherent tune spread, which is the main transverse microwave
instability damping force at low energy, is reduced at high energy to a value comparable
to 0.04. This is not sufficient to stabilize the beam. Other possible damping forces are
discussed as follows. The slippage factor n = 0.013 at 24 GeV, together with the beam
momentum spread of 0.01 for a bunch with 3 ns rms length, gives rise to a tune spread
of 0.001, which is negligible. The chromatic tune spread with the chromaticity of 0.25
is 0.02, contributing only marginally to beam stability. Possibly the tune spread from
octupoles or rf quadrupoles could stabilize the beam, but the choice of an improved
vacuum chamber seems prudent.

Other issues are not as significant. For example, the space charge is not significant
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Figure 2.3: Configuration of the cavities within the cryo-modules (cryostats).

even for the compressed bunches and the beam momentum spread of +0.01 is well within
the AGS momentum aperture at high energy.

In summary, since the intensity of 1 x 10'* is only marginally higher than the present
intensity of 7 x 103, the beam instability during acceleration and transition crossing can
be avoided. Transverse instability is likely to be the most dangerous during the bunch
compression in the AGS ring, even with a reduced broadband impedance.

2.2 Superconducting Linac (SCL)

The SCLs accelerate the proton beam from 116 MeV to 1.2 GeV. The configuration
we use follows a design similar to that described in Ref. [2]. All three linacs are built
up from a sequence of identical periods, as shown in Fig. 2.2. Each period comprises a
cryomodule and a room-temperature insertion that is needed for the placement of focusing
quadrupoles, vacuum pumps, steering magnets, beam diagnostic devices, bellows and
flanges. Each cryomodule includes four identical cavities, each with four or eight identical
cells.

The choice of cryomodules with identical geometry, and with the same cavity/cell
configuration, is economical and convenient for construction. Still, there is a penalty
due to the reduced transit—time factors when a particle crosses cavity cells with lengths
adjusted to a common central value (3, that does not correspond to the particle’s in-
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Table 2.4: Parameters of the superconducting linacs.

Low energy Medium energy High
Beam power, linac exit (kW) 16 32 48
Kinetic energy range (MeV) 116 - 400 400 - 800 800 - 1200
Velocity range, (3 0.4560 - 0.7131 0.7131 - 0.8418 0.8418 - 0.8986
Frequency (MHz) 805 1610 1610
Protons per bunch (10%) 9.32 9.32 9.32
Temperature (K) 2.0 2.0 2.0
Cells per cavity 4 8 8
Cavities per cryo-module 4 4 4
Cell length (cm) 9.68 6.98 8.05
Cell reference velocity, 3, 0.520 0.750 0.865
Cavity internal diameter (cm) 10 5 5
Cavity separation (cm) 32 16 16
Cold-to-warm transition (cm) 30 30 30
Accelerating gradient (MV/m) 11.9 22.0 21.5
Cavities per klystron 4 4 4
No. of klystrons (or periods) 18 10 9
Klystron power (kW) 720 1920 2160
Energy gain per period (MeV) 16.0 42.7 48.0
Length of period (m) 4.2 4.4 4.7
Total length (m) 75.4 43.9 42.6

stantaneous velocity. This is the main reason to divide the superconducting linac into
three sections, each designed around a different central value (3,, and, therefore, having
different cavity/cell configurations. The cell length in a section is fixed to be l% where [
is the rf wavelength.

The major parameters of the three sections of the SCL are given in Table 2.4. The low-
energy section operates at 805 MHz and accelerates from 116 to 400 MeV. The following
two sections, accelerating to 800 MeV and 1.2 GeV, respectively, operate at 1.62 GHz.
A higher frequency is desirable for obtaining a larger accelerating gradient with a more
compact structure and reduced cost. Transverse focusing is done with a sequence of
FODO cells with halflength equal to that of a period. The phase advance per cell is 90°.
The rms normalized betatron emittance is ~ 0.3 7 mm mrad. The rms bunch area is
0.5m MeV-deg. The rf phase angle is 30°. The length of the linac depends on the average
accelerating gradient, which has a maximum value that is limited by three causes:
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1. The surface-field limit at the frequency of 805 MHz, taken to be 26 MV /m. For
a realistic cavity shape, we set a limit of 13 MV /m on the axial electric field. For
the following two sections, the surface-field limit at 1.61 GHz is 40 MV /m and,
correspondingly, we adopt a limit of 20 MV /m on the axial electric field.

2. The rf coupler power limit, which we take here not to exceed 400 kW (including a
contingency of 50% to avoid saturation effects).

3. The need to make the longitudinal motion stable, which limits the energy gain per
cryomodule to a small fraction of the beam energy [2].

The proposed mode of operation is to run each section of the SCL with the same rf
input power per cryomodule. This will result in some variation of the actual axial field
from one cryomodule to the next. A constant value of the axial field, if needed, could be
obtained by locally adjusting the value of the rf phase.

For a pulsed mode of operation of the superconducting cavities, the Lorentz forces
could deform the cavity cells enough to tune them off resonance. This is controlled with a
thick cavity wall and additional supports. Also, a significant time to fill the cavities with
rf power is required before the maximum gradient is reached and beam can be injected.
The expected filling time is short compared with the beam pulse length of 1 ms.

2.3 AGS Main Power Supply Upgrade

2.3.1 Present Mode of Operation

The present AGS Main Magnet Power Supply (MMPS) is a fully programmable 6000 A,
+9000 V SCR power supply. A 9 MW Motor Generator (MG), made by Siemens, is a
part of the main magnet power supply of the accelerator. The MG permits pulsing the
main magnets up to 50 MW peak power, while the input power of the MG itself remains
constant. The highest power into the MG ever utilized is 7 MW, that is, the maximum
average power dissipated in the AGS magnets has never exceeded 5 MW.

The AGS ring comprises 240 magnets connected in series. The total resistance, R, is
0.27 Q and the total inductance, L, is 0.75 H. There are 12 superperiods, designated A
through L, of 20 magnets each, divided in two identical sets of 10 magnets per superperiod.

Two stations of power supplies are each capable of delivering up to 4500 V and 6000 A.
Every station consists of two power supplies connected in parallel. One power supply is
a 12-pulse SCR unit (P type) rated at 45000 V, 6000 A, that is typically used for fast
ramping during acceleration and energy recovery. The other is a lower voltage 24 pulse
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unit (F type), rated at £1000 V, 6000 A, that is used for flattop or slow ramping operation.
The two stations are connected in series, with the magnet coils arranged to have a total
resistance R/2 and a total inductance of L/2. The grounding of the power supply is done
only in one place, in the middle of station 1 or 2, through a resistive network. With
this grounding configuration, the maximum voltage to ground in the magnets does not
exceed 2500 V. The magnets are tested at 3 kV to ground prior to each startup of the
AGS MMPS after long maintenance periods.

2.3.2 Neutrino Factory Mode of Operation

To cycle the AGS ring to 24 GeV at 2.5 Hz and with a ramp time of 150 ms, the magnet
peak current is 4300 A and the peak voltage is 25 kV. Figure 2.4 displays the magnet
current and voltage of a 2.5 Hz cycle. The cycle includes a 100 ms flat-top for the six
single-bunch extractions. The total average power dissipated in the AGS magnets is
estimated to be 3.7 MW. To limit the AGS coil voltage to ground to 2.5 kV, the AGS
magnets must be divided into three identical sections, each powered similarly to the
present AGS except that now the magnet loads represent only 1/6 of the total resistance
and inductance. Every section will be powered separately with its own feed to the ring
magnets and an identical system of power supplies, as shown in Fig. 2.5. Bypass SCRs
will be used across the four new P-type stations, to bypass these units during the flat-
top, and ensure minimum ripple. Note that only station 1 will be grounded, as done
presently. Although the average power will not be higher than now, the peak power
required is approximately 110 MW, exceeding the 50 MW rating of the existing MG. A
new MG, capable of providing 100 MW, would operate with 12 phases to limit, or even
eliminate, the need for phase-shifting transformers, so that every power supply system
would generate 24 pulses. The generator voltage will be about 15 kV line-to-line, to limit
the generator current to less than 6000 A during pulsing. The generator will be rated at
a slip frequency of 2.5 Hz.

Running the AGS at 2.5 Hz requires that the acceleration ramp period decreases from
0.5 s to 0.15 s. That is, the magnet current variation dI/dt is about 3.3 times larger than
at present. Eddy current losses in the vacuum chamber are proportional to the square
of (dI/dt), that is, they are 10 times larger. However, this is still significantly below
the present ramp rate of the AGS Booster which does not require active cooling. The
increased eddy currents give rise to increased sextupole fields during the ramp, and will
add about 20 units of chromaticity. The present chromaticity sextupoles will be upgraded
to correct this and the upgraded vacuum chamber will also mitigate the effects of the
faster cycle.
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Figure 2.4: Current and voltage cycle for 2.5 Hz operation. Also shown are the
AGS dipole field and average power.

2.4 AGS rf System Upgrade

At 2.5 Hz, the peak acceleration rate is three times the present value for the AGS. With
10 accelerating stations, each station will need to supply 270 kW peak power to the beam.
The present power amplifier design, employing a 300 kW power tetrode will be suitable
to drive the cavities and supply power to the beam. The number of power amplifiers will
be doubled, so that each station will be driven by two amplifiers of the present design.
This follows not so much from power considerations but from the necessity to supply 2.5
times the rf voltage.
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Figure 2.5: Schematic of power supply connections to the AGS magnets for 2.5-Hz
operation.

An AGS rf station comprises four acceleration gaps surrounded by 0.35 m of ferrite
stacks. The maximum voltage capability of a gap is not limited by the sparking threshold
of the gap, but by the ability of the ferrite to supply the magnetic induction. When the
AGS operates at 0.5 Hz, the gap voltage is 10 kV. At 2.5 Hz, we will need up to 25 kV
per gap (roughly equal to the voltage from the same gap design used at the Booster,
22.5 kV) and this taxes the properties of the ferrite. Above a certain threshold value of
B, (20 mT for AGS ferrite 4L2) a ferrite becomes unstable and excessively lossy. The
gap voltage at this B, f 4, is simply given by

d b
V = —% /wBrfdA = walBrf,mam In a (2'1)

where w is the rf angular frequency and the variables a, b, and [ are the inner and outer
radius and length of the ferrite stack, respectively.
The only free variable is w. If we operate the rf system at the 24th harmonic of the
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revolution frequency (9 MHz) then the required voltage of 25 kV can be achieved with a
safe value for B, f mq, of 18 mT.

The next issue is the power dissipation in the ferrite and the thermal stress that is
created by differential heating due to rf losses in the bulk of the material. We know from
experience that below 300 mW /cm? the ferrites can be adequately cooled. The power
density is also proportional to Bff and is given by

2
P _ why (2.2)
Vo 2p0(pQ)

where p() is the quality factor of the ferrite.

The pu@ product is a characteristic of the ferrite material and depends on frequency
and B,;. We have data on ferrite 4M2 (used in the Booster and SNS) at 9 MHz and
20 mT where the power dissipation is 900 mW /cm?. The details of the acceleration cycle
determine the rf voltage program that is needed. For the cycle shown in Fig. 2.4, a peak
voltage of 1 MV (40 gaps each with 25 kV) is needed but for only 20 ms during acceler-
ation. An additional 100 ms operation at 1 MV is required for the bunch compression.
Together, this is a duty factor of less than 0.3, giving an average power dissipation below
our limit. We do not yet have data on the present AGS ferrite, 4L.2 at 9 MHz. Charac-
terizing 4L.2 in this parameter regime is identified as an R&D issue, but we know that
retrofitting the AGS cavities with 4M2 is a viable fallback option.

With the rf system operating on harmonic 24, there will be 24 rf buckets. However, we
need all the beam in 6 bunches to extract to the production target. This can be arranged
by filling 18 of the 24 buckets with 6 triplets of bunches, as shown in Fig. 2.6. The
fast chopper in front of the linac can prepare this bunch pattern during the multi-turn
injection as described in Section 2.1. The fast chopper fills the buckets to a longitudinal
emittance of 1.2 eV-s which can be accelerated with 1 MV /turn of rf voltage, allowing
some blowup during the acceleration cycle. At the end of the acceleration cycle, the
triplets will be merged adiabatically into 6 single bunches [3] using separate 100 kV /turn
harmonic 6 rf cavities. The final bunch emittance would be at least 5 eV-s per bunch
after the 3:1 bunch merge.

With 100 kV /turn of the harmonic 6 rf system, the total bunch length will be 80 ns for
a b eV-s bunch. The rf system will then be switched back to harmonic 24 and 1 MV /turn,
where the bunch is now mismatched. By strongly modulating the rf voltage with a
frequency close to twice the synchrotron frequency of 512 Hz, the tumbling bunch can
be kept from decohering. Also, the quadrupole oscillation frequency of the bunch can be
controlled so that the bunch length is minimal at the times of the 6 bunch extractions [4].
The minimal total bunch length is about 15 ns, or 3 ns rms. This is about half of the
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AGS: Harmonic 24

18 bunches

Figure 2.6: Bunch pattern for using harmonic 24 to create 6 bunches.

matched total bunch length of 32 ns.

2.5 Conclusions

The scheme for a 1-MW proton driver based on the AGS with upgraded injection is
feasible. Indeed, the AGS beam intensity is only modestly higher than during the present
high-intensity proton operation and, therefore, beam instability is not expected to be a
problem during acceleration. Beam stability during the bunch compression is marginal,
and requires some care to reach the 3 ns bunch length specification.
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Chapter 3

Target System and Support Facility

3.1 Introduction

3.1.1 Overview

The role of the target system at a Neutrino Factory is to generate a maximal number
of pions with an intense proton beam and then capture and guide them into a channel
where the decay muons can be bunched, cooled, accelerated and stored in a ring from
which the neutrinos emanate upon decay of the muons.

In this Study, the proton beam energy is 24 GeV, and the baseline beam power is
1 MW, upgradable to 4 MW.

The spectrum of pions from GeV protons interacting with a target peaks at a total
momentum near 250 MeV /¢, as shown in Fig. 3.1 [1], and has an average transverse mo-
mentum (p, ) = 150 MeV /c. Thus, the majority of pions are produced at relatively large
angles to the proton beam, and are not efficiently captured by devices placed downstream
of the target. For maximal efficiency, the pion capture system must surround the target.

The capture mechanism considered here is a solenoidal magnetic field channel starting
at 20 T near the target, then falling adiabatically to 1.25 T downstream (~ 18 m) from
the target. This configuration creates a kind of magnetic bottle whose mouth is the muon
phase rotation system considered in Chapter 4. In a solenoidal field the pion (and muon)
trajectories are helices, with adiabatic invariants BR? and p? /B. We propose to capture
pions with p; < 225 MeV /¢, for which an aperture of 7.5 cm is required at 20 T. After
the adiabatic reduction of the solenoid field by a factor of 16, to 1.25 T, the captured
pions are contained within an aperture of 30 cm and have a maximum p, of 67.5 MeV /c.

For proton beam energies above about 8 GeV, the pion yield per proton increases

3-1



3.1. Introduction

d*c/dpdQ , mb/(GeV/c)

1200

1000

0
S
S

-3
o
o

»
o
o

N
S
o

o
e
o

1200

123 GeV/c p Au - 77/~ + X

Cos(6) 0.6—1.0 .ot
« E910 - MARS ., .- [
{

]

T
0.2

T T T T
0.4 0.6 0.8 1.0
Total Momentum, GeV/c

1.2

175 GeV/c p Au - 77/~ + X
L L L L L

Cos(f) 0.5-1.0 « gt
e E910 - MARS ., - |

1000 +

d*c/dpdQ , mb/(GeV/c)

T T
0.8 10

T T T
0.2 0.4 0.6
Total Momentum, GeV/c

0.0 12

Figure 3.1: Momentum spectra for pion production by 12.3 and 17.5 GeV protons
on a gold target, from BNL E910 and from MARS calculations.

with the atomic number of the target, as shown in Fig. 3.2 from a MARS calculation [2].
For 24 GeV protons, a high-Z target is distinctly superior in yield [3].

As the pions to be captured emerge from the target at large angles to the beam,
and follow helical paths that may intersect the target at more than one point, it is
advantageous for the target to be in the form of a narrow rod, tilted at a small angle to
the magnetic axis. As shown in Fig. 3.3, suitable parameters for a mercury target in a
20 T solenoid are a tilt angle of 100 mrad and a target radius of 5 mm.

In a1 MW beam with 15 pulses per second, each pulse contains 60 kJ energy, of which
about 10% is deposited in a two-interaction-length high-Z target. The energy deposited
in the target will heat the target to a temperature of several hundred °C and generate
substantial shock pressures. A low-Z target, as proposed in Study-I [4], is expected to
survive these shocks for a significant time with a 1.5 MW beam, but is predicted to have
a pion production yield only half that of high-Z targets, such as Inconel, or mercury. It
would also be expected to get too hot with a 4 MW beam, which we consider to be a
likely upgrade. A liquid-mercury-jet target, too, will be disrupted by the heating from
the beam, but such disruption is not expected to have significant adverse consequences,

3-2



3.1. Introduction

Proton beam (0,=0,=4 mm) on 1.5A target (r=1 cm)
20 T solenoid (r,=7.5cm)  MARS13(97) 8-Dec-1997
T T T T

oo +K 30 GeV

0.8
0.6

04 -

Meson yield (0.05<p<0.8 GeV/c) per proton

8 GeV 7
0.2 + E
0.0 L L L L
0 50 100 150 200 250

Atomic mass A

Figure 3.2: Pion yield vs. atomic mass number of the target at three proton beam
energies.

even at 4 MW. For this reason, a mercury-jet target has been selected as the baseline
for this study. If there were advantages to doing so, liquids such as a molten lead/tin
eutectic, or other alloys, could be used. A graphite target (as considered in Study-I)
would be available as a backup, though it would reduce the neutrino intensity by a factor
of 1.9 (see [4], Section 3.5).

In this Study, the beam with rms radius o,, at a vertical angle 0,, intersects the
mercury jet of radius 7, and vertical angle Oy, at an angle 0cyossing. The forward velocity
of the jet is v,.The nozzle is at 20,10 With respect to the intersection of the beam and
jet center lines. The interval between pulses is ¢. The Study-II baseline values of these
parameters are given in Table 3.1.

An alternative target concept based on a rotating Inconel band is discussed in [5].

3.1.2 Target System Layout

The target system consists of the following components:

e Target enclosure vessel
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Proton beam window

Mercury jet, including its supply line within the enclosure vessel and the jet nozzle
Magnet coils

Internal shielding

Mercury collection pool/dump and entrance baffle

Downstream window

The overall layout of the target area is sketched in Fig. 3.4, with a detail of the target
region shown at the bottom of Fig. 3.5. The intersection of the beam and jet is set at
45 cm from the nozzle. The distribution of the resulting interactions as a function of z,
shown at the top of Fig. 3.5, starts about 15 cm from the nozzle.

It will be assumed here that, after a pulse, all the mercury outside of the nozzle
is dispersed. This is predicted using the finite element analysis code FronTier [6], as
illustrated in Fig. 3.6. At the arrival time of a subsequent bunch, the newly established
jet will extend a distance Az = v, t = 0.6 m from the nozzle. Only 2.5% of the interactions
occur beyond this location, so the disposition of the disturbed jet beyond this point has
little effect on production.
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Table 3.1: Proton beam and mercury jet geometric parameters.

Beam o, (mm) 1.5
Beam angle to magnet axis 6, (mrad) —67
Jet material mercury
Velocity v, (m/s) 30
Jet radius r, (mm) 5
Jet angle to magnet axis 6y, (mrad) —100
Crossing angle ferossing (mrad) 33

t between bunches (ms) 20
Znozzle (Cm) —60

The distance over which the jet must propagate without serious magnetic disruption
is from the nozzle to a point 0.6 m downstream, defined as z = 0 in the coordinate system
used here. In order to minimize the field nonuniformity over this length, the magnetic
center (approximately the point of maximum B,) is placed at the center of this length.
i.€., the magnetic center is at z, = —30 cm. The intersection of the jet and beam is then
at Zintersection = — 19 cm, and the nozzle is at 2,050 = —60 cm.

3.1.3 Capture and Matching Solenoids

The target is located in a 20 T solenoid to contain transverse momenta of outcoming
pions up to 225 MeV/c, a large fraction of all pions produced. The central region of
high field is designed to be uniform, drooping only 5% at its end, to limit the magnetic
field gradients that might disrupt the mercury jet. The solenoid is a hybrid, with copper
inner coils and superconducting outer coils. It is similar to that discussed in Feasibility
Study-I [4]. However, here we use hollow copper conductor for the inner coils, rather
than a Bitter-style magnet. This choice is aimed at achieving a magnet life over 40 years
(compared with 6 months in Study-I), and avoiding possible corrosion problems with the
highly irradiated wet insulation in a Bitter magnet. The main disadvantage of this choice
is that it consumes more power and requires a greater field contribution from the SC
coils..

Downstream of the 20 T magnet, additional superconducting coils taper the axial field
down smoothly to 1.25 T over a distance of approximately 18 m, according to the form,

(3.1)
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Figure 3.4: Target, capture solenoids and mercury containment.

Dimensions of the coils and the upstream iron pole are given in Table 3.2. The coils
are shown in Fig. 3.4, and axial field profiles, over two scales of z, are shown in Fig. 3.8.

3.1.4 Magnetic Disruption of the Mercury Jet

As the jet moves through the magnet, eddy currents are induced in the mercury, and
the resulting J x B force distorts the jet in various ways [7, 8]. Assuming a Gaussian
distribution of B, vs. 2z’ with a maximum value of B,, where the 2’ axis is along the jet, jet
conductivity s, density p, and surface tension Ty, face as given in Table 3.3, perturbation
calculations [7] show that, over the extent of the jet from —0.6 to 0.0 m,

e The maximum axial field deviations are £1.1 T, 7.e., £5%.

e The axial pressure difference has a minimum of —0.25 atm. Thus, if the jet is
operating in a gas (He or Ar) at a pressure greater than or equal to 0.25 atm,
negative pressures will be avoided, and there will be no tendency to cavitate prior
to the arrival of the beam.

e The maximum axial velocity change of the jet, 0.06 m/s, is very small compared
with the average jet velocity, 30 m/s.
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Figure 3.5: Top: Distribution of beam-target interactions as a function of z. Bot-
tom: Layout of the target area.

e The maximum transverse velocity, 0.4 m/s, induced by shear forces is also small
compared with the average jet velocity: 0.4/30 ~ 1.3%.

e The deflection of the jet, 5 um, is very small.

e The transverse distortion of the jet (change in width relative to average width)
is approximately 0.4% ignoring surface tension, and less than 0.2% when surface
tension is included.

These disruptions are all relatively small, and should cause no problems for the beam-
jet interaction.

Beyond the target region (z > 0), the magnetic effects are larger, but still not sufficient
to break up the jet. Here, the maximum shear is about 5 m/s, and the transverse
distortion 20%. However, since the beam-jet interaction will disperse the jet, a more
significant effect thereafter is magnetic damping of the dispersal.

More detailed magnetohydrodynamic calculations are under way [6] using the Fron-
Tier 3-D finite element analysis code that includes liquid-gas boundaries and phase tran-
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Figure 3.6: Beam-induced breakup of a mercury jet, as simulated by the FronTier
code. The images are for 10 us time steps.

sitions. Preliminary results are shown in Fig. 3.9.

A magnetic field also provides a desirable damping of oscillations of a mercury jet,
with a time constant of roughly 100 us. Figure 3.10 shows this effect in a recent study
by a CERN/Grenoble collaboration as part of their Neutrino Factory R&D program.

3.1.5 Mercury Containment

Figure 3.4 also shows the concepts for the mercury containment vessel and the mercury
pool beam dump, and Fig. 3.11 shows more detail. The containment vessel and dump
are to be replacable, for which the hollow conductor coils must also be removed.

The mercury jet, or what remains of it, falls under gravity, and thus further separates
from the beam axis. A system of grids or baffles slows the mercury spray before it joins
the beam dump mercury pool. The outflow pipe is 10 cm in diameter to accommodate the
considerable rate of filling from the jet. The drain would be opened only when emptying
the contaiment vessel for its removal.

3.1.6 Target System Support Facility

The Target Support Facility consists of the target region and decay channel, a crane
hall over the length of the facility, a maintenance cell at the ground floor elevation for
handling magnet components, a hot cell at the tunnel level for mercury target system
components, and various remote-handling equipment used for maintenance tasks. The
facility is bounded by the proton beam window at the upstream end and the first in-
duction linear accelerator at the downstream end. It contains the equipment for the
mercury-jet target, high-field resistive and superconducting solenoids, low-field supercon-
ducting solenoids, water-cooled shielding to limit radiation dose and neutron heating to
the coils, shielding to protect personnel and the environment, and a 50-ton crane that
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Figure 3.7: Breakup of a 1-cm-diameter mercury jet in a 24-GeV proton beam (BNL
E951).

is used for the initial assembly and installation of major components and for subsequent
maintenance activities. The target support facility is 12 m wide, and approximately 50 m
long. Figure 3.12 is a view of the overall facility looking downstream.

The remainder of this section presents a conceptual design for the target caputure
magnet, the mercury-jet target system, the proton-beam absorber, and the facility for
the target/capture region.

3.2 Calculations of Pion Yield and Radiation Dose
Using MARS

Detailed MARS14(2000) [9, 10] simulations have been performed for the optimized Study-
IT target-capture system configuration. A 24-GeV kinetic energy proton beam (o, = o, =
1.5 mm, o, = 3 ns, 67 mrad) interacts with a 5 mm radius mercury jet tilted by 100 mrad,
which is ejected from the nozzle at z = —60 cm, crosses the z-axis at z = 0 cm, and hits
a mercury pool at z = 220 cm, x = —25 cm.

Results [11] are based on two runs of 400,000 protons on target each, including energy
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Table 3.2: Solenoid coil geometric parameters.

z Gap Az R; AR I/A nl nll

(m) (m)  (m) (m) (m) (A/mm?) (A) (Am)

Fe 0.980 0.980 0.108 0.000 0.313 0.00 0.00 0.00
1.088 0.000 0.312 0.000 0.168 0.00 0.00 0.00

Cucoils 1.288 —0.112 0.749 0.178 0.054 24.37 0.98 1.26
1.288 —0.749 0.877 0.231 0.122 19.07 2.04 3.74

1.288 —0.877 1.073 0.353 0.137 14.87 2.18 5.78

SCcoils 0.747 —-1.614 1.781 0.636 0.642 23.39 26.77 160.95
2.628 0.100 0.729 0.686 0.325 25.48 6.04 32.23

3.457 0.100 0.999 0.776 0.212 29.73 6.29 34.86

4.556 0.100 1.550 0.776 0.107 38.26 6.36 33.15

6.206 0.100 1.859 0.776 0.066 49.39 6.02  30.59

8.000 —-0.065 0.103 0.416 0.051 68.32 0.36 1.00

8.275 0.172  2.728 0.422 0.029 69.27 5.42  14.88

11.053 0.050 1.749 0.422 0.023 75.62 3.00 8.18

12.852  0.050 1.750 0.422 0.019 77.37 2.61 7.09

14.652 0.050 1.749 0.422 0.017 78.78 2.30 6.22

16.451 0.050 1.750 0.422 0.015 79.90 2.07 5.59

18.251 0.050 2.366 0.422 0.013 -0.85 2.53 6.80

deposition in the mercury jet, the yield of captured pions, fluxes of charged and neutral
particles and the consequent radiation dose in the materials of the target system. For
example, the total power dissipation in the jet at —60 < z < 0 c¢m is 100 kW for 6
bunches at 2.5 Hz and 1.7 x 10* protons per bunch. Preliminary results were given in
Refs. [4, 3].

As noted earlier, to be conservative, we estimate radiation effects based on 2 x 107 s
per operating year, though we estimate physics production based on a standard 1 x 107 s
year.

3.2.1 Captured 7/ Beam vs. Target and Beam Parameters

Realistic 3-D geometry based on Fig. 3.4, together with material and magnetic field
distributions based on the solenoid magnet design optimization, have been implemented
into MARS. The level of detail in the model is illustrated by Fig. 3.13, which shows a

3-10



3.2. Calculations of Pion Yield and Radiation Dose Using MARS

20

15

10

5 F

Axial Field (T)
Axial Field (T)

0.0 2.5 5.0 7.5 -1.0 -0.5 0.0 0.5 1.0
Length (m) Length (m)

1 1 0

Figure 3.8: The axial magnetic field (solid lines) vs. length along the axis, on two
scales. The dotted line is a Gaussian fit, with ¢, = 0.8 m, to the field
in the jet region.

Table 3.3: Relevant properties of the mercury jet.

B, (T) 20

ol (m) 0.8

K (-m) 109

p (kg/m?) 1.35 x 10°
Tiurface (N/m) 0.456

transverse section at z = 5.2 m that includes the mercury pool that serves as the proton
beam absorber.

The use of a 3-D magnetic field map results in the reduction of the 7/u-yield in the
decay channel by about 7% for C and by 10-14% for Hg targets, compared with the
assumption that B,(r, z) obeys Eq. (3.1).

Both graphite (C) and mercury (Hg) tilted targets were studied. A two-interaction-
length target (80 cm for C of radius Ry = 7.5 mm, and 30 cm for Hg of Ry = 5 mm) is
found to be optimal in most cases, and we keep Ry > 2.5 o0,,, where o,, are the beam
rms spot sizes.

Results of a detailed optimization of the particle yield Y are presented below, in most
cases for a sum of the numbers of 7 and p of a given sign and energy interval at a fixed
distance z = 9 m from the target. For proton energies F, from a few GeV to about
30 GeV, the shape of the low-momentum spectrum of such a sum is energy-independent
and peaks around 250 MeV/c momentum (145 MeV kinetic energy), as illustrated in
Fig. 3.1. Moreover, the sum is practically independent of z at z > 9 m-—confirming
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————

Figure 3.9: Disruption of a mercury jet on entering and exiting a solenoid magnet,
as simulated by the FronTier code.

a good matching and capturing—with a growing number of muons and proportionately
decreasing number of pions along the decay channel. For the given parameters, the m/u
kinetic energy interval of 30 MeV < E < 230 MeV, around the spectrum maximum is
considered as the one to be captured by the downstream phase rotation system.

The yield Y grows with the proton energy E,, is almost material-independent at
low energies and grows with target A at high energies, being almost a factor of two
higher for Hg than for C at E,=16-30 GeV (Fig. 3.2). To avoid absorption of spiraling
pions by target material, the target and beam are tilted by an angle o with respect
to the solenoid axis. The yield is higher by 10-30% for the tilted target. For a short
Hg target, a=150 mrad seems to be the optimum, as shown in Fig. 3.3 (left). The
maximum yield occurs at target radius Ry = 5 mm for Hg with Ry = 2.50,,, (Ry=7.5 mm
and Ry = 3.50,, for C), as shown in Figs. 3.3 (right) and 3.14 (left). The yield with
mercury could be further increased by increasing the target radius to gain secondary
pion production, but the target heating would also be increased significantly, as shown
in Fig. 3.14 (right).

Figure 3.15 shows longitudinal profiles of the energy density deposited in the mercury
jet target in three radial regions. The center of the proton beam enters the jet at z =
—45 cm, and the energy deposition peaks about 12 cm downstream of this point, at
z = —33 cm.

3.2.2 Particle Fluxes, Power Density and Radiation Dose

Figure 3.16 shows the radiation per 2 x 107 s in the vicinity of the target. Table 3.4 gives

the maximum doses per year and expected lifetime for various components (Note that

for assessing radiation effects we take a larger operating year to be conservative).
Figures 3.17 and 3.18 illustrate charged and neutral particle fluxes, and the resulting
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Figure 3.10: Magnetic damping of oscillations of a 1-cm-diameter, 4-m/s mercury
jet in a 13-T solenoid magnet. Left: field off; right: field on.

power deposition and radiation dose, as a function of radius at the downstream end of the
target. Figure 3.19 shows the power density and radiation dose in the beryllium window
at z = 6.1 m.

The neutron flux in the target system is shown in Fig. 3.20, and the absorber radiation
dose is shown in Figs. 3.16 and 3.21. Even at the end of the decay channel, at z = 36 m,
the radiation levels remain high.

3.3 Calculations of Energy Deposition and Activa-
tion Using MCNPX

The energy deposition in, activation of, and radiation leakage from the target module
have been estimated using the Monte Carlo code MCNPX [12]. This is a combination of
the particle transport code MCNP-4B [13] and the high-energy transport code LAHET-
2.8 [14]. This code employs a combinatorial surface/cell specification of the geometry,
which permits modeling of the problem configuration with minimal approximations.
The MCNPX code has similar capabilities to those of the MARS code, although
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Figure 3.11: Beam dump, shielding and mercury containment detail.
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Figure 3.12: The overall target support facility.

MARS describes in great details the effects of magnetic field, capability that MCNPX is
lacking. In addition, there are subtle differences in the way the geometry is represented
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3.3. Calculations of Energy Deposition and Activation Using MCNPX
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Figure 3.13: Transverse section of the target system at z = 5.2 m, showing the
mercury pool that serves as the proton beam absorber.
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Figure 3.14: Pion yield (left) and maximum instantaneous temperature rise (right)
as a function of the ratio of target radius to RMS beam spot size.

and nuclear data models are linked together, and the manner in which the activation
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Figure 3.15: Longitudinal profiles of the energy density deposited in the mercury
jet target in three radial regions.

and energy deposition analyses are carried out. Thus, the use of both codes provides
important cross checks.

An appropriate model of the target module was created that includes the primary
mercury jet, three surrounding magnets, the downstream shield structure, and a mercury
beam stop. Two representative longitudinal and transverse sections through this model
are shown in Figs. 3.22 and 3.23.

3.3.1 Energy Deposition

The energy deposition resulting from protons, neutrons, and photons is summarized in
Table 3.5 in terms of MeV /gm-proton, as well as power density (W/cm?) and total power
per cell, assuming a 1-MW, 24-GeV proton beam.

The bulk of the beam power is deposited in the surrounding coaxial shield, the mercury
jet target, and the coaxial shield surrounding the primary target (683 kW out of 1 MW).
The total power deposited in the target module cells is 715 kW. The remaining 285 kW
largely appears as radiation leakage out of the target system.

The two shield volumes are actively cooled by flowing water, and the above heat input
sets the flow rate and the size of the heat exchanger. The iron plug immediately upstream
of the primary target also requires active cooling, since it has a relatively high heat input.
The magnets, of course, will be cooled actively. Finally, the mercury will be a flowing
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Figure 3.16: Absorbed radiation dose per year of 2 x 107 s and a 1 MW proton
beam in the target system for —2 < z <6 m and r < 1.4 m.

system, and the heat input determines the required capacity of the heat exchanger.

3.3.2 Activation Analysis

The activation analysis is based on the MCNPX estimates of neutron fluxes and spallation
product masses. The neutron fluxes are used to determine cell-dependent activation cross
sections, and the spallation mass distributions are used to determine the distribution of
possible isotopes produced during the spallation reactions. The mass distributions are
a function of cell type and position within the target module, since cells with the same
composition in different positions are subject to different particle fluxes.

The time-dependent buildup of activation is based on the assumption of 100 days of
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Table 3.4: Radiation doses and lifetimes of some components of the target system.

Component Radius Dose/yr Max allowed Dose 1 MW Life 4 MW life
(cm)  (Grays/2 x 107 s) (Grays) (years) (years)

Inner shielding 7.5 2 x 10M 102 5 1.25

Hg containment 18 2 x 10° 101t 50 12

Hollow conductor 18 1x 10° 101 100 25

Superconducting 65 6 x 10° 108 16 4

coil

Table 3.5: Energy deposition by cell in the target system. (x) stands for x107.

Cell Description Energy Deposition
Number (Mev/gm-p) (W/cm3) (kW)
8 Surrounding shield 3.11(-4) 0.16 589
12 Primary mercury target 2.62 1.48(3)  53.1
2 Coaxial shield around target 1.55(-3) 0.82 40.4
3 Iron plug behind target 1.21(-3) 0.39 0.99
81 First coaxial magnet 2.61(-4) 0.08 3.54
82 Second coaxial magnet 1.04(-4) 0.03 4.43
83 Third coaxial magnet 2.38(-5) 0.01 1.70
91 Mercury beam stop 6.04(-4) 0.34 1.07
92 Mercury beam stop 8.64(-4) 0.49 2.55
93 Mercury beam stop 1.13(-3) 0.64 4.01
94 Mercury beam stop 4.80(-4) 0.27 1.20
95 Mercury beam stop 4.42(-4) 0.25 1.57
96 Mercury beam stop 4.89(-4) 0.28 1.74
97 Mercury beam stop 5.34(-4) 0.30 1.89
98 Mercury beam stop 6.87(-4) 0.39 2.44
99 Mercury beam stop 6.61(-4) 0.37 2.35
100 Mercury beam stop 4.86(-4) 0.27 1.73
101 Mercury beam stop 3.65(-4) 0.21 0.93

operation at 1 MW with 24 GeV protons. To estimate the activation under different
conditions, the results can be scaled by the number of MW-days.

3-18



3.3. Calculations of Energy Deposition and Activation Using MCNPX

T; -
o 21 2
10 L
c L z=20¢m
L
- F
S0
— E
©
L
519
310
=z
10185
107 £ i -
:chw ‘rcw‘ FC2 ‘ FC3 ‘ WCW ‘ SC2 ) ‘LLL%
L L L L U L L L L L L L L L L |
20 40 60 80 100
Radius (cm)
T;WOZD o
o )
= R z=20cm
Sl T
x ) H:EH_‘
> -
sl 0
T10'8 L
o E s +
o r E'ﬂ::ke
o - '_1
5107 e R
E h L\xL“LH_L T
u .,
10'6 ™ R
E L
F i ST
10'% e T -
E 1 _ o1
incw ‘rcw‘ HC2 ‘ HC3 ‘ WCW ‘ sc2 ™ “LL;“L.JL ‘
o L P PR L L .
20 40 60 80 100

Radius (cm)

Figure 3.17: Flux of neutral (top) and charged (bottom) particles as a function of
radius at the downstream end of the target.

Following operation of the machine for 100 days, the activity after 4 hrs, 1 day,
7 days, and 30 days of cooling has also been estimated. In addition, the total gamma-ray
activity in each cell has been calculated, and used as input to a secondary calculation
that determined the leakage of photons, and thus dose outside of the target module.

Tables 3.6-3.10 list the total neutron flux, activation, and gamma-ray intensity in
various cells.

The values in Table 3.6 are the volume-averaged total neutron fluxes. The actual
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Figure 3.18: Power density (top) and total radiation dose (bottom) due to sec-
ondary particles as a function of radius at the downstream end of the
target.

energy spectrum for each volume was used to determine the activation cross sections.
Table 3.7 shows the resulting activation following 100 days of operation, and for selected
time frames following machine shutdown.

The results in Table 3.7 are integral activation values for each of the cells. FEach
value is composed of contributions from hundreds of radioactive isotopes, which decay at
different rates. Immediately following shutdown, the number of contributing isotopes is
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Figure 3.19: Power density (left) and absorbed radiation dose (right) in the beryl-
lium window at z = 6.1 m.

extremely large. However, following 30 days of decay time, only the longest lived isotopes
contribute, and generally there are only a limited number of isotopes at that stage. Two
examples are presented in Tables 3.8 and 3.9, which list the major contributors to the
activity after 30 days of decay time in a mercury pool cell (number 92), and a shield cell
(number 8).

The major contributions to the activation of a mercury cell come from the isotopes
closest to the target nucleus (mercury). The dominant contributor is an isotope of mer-
cury, but there are significant contributions from lighter isotopes. Of particular interest
are those that are, or could potentially be, volatile under operating conditions (Xe, Cs,
Rb, ete.). Attention must also be paid to those elements that could pose material com-
patibility concerns when they come in contact with the structural materials of the cooling
loop.

In the shield, the major contribution to the activation again comes from isotopes
closest in mass to the target nucleus (primarily tungsten in this case). The distribution
of major radioactive isotopes is different from the first case, although the tungsten and
mercury nuclei are relatively close in mass. The reason for this difference is primarily
due to the difference in proton energy of the spallating projectile particle and the fact
that in the tungsten shield there is a significant amount of water present that softens the
neutron spectrum. Finally, it should be noted that a significant amount of Be-7 ("Be) is
generated in this cell (all cells containing water will have Be-7 as part of their radioactive
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Figure 3.20: Flux of neutrons with £ > 100 keV in the target system and decay
channel for —2 < z < 6 m and r < 1.4 m (left) and —2 < z < 36 m
(right) and r < 0.8 m.

inventory). This could be significant for operating the machine and maintaining the
coolant loop. Tritium is also generated, and although it is not a major contributor to the
overall inventory, its presence needs to be noted.

The radioactive nuclei considered here decay primarily by emitting a beta or gamma
ray. These nuclides are generally not a personnel problem (unless they are ingested),
since they are essentially totally self shielded by a component. However, the presence of
gamma rays poses a personnel problem, and thus it is necessary to determine the gamma
ray source strength associated with each of the above cells. This strength (as a function
of gamma ray energy) can then be used in a separate calculation to determine the flux
of gamma-rays leaving the target module, and the directional variation of the emitted
radiation. The integrated source strength in photons per second for each volume as a
function of time following shutdown is given in the Table 3.10.
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Figure 3.21: Absorbed radiation dose in the target system and decay channel for
—2 <2< 36 mand r < 0.8 m.

3.3.3 Radial Leakage of Radiation from the Target Module

The mercury target is positioned in such a manner that it points downward at 100 mrad,
and the proton beam points down at 67 mrad. Thus, the emerging shower of particles
starts off in a downward direction. The charged particles are under the influence of the
surrounding magnetic field, but the neutral particles propagate straight on. Any leakage
flux from the target module will exhibit this overall pattern.

The results in Table 3.11 for radial leakage at the position of the mercury pool show
the expected azimuthal variation, with more leakage in the direction of the proton beam.
The gamma ray leakage is approximately an order of magnitude below that of the neutron
leakage. The energy spectrum of the latter was also determined, and is given in Table 3.12.
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Figure 3.22: Longitudinal section through target module, with cell numbers shown
on the right.

There is a significant neutron flux leakage above the MeV energy range, which will
affect the operational life of components near the target magnet system.

3.4 Pion Capture Magnet

An efficient Neutrino Factory should capture nearly all the pions that the high-energy
proton beam generates when it bombards the target. To do so, we employ a solenoidal
magnetic field to bend the pion trajectories into helices bound to the surface of cylinders
that enclose an invariant amount of flux. A solenoid captures those pions with trajec-
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Figure 3.23: Radial section through the target module at z = 4 m, with cell num-
bers shown on the right.

tories small enough to fit inside its bore. Pions of high transverse momentum require a
solenoid of large bore and intense field. For example, capture of transverse momenta up
to 225 MeV /¢, the baseline for Feasibility Study-II, requires a product of field and bore
of 3 T-m. Study-II employs a capture field of 20 T, about the maximum that is feasible;
the corresponding bore is 0.15 m.

The least costly magnet of this transverse-momentum reach has a large bore but only
modest field. However, such a magnet would require that the magnets and other down-
stream components all be inconveniently large. Minimum overall system cost dictates a
modest bore but high field.

The desired field profile of the pion capture magnet is uniform over the target, followed
by a gradual transition to the much lower field of subsequent components of the Neutrino
Factory, as shown in Fig. 3.8. For minimal particle loss the optimum field profile is

By

B(z) = —— 3.2
&)= T (32)
where By is the field at z = 0, the downstream end of the target, and (k + 1) is the ratio
of By to the field at z = L, the downstream end of the transition region. For Study-II,
By=19T, k =14.2 and L = 18 m. Within the target region itself, — < z < 0, where
[ = 0.6 m, the field need be only approximately uniform. Near the upstream end (z = —I)

the drop in field should be at most 5%, in order to limit shearing of the incoming jet of
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Table 3.6: Neutron flux in various target system cells for 1 MW of 24-GeV protons.

Cell Total neutron flux
Number (cm™2s7! x 1012)

8 1.27

12 8.64

2 8.02

3 9.32

81 3.27

82 1.29

83 0.26

91 4.07

92 3.51

93 3.12

94 2.88

95 3.28

96 4.63

97 6.43

98 8.98

99 10.06

100 7.56

101 6.49

mercury by the field gradient. Near the downstream end (z = 0) the field drops a similar
amount in order to blend smoothly, satisfying V - B = 0, with the rapid decrease with z
of the field at the upstream end of the transition region.

To generate this field we employ magnets of three types: superconducting (SC), resis-
tive, and iron. SC magnets generate the entire field everywhere except in the vicinity of
the target. There, the intense field and high density of energy deposition from radiation
make it more economical to supplement the SC magnet with a resistive one. Contribut-
ing to the field at the very upstream end of the target region is a stepped cylinder of
ferromagnetic material. A cobalt-iron alloy such as Permendur could contribute nearly
1.2 T, but cobalt may be undesirable from the standpoint of activation. Pure iron would
contribute slightly more than 1 T. More valuable than the modest and highly localized
field contribution is the favorable field gradient, which corrects much of the field inhomo-
geneity of the other coils that would otherwise cause excessive shear of the jet of mercury
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Table 3.7: Activation in Curies for selected cells. (x) stands for x10%.

Cell Time after shutdown
Number 0 4 hrs 1 day 7 days 30 days
8 1.59(6) 2.63(5) 2.01(5) 1.37(5) 8.92(4)
12 7.67(3) 4.12(3) 2.58(3) 1.16(3) 5.45(2)
2 1.34(5) 2.11(4) 1.62(4) 1.11(4) 7.35(3)
3 6.26(2) 4.09(2) 2.95(2) 2.51(2) 1.87(2)
81 5.08(4) 3.32(4) 1.12(4) 2.12(2) 1.67(2)
82 7.85(4) 5.15(4) 1.74(4) 2.06(2) 1.59(2)
83 2.83(4) 1.85(4) 6.25(3) 8.53(1) 6.86(1)
91 1.24(3) 7.77(2) 5.08(2) 2.03(2) 8.93(1)
92 2.36(3) 1.46(3) 9.57(2) 3.87(2) 1.61(2)
93 2.44(3) 1.52(3) 9.99(2) 3.99(2) 1.62(2)
94 1.78(3) 1.15(3) 7.49(2) 2.99(2) 1.26(2)
95 1.75(3) 1.12(3) 7.41(2) 2.99(2) 1.25(2)
96 2.39(3) 1.52(3) 1.03(3) 4.05(2) 1.66(2)
97 2.78(3) 1.83(3) 1.24(3) 4.88(2) 1.99(2)
98 3.25(3) 2.15(3) 1.44(3) 5.40(2) 2.23(2)
99 2.98(3) 1.99(3) 1.35(3) 4.94(2) 1.96(2)
100 1.82(3) 1.25(3) 8.55(2) 3.00(2) 1.17(2)
101 9.93(2) 7.18(2) 5.04(2) 1.91(2) 7.55(1)

entering the target region.

Figure 3.24 shows the on-axis field profile of the proposed pion capture magnet with
parameters By = 20T, By = B(—1) = 19.0 T, k = 14.2, and B(L) = 1.25 T. Figure 3.25
sketches the magnets and cryostat for the region —! < z < 6 m. Tables 3.13 and 3.14 list
the most important parameters of the hollow-conductor and first eight superconducting
coils of the pion capture magnet.

Note that, Table 3.13 incorporates minor modifications to many of the coil parameters,
that have not been taken into account in Table 3.2. For example, coils downstream of
6 m are shorter and more numerous; this is a consequence, of trying to maintain the field
quality, in spite of the larger intercoil gaps, introduced to facilitate cryostat construction
and installation.
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Table 3.8: Activation for cell 92 (mercury) 30 days after shutdown. Only elements
with more than one Curie are listed.

Isotope Activation Isotope Activation
(Ci) (i)
Hg-203 41.09 Lu-173 0.35
Au-196 0.87 Lu-172 1.19
Au-195 33.09 Lu-171 0.48
Pt-188 3.49 Yb-169 6.81
Ir-190 0.51 Cs-131 1.78
Ir-189 9.89 Xe-127 1.36
Ir-188 4.20 [-125 1.38
Os-185 10.71  Te-121 1.60
Re-183 7.99 Te-118 0.13
W-181 5.74 Sr-85 1.34
Ta-179 0.54 Rb-84 0.65
Ta-178 3.09 Rb-83 0.62
Hf-175 2.64
Total 141.6 (Table 3.7 total 161.4)

3.4.1 Hollow-Conductor Resistive Coils

In the baseline design of this Study, the resistive insert that surrounds the target region
employs hollow conductors rather than a Bitter magnet, as was used in Feasibility Study-
I [4]. The penalty in performance is significant, (see Section A.2.3), but this technology
should survive much better in the harsh radiation environment around the target.

The hollow-conductor magnet also presents formidable engineering challenges. Radi-
ation doses and neutron flux densities are very high. According to calculations using the
MARS code [11], each operational year (taken for radiation estimates to be 2 x 107 s) adds
a dosage of &~ 10% J/kg (10° grays, or 10" rads) and a neutron flux of ~ 2 x 10 /cm?
despite ~ 10 c¢m of shielding by water-cooled tungsten carbide that attenuates the neu-
tron flux by more than an order of magnitude and the gamma dose by a factor of about
40. The intense ambient field, combined with the fairly large bore and fairly high current
density, induces hoop stresses that are high compared with the low strength of typical
hollow conductors, whose copper is in the annealed state for ease of processing. The
neutron flux will strengthen the conductor to values associated with considerable cold
work, but will also embrittle the conductor [15] so that the conductor must be supported
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Table 3.9: Activation for cell 8 (tungsten-light water) 30 days after shutdown. Only
elements with more than hundred Curies are listed.

Isotope Activation  Isotope Activation
(Ci) (Ci)

Re-183 305.7  Gd-146 215.9

Re-184 171.6 Eu-149 276.5

W-181 40850.0 Eu-148 42.6

W-185 5779.0 Eu-147 256.9

W-178 9075.0 Eu-146 240.1

Ta-183 147.7 Eu-145 15.43

Ta-182 3122.0 Sm-145 115.2

Ta-179 3958.0 Pm-143 111.9

Ta-178 9077.0 Ce-139 174.0

Hf-175 5666.0 Cs-131 187.1

Hf-172 616.1 Xe-131 202.0

Lu-174 23.48 [-127 175.3

Lu-173 1104.0 Te-121 94.47

Lu-172 660.3 Te-118 9.849

Lu-171 576.6 Sn-113 101.3

Yb-169 2090.0 Ag-109m 47.96
Tm-170 9.611 Ag-105 190.1
Tm-168 27.28 Pd-103 105.4
Tm-167 274.0 Rh-103m 113.1
Dy-159 335.8  Rh-101 25.71
Gd-153 157.9 Rh-99 72.91
Gd-151 219.3 Be-7 1038.0
Gd-149 55.88 H-3 0.001

Total 88114.0 (Table 3.7 total 89210.0)

as if it were glass. The alternative is to operate the conductor at 150°C or more (barely
acceptable because of the penalty in conductor resistivity) or periodically to heat the
conductor to that temperature, so as to anneal out much of the embrittlement before it

becomes too severe.

The Study-II baseline design employs mineral insulated conductor (MIC) such as
developed [16] for the Japan Hadron Facility. The insulation is a layer of MgO sandwiched
between the conductor and its copper sheath. The conductor, shown in Fig. 3.26, is
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Table 3.10: Gamma ray source (y/s) in selected cells following machine shutdown.
(x) stands for x10*.

Cell Time after shutdown
Number 0 4 hrs. 1 day 30 days
8 1.31(17) 1.49(16) 9.76(15) 3.58(15)
12 1.01(15) 6.32(14) 2.98(14) 4.10(13)
2 1.11(16) 1.22(15) 8.13(14) 2.99(14)
3 4.35(13) 2.46(13) 1.44(13) 5.71(12)
81 1.54(15) 7.09(14) 2.43(14) 9.05(12)
82 2.26(15) 1.09(15) 3.71(14) 8.58(12)
83 8.26(14) 3.44(14) 1.34(14) 3.74(12)
91 2.05(14) 1.44(14) 6.49(13) 7.39(12)
92 2.95(14) 1.99(14) 1.07(14) 1.52(13)
93 4.29(14) 3.08(14) 1.39(14) 1.55(13)
94 3.02(14) 2.21(14) 1.03(14) 1.23(13)
95 2.45(14) 1.71(14) 8.85(13) 1.19(13)
96 3.48(14) 2.45(14) 1.23(14) 1.54(13)
97 4.36(14) 3.14(14) 1.57(14) 1.99(13)
98 5.10(14) 3.88(14) 1.89(14) 2.28(13)
99 4.86(14) 3.66(14) 1.69(14) 1.80(13)
100 2.86(14) 2.17(14) 1.02(14) 1.01(13)
101 1.47(14) 1.16(14) 5.49(13) 5.86(12)

Table 3.11: Integrated neutron and gamma ray flux per proton leaking radially
outward from the target system at z = 4 m, the location of the mercury

pool.
Cell Neutron flux Gamma ray flux
Number (cm™2?s7! x 107*) (em™2s7! x 1079)
204 1.72 4.10
205 1.29 3.14
206 1.69 4.24
207 3.94 1.11
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Table 3.12: Neutron energy spectrum for cell 207, the cell below the mercury pool.
(x) stands for x10*.

Energy bin Flux
(MeV)

0.0- 0.01 6.40(-5)
0.1- 0.1 6.01(-5)
0.1-1.0 1.31(-4)
1.0- 5.0 5.89(-5)
5.0 - 10.0 1.49(-5)
10.0 - 100.0 5.05(-5)
100.0 - 1000.0  1.37(-5)
1000.0 - 24000.0 2.237(-8)
Total 3.936(-4)

Table 3.13: Parameters of the hollow-conductor magnets.

H-C1 H-C2 H-C3
Avg. current density (A/mm?) 244 191 149
Winding inner radius (cm) 178 232 353
Winding outer radius (cm) 232 353  49.0
Radial build of windings (cm) 5.4 12.2 13.7
Upstream end, z; (cm) -71.2 =712 —-71.2
Downstream end, zo (cm) 3.7 16.5  36.1
Coil length, zo — 21 (cm) 749  87.7 1073
Volume of windings (m?) 0.052 0.196 0.389
Approx. peak field (T) 20.0 18.6 16.1
Avg. hoop tension (MPa) 118 124 115
Conductor fraction (%) 332 329 334
Copper fraction (%) 489 483 492
Structural fraction (%) 1.2 121 10.7
Copper mass (tons) 0.243  0.893  1.77
Stainless steel mass (tons) 0.048 0.194 0.334

18 mm square, with a cooling hole that is 10 mm square, surrounded by insulation 1.8
mm thick and a copper sheath 1.1 mm thick, for an overall size of 23.8 mm. As employed
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Figure 3.24: On-axis field of the pion capture magnet near the target region, —0.6 <
z < 1.2 m. At z = —0.3 m, the superconducting magnet generates
about 14 T and the resistive insert 6 T. The iron improves the entry
of the mercury jet into the region by reducing the field inhomogeneity
by a factor of two.

by the JHF, in lengths of 60 m and with only modest water pressure, the conductor can
carry 3 kA. By limiting each hydraulic length to 15 m and using a high water pressure
differential, 30 atm, as used at the National High Magnetic Field Laboratory (NHMFL),
such a conductor will carry the required current, 15.5 kA, with a bulk temperature rise
limited to 60°C. With an inlet water temperature of 10°C, as at the NHMFL, the peak
conductor temperature is 80°C.

Figure 3.27 shows the cross section and a longitudinal section of the resistive in-
sert magnet, built from three grades of such hollow conductor. The magnet consists
of three nested coils, the innermost of two layers and the outer two coils of four layers
each. Surrounding each coil is a reinforcing cylinder of Inconel 718, maraging steel, or
other high-strength material. These cylinders hold the downstream flange against the
downstream load of ~ 0.6 MN (60 metric tons) from the other magnets in the system.
Simultaneously, the cylinders contain the conductor against the high Lorentz forces. To
restrict all terminations to the upstream end, the conductor spirals to the downstream
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Figure 3.25: Cryostat and coils of the pion capture magnet in the region —1 < 2 < 6
m. The proton beam enters from the right of the section view in
the lower right of the figure. Shown: iron plug (of stepped, T cross
section), hollow-conductor (H-C) insert magnet, tungsten shielding
outside H-C insert, cryostat, and first five superconducting (SC) coils.
The bores of the SC coils range from 1.27 to 1.55 m. The first SC
coil generates 14 T; the field at the downstream end of the fifth coil
is 3.3 T. Not shown: conical beam tube and shielding between it and
cryostat. Further downstream are additional SC coils to extend the
field tail to 1.25 T at z = 18 m.

end in odd-numbered layers and back in even-numbered layers. To achieve water flow
adequate to limit the bulk temperature rise to 60°C with conductors within the capacity
of the JHF drawing bench, all layers have six conductors hydraulically in parallel, i.e., a
six-in-hand winding. That is, all conductors are electrically in series and hydraulically in
parallel.

The inner coil uses conductor exactly as shown in Fig. 3.26. The other coils use con-
ductor of the same proportions, to permit fabrication from billets of the same dimensions

3-33



3.4. Pion Capture Magnet

Table 3.14: Parameters of the upstream eight superconducting solenoids of the
pion capture system.

SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8
Avg. current density (A/mm?) 234 266 297 383 484 679 705 705
Winding inner radius (cm) 63.6 686 776 T7.6 T7.6 424 422 422
Winding outer radius (cm) 127.8 101.1 988 883 84.1 451 459 459
Radial build of windings (cm) 64.2 325 21.2 107 6.56 2,69 3.69 3.69
Upstream end, z; (cm) —125.3 62.8 145.7 255.6 420.6 600.8 657.7 720.7
Downstream end, z; (cm) 52.8 1357 245.6 410.6 606.5 643.7 707.3 770.3
Coil length, 25 — 21 (cm) 1781 729 999 155.0 1859 429 496 49.6
Volume of windings (m?) 6.88 1.26 1.17 0.866 0.619 0.032 0.051 0.051
Approx. peak field (T) 14.0 11.8 874 621 433 333 3.03 3.03
Avg. hoop tension (MPa) 209 206 201 184 163 96 90 90
Conductor fraction (%) 7.8 6.2 5.3 5.5 6.2 8.2 8.3 8.3
Copper fraction (%) 10.4 109 121 164 218 385 399 399
Structural fraction (%) 31.8 329 326 28 22 3.4 1.8 1.8
Vol. of superconductor (liters) 538 79 62 48 38 3 4 4
Copper mass (tons) 6.42 124 128 127 121 0.11 0.18 0.18
Stainless steel mass (tons) 171 324 298 189 1.06 0.01 0.01 0.01

as that for the inner coil. These outer coils, being longer as well as larger in diameter,
have longer passages that require bigger conductor, 26.8 mm for the coil of intermediate
size and 30.6 mm for the outer coil. Each conductor in the outermost double layer is
35 m long, with a mass equivalent to 57 m of 23.8 mm square conductor. This is within
5% of the maximum so far produced on the JHF drawing bench, and thus sets the limit
on conductor size throughout the magnet.

3.4.2 Superconducting Coils

One of the superconducting coils of the pion capture magnet is also a formidable engi-
neering challenge: SC 1, with its 14-T field and 1.3-m bore. Fortunately there are two
precedents for this coil. One, is a collaboration of MIT and the NHMFL for its 45-T hy-
brid magnet [17]. It can generate 15 T when operated alone, and therefore not restricted
to 14 T by the need for current margin to survive the current surge from a tripout or
burnout of the insert coil of the hybrid system. However, the bore of this magnet is only
half that of pion capture magnet SC 1. More relevant is the central solenoid model coil
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Figure 3.26: Mineral-insulated hollow conductor developed for Japan Hadron Facil-
ity. The end-on view shows the white layer of powdered MgO insula-
tion sandwiched between the copper hollow conductor and its sheath,
also of copper. Of the cross section, 17% is cooling passage, 37%
conductor, 28% insulation and 18% sheath. The side view shows a
conductor termination, brazed of several parts that confine the MgO
and hold the glossy white ceramic ring that keeps the sheath isolated
from the current-carrying conductor.

(CSMC), shown in Fig. 3.28, for ITER, the International Thermonuclear Experimental
Reactor [18]. The coil has generated 13 T in a bore 26% bigger than necessary for SC 1.
The CSMC weighs 140 tons and stores 600 MJ, the same as the entire pion capture
magnet, including the coils in its 18-m-long transition region.

The pion capture magnet has the additional complexity of energy deposition from
radiation, up to 1 kW /m3, despite shielding about 30 cm thick. However, it does not
have to cope with energy deposition from the high sweep rate that the CSMC must
survive. It also does not have to cope with so high a discharge voltage, 15 kV for the
CSMC. Therefore, its insulation need not be so thick, nor its current density quite so
low.

Cable-in-conduit conductor (CICC) will be used in the highest field superconducting
coils of the pion capture magnet, coils SC 1-5. Figures 3.29 and 3.30 show the CSMC
conductor, which is about 50 mm square and can carry 46 kA in a field of over 13 T. Liquid
helium in the central tube flows through the spiral gap in its wall to cool the strands
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Figure 3.27: End view (left) and vertical section (right) of the resistive insert of the
hollow-conductor magnet. Every layer employs six hydraulic paths
in parallel to achieve the short hydraulic path length necessary for
adequate water flow. The conductor is mineral-insulated conductor
(MIC) of the sort developed for the Japan Hadron Facility, shown in
Fig. 3.26. The thick-walled cylinders reinforce the conductor against
the radial Lorentz hoop stresses engendered by the combination of
high field (20 T') and large bore (0.36 m).
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Figure 3.28: Superconducting magnet of the same scale as the pion capture magnet.
The CSMC for ITER weighs 100 tons, generates 13 T in a 1.6 m bore,
and stores 600 MJ.

of superconducting cable that parallel the tube. The fine strands have a high ratio of
surface to volume, to keep each strand at nearly the same temperature as the helium.
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Figure 3.29: Concept of high-current cable-in-conduit conductor needed by the
intense-field coils of the pion capture magnet. Liquid helium in the
central tube flows through the spiral gap in its wall to cool the strands
of superconducting cable that parallel the central tube. The outer
jacket, typically of stainless steel or Inconel, provides most of the me-
chanical strength.

The outer jacket, typically of stainless steel or Inconel 908, protects the delicate strands
within and provides almost all of the mechanical strength to resist huge Lorentz forces in
large magnets that generate intense fields. Cable-in-conduit conductor is appropriate for
large magnets operating at 10 kA or more. For the downstream coils of the pion capture
magnet, which experience lower hoop and much lower axial loads, solid conductors or
Rutherford cables are simpler and more economical.

3.4.3 Magnetic Forces

The axial loads on the upstream, high-field coils of the pion capture magnet are immense.
Figure 3.31 shows that the peak cumulative axial load (which is at the downstream end
of SC 1) to be over 100 MN, or 10,000 metric tons. All of the biggest loads involve only
the first five SC coils. To manage this load, we support the coils with a structure that is
cold at both ends to minimize heat leaks into the cryostat. The obvious way to do this
is to house them all in the same cryostat. This is the only feasible way given that the
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Figure 3.30: The cable-in-conduit conductor for the ITER central solenoid.

separation between consecutive coils is 10 cm, which is not enough for two sets of coil
flanges and cryostat walls. The loads on all the low-field coils (beyond z = 6 m) sum to
only 2.5 MN. We group these coils in sets, as in the case of phase rotation coils, with
each cryostat of convenient length.

3.4.4 Field Quality

The gaps between consecutive coils can introduce considerable field ripple, especially
beyond z = 6 m, the downstream end of the proton beam absorber, where the coils are
of smaller bore. Fig. 3.32 shows the field ripple for coils with 14 cm gaps as indicated in
Table 3.14. Whereas Table 3.2 had only 7 coils downstream of z = 6 m, Table 3.14 has
19 coils, each of only ~ 50 cm in length. This geometric distribution maintains the field
ripple within 5.3% peak-to-peak and 10% rms. An on-axis field ripple of this size does
not affect the transmission of pions to the phase rotation region.

3.5 Beam Windows

3.5.1 Upstream Proton Beam Window

The upstream and downstream beam windows isolate the incoming proton beam trans-
port and pion decay channel from the mercury vapor atmosphere near the target.
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Figure 3.31: Cumulative axial force on components of the pion capture magnet.
Upper curve: the peak force is over 100 MN, or about 10,000 metric
tons. The forces between the first five superconducting coils, with their
high field and large size, dictate that they share a common cryostat.
The forces on coils beyond z = 6 m are much less, and allow individual
cryostats for each coil or convenient group of coils. Lower curve: the
force on the resistive insert magnet and iron is only 1.2 MN (note the
semi-logarithmic scale).

The upstream proton beam window will see the full beam before it hits the target.
The resulting pulsed energy deposition excites pressure waves that must be sustained by
the window for over 10® cycles per year. Since the lifetime of the window is expected to
be limited, provisions for its periodic replacement are part of its design.

The proton beam window is a double wall structure with a gap between the two walls
that allows for active cooling. The interior face of the window will be exposed to mercury
vapor, so the window material must be mercury compatible. Candidate window materials
include beryllium and Ti90-Al6-V4 alloy (whose short-term compatibility with mercury
has recently been verified).

To assess the viability of candidate window materials, an ANSYS finite-element anal-
ysis was performed, including both the thermal aspect of the beam/window interaction
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Figure 3.32: On-axis field of the pion capture magnet from 3 to 18 m downstream
of the target region, where the solenoids have 0.42 m inner radius
and 0.50 m length separated by axial gaps 0.14 m. The desired field
(dashed line), to maximize the adiabatic retention of captured pions,
declines from 19 T at z = 0 to 1.25 T at 18 m according to Eq. 3.2.
The actual field (solid line) differs from the desired value by 5.3%
peak-to-peak (from —2.5% to +2.8%), with an rms deviation of 1.0%
(Note the semi-logarithmic scale).

and the resulting thermal shock. The energy deposition in the window material was
computed using the MARS code [10]-[11]. Figure 3.33 shows results for a 1-mm-thick
beryllium window intercepting six pulses of 1.7 x 10'3 24-GeV protons with o, = 1 mm.
Figure 3.33 (left) shows the temperature rise of one of the walls of the beryllium win-
dow during a train of six micro-pulses that arrive 20 ms apart. Bunches of these six
micropulses arrive at a frequency of 2.5 Hz. The temperature rise per micro-pulse, at the
center of the beam, is approximately 10°C. In steady-state conditions, coolant flowing
between the walls, would limit the temperature in the window to ~ 116°C above ambient,
assuming a heat removal coefficient of 100 W/m? - °C.

Figure 3.33 (right) shows the von Mises stress induced in the Be window by a single
micropulse. The peak stress is about 90 MPa while the yield strength of beryllium is
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Figure 3.33: ANSYS model of a 1-mm-thick beryllium window subject to a train
of six micro-pulses of 1.7 x 10 24-GeV protons per pulse with o, =
1 mm). Top: transient thermal response; bottom: von Mises stress.

between 186 and 262 MPa. We note that the beam spot on the window will certainly
be larger than that assumed here. The spot size at the window is related to that at the
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target by

2

Or,window = Or target 1+ %7 (33)
where, oiarget = 1.5 mm, Lyindow is the distance from the window to the target, and 8* is
the betatron parameter of the beam focus (not yet determined). Clearly, large L and small
B* provide greater safety margin for the beam. In the present design, Lyindow ~ 3.3 m,
but parameters of the proton beam focus, including 4*, have not been set. In any case,
we have taken a very conservative estimate of the spot size, so we have a significant safety
margin.

3.5.2 Downstream Beam Window

The downstream beam window is located on the magnetic axis at z = 6 m and will be
approximately 36 cm in diameter. It intercepts forward secondary particles, but not the
unscattered proton beam. The baseline window design is a pair of 2-mm-thick Be plates
with active cooling between them.

A MARS calculation of the power deposition and radiation dose in the Be window
is shown in Fig. 3.19. The dose is high enough that the Be window is not a lifetime
component. A preliminary concept for window replacement is shown in Fig. 3.39.

The mechanical design of the downstream window is governed by the following:

e Large window diameter (36 cm)
e Pressurized active coolant in the gap of the double wall
e Vacuum environment on the downstream side

The principal design challenge is to maintain mechanical integrity against the pressure
differential over the large window area. Failure due to beam-induced stress is a lesser
concern for this window.

Three variations of the basic design concept are being considered, as shown in Fig. 3.34.
For a window with flat plates, as in Fig. 3.34 ¢), the stress at the edge of the plates due to
a one atmosphere pressure differential is above the yield strength. To relieve the stress the
windows should be curved, as in Fig. 3.34 a) and b). Option a) in which the two windows
have equal but opposite curvature, appears to be more favorable, with a steady-state

temperature gradient of only 30°C. If no coolant were used, the temperature gradient
would be 250°C.
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Figure 3.34: Three double layer designs for the downstream beam window.

3.6 Mercury Deflectors

Two components of the mercury handling system present unusual design challenges in
view of the disruptive effect of the proton-mercury interaction: i) the mercury jet nozzle
and ii) the entrance baffles to the mercury pool that serves as the proton beam absorber.

3.6.1 Mercury Jet Nozzle

Pressure waves generated in the mercury jet during its interaction with the proton beam
will travel back to the nozzle, which must withstand the pressure wave. An ANSYS
model of the effect of a pulse of 1.7 x 10! 24-GeV protons on a 5-mm-radius mercury
jet indicates a peak stress of 3800 MPa. The resulting pressure wave propagates to the
nozzle in about 100 ps where the pressure pulse will be about 100 MPa, as shown in
Fig. 3.35.

The nozzle must be constructed of a material with yield strength well above 100 MPa
to have the desired lifetime of > 108 cycles.
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Figure 3.35: ANSYS model of the pressure wave in the mercury jet induced by a
pulse of 1.7 x 103 24-GeV protons. Left: the pressure profile just after
the proton pulse; right: the pressure profile when the wave reaches the
nozzle after 100 us.

3.6.2 Entrance Baffles to the Mercury Pool

Both the unscattered proton beam and the undisrupted mercury jet enter a pool of
mercury at 2.25 < z < 5 that serves as the proton beam absorber. Details of this concept
are shown in Fig. 3.36.

The undisrupted mercury jet has mechanical power 7pr?v3/2 ~ 10 kW for r = 5 mm
and v = 30 m/s. This power will agitate the mercury pool unless the impact of the jet
is mitigated by a set of diffusers submerged in the pool. The diffusers will consist of
stainless steel mesh and a bed of tungsten balls.

The unscattered part of the proton beam retains about 10% of the initial beam power,
which is sufficient to disperse a significant volume of mercury as it enters the pool. A set
of stainless-steel-mesh baffles will direct the ejected mercury droplets back into the pool.
The design must be robust enough to survive at least one pulse in which the mercury jet
was not present and the full proton beam entered the pool.

3.7 Mercury Flow Loop

The mercury-jet target system consists of the process flow loop, a replaceable nozzle
assembly mounted in the bore of the iron plug magnet, a mercury containment vessel
that is part of the decay channel downstream to z = 6.1 m, and the beam absorber,
which is located at 2.5 < z < 5.5 m. A dedicated hot cell that contains the flow loop
components is located at the tunnel level. Figure 3.37 is a schematic diagram of the
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Figure 3.36: Schematic of the mercury pool that serves as the proton beam ab-
sorber.



3.7. Mercury Flow Loop

overall system.

3.7.1 Process Flow Loop and Absorber

The process flow loop contains 110 liters of mercury distributed as follows: 30 liters in
the beam absorber pool, 7 liters in the heat exchanger, 35 liters in the sump tank, and
38 liters in miscellaneous piping and valves. A 200 liters tank provides storage for the
mercury when the system is shut down or undergoing maintenance. The piping is sloped
towards the storage tank, and the elevation of the main (jet) pump, the heat exchanger,
the beam absorber pool, and the storage tank are arranged so that the mercury level can
be easily controlled among the components. Various valves are used to isolate portions of
the system for storage, flow, or drainage into the storage tank, and drainage is by means
of gravity. The system components are located in the target hot cell and are arranged to
be accessible by the wall-mounted manipulators. The various valves are pneumatically
actuated, but they can be manually operated using through-the-wall manipulators, if
necessary.

VENTURI (VELOCITY CONTROL)

MERCURY NOZZLE

BEAM ABSORBER

FLOW CONTROL

EXHAUST STACK
<

HG VAPOR TRAP
P><

TARGET HOTCELL
VENTILATION

MAIN PUMP
and SUMP

STORAGE TANK

HEAT EXCHANGER

HOLD-UP
TANK

Figure 3.37: Mercury flow loop schematic layout.

The pumps for the flow loop have centrifugal magnetic drives. The low-capacity
transfer pump is self-priming and can pump at a rate of 3-6 gpm. This pump is used to
transfer mercury from the storage tank into the flow loop by first filling the heat exchanger
and the sump tank of the main pump. The volume of the sump tank includes Hg for the
absorber pool as well as the main pump volume, i.e., 65 liters. The high-capacity main
pump initially transfers 30 liters of mercury into the pool before the high-field magnets
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are energized. During system operation, it pumps at a rate of 35-50 gpm to circulate
mercury at 30 m/s through the nozzle assembly.

The heat exchanger is a welded-tube and shell construction with a closed-loop water
system. The inlet temperature of the mercury is 122°C; the outlet temperature is 20°C.
The water inlet temperature is 20°C; the outlet temperature is 47°C. These values are
based on water flowing through the shell of the exchanger at 4 liters/s. Figure 3.38 is a
view of the flow loop components located in the target hot cell.

The mercury storage tank is located under the shield floor in the target hot cell.
The full inventory of mercury is stored there when the system is shut down. This is
accomplished by closing and opening the appropriate valves in the flow loop for gravity
flow into the tank. There are drain lines from the sump pump, the heat exchanger, and
the beam absorber pool. In addition, there is a secondary drain/vent located at z = 6.0
m. Its purpose is to extract and condense mercury vapors prior to maintenance operations
that require opening the mercury containment vessel in the capture/decay region. The
vent line is connected in series to a mercury trap (condenser) and a vacuum scroll pump.
The condensate is returned to the storage tank by means of a bypass line and the vacuum
exhaust passes into the first hold-up tank. Gases and mercury vapors are passed through
a filter system containing sulfur-treated charcoal filter modules before passing into the
facility ventilation exhaust.

Mercury, mercury vapor, and rare gas reaction products are contained in the tar-
get /capture region by means of windows. The upstream Be window is mounted on the
target nozzle insert at the proton beam line axis; the downstream beryllium window is
mounted to the vacuum vessel at SC 6. Figure 3.39 shows the location of the beryllium
window.

The average beam power deposited in the jet is 400 W /g (100 kW) and the remainder
of the 1-MW proton beam power is deposited in the shielding that lines the target magnet
system, including the mercury pool that serves as the proton beam absorber. Even if
900 kW were deposited in the beam absorber, the bulk temperature rise of mercury in the
absorber pool would be only 102°C, well below the boiling point. However, this assumes
homogeneous mixing occurs in the pool due to the mercury jet that enters the pool at a
rate of 2.4 liters/s.

3.7.2 Target System Maintenance

The various components that make up the target system fall into three categories. Class
1 are limited-lifetime components that require frequently scheduled remote replacements
during the life of the facility. They are designed for remote handling and minimal impact
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Figure 3.38: Arrangement of the mercury flow loop components in the target hot
cell.

on operating availability, and remote handling tools and equipment are included in the
design. Class 2 are lifetime components having activation levels that preclude hands-on
replacement, and whose failure shuts down the facility. They have a finite probability
of at least one failure. These components are designed for remote handling, but remote
handling tools and equipment are not included in the design (unless they are used for
initial installation). Their replacement would impact operating availability since spare
components are not assumed to be on hand. Class 3 components are expected not to fail
during the facility lifetime.

Replacement of target system components must be done using remote-handling equip-
ment because of high levels of activation, and the presence of (radioactive) mercury con-
tamination. The target system contains many components that are considered to be
life-of-the-facility (Class 3), numerous components that could require infrequent replace-
ment (Class 2), and several that are life limited (Class 1). The maintenance requirements
for this system are summarized in Table 3.15. The table is based on an operating year of
2 x 107 seconds, which is the equivalent of 8 months of continuous full-intensity beamline
operation.
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Figure 3.39: The beryllium window is mounted to a readily replaceable solenoid.

Table 3.15: Maintenance requirements for the target system components, based on
8-hour maintenance shifts.

Component Class Failure Mode Dose Rate Expected Life Replacement Time
(rad/h) (vrs) (days)
Nozzle insert 1 erosion, > 10° 2-3 11-16
embrittlement
Be window 1 embrittlement  10*-10° 2 7-11
Isolation valve 1 mechanical 10%-10° 57 1-2
Filters 1 saturated Contam. 2 2-3
Pumps, valves 2 mechanical Contam. 7.5 2-3
Heat exchanger,

Piping, tanks 3 mechanical Contam. > 40 -8

3.8 Target Support Facility

The geometry for the target support facility (see Fig. 3.12) is defined around the in-
tersection of the mercury jet, the proton beam, and the magnetic axis of the solenoid
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magnets. The proton beam interacts with the jet over a region whose downstream end
is at z = 0 cm. The three axes intersect at z = —15 cm. The locations of the coils and
other components are measured from z = 0. The decay channel extends to z = 35.6 m,
which is the facility interface with the first induction linac. Figures 3.40 and 3.41 show
the basic geometry of the facility.

7 %"é 3' 7 N
-/ LA

Figure 3.40: Side view of the target facility. Dimensions are in cm.
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Figure 3.41: Plan view of the target facility. Dimensions are in cm.

The incoming proton beam window is located at z = —330 cm and is connected to
the core vacuum vessel with a removable section of beam pipe, as shown in Fig. 3.42.
This design permits the window assembly to be close to the target region, yet readily
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removable to replace the window or the mercury jet nozzle, or provide clearance for the
replacement of the inner solenoid module should that ever become necessary.

HG NOZZLE
\’_LSUPPL YLINE

FLANGE CONNECTOR
PROTON BEAM WINDOW

7=-330

REMOVABLE VESSEL LID
SEE DETAIL X

REMOVABLE SHIELD SEGMENTS

REPLACEABLE JET
INSERT MODULE

MAGNET SUPPLY LINES
EXIT VIA "JUMPERS" SECTION A-A
THRU SIDE WALLS

Figure 3.42: Vacuum vessel upstream of the target region.

It is important to keep in mind that virtually all of the components that make up the
target and capture facility will be highly radioactive. Replacing components after start-up
operations must be done using remote handling equipment and tools. The development
of the facility arrangement was based on considering the initial assembly and installation
of the various subsystems, and also on modularization of components to simplify remote
handling and have minimal impact on the operating availability.
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3.8.1 Solenoid Magnets

The solenoid magnets are located in the capture and decay tunnel of the support facility,
and although they are considered to be lifetime components, the facility design is based
on their remote replacement. The tunnel begins in the target region upstream of the
proton beam window and extends to z = 35.6 m. The first five solenoids (SC 1-5) are
contained in a common cryostat that extends to z = 6.1 m. The cryostat is designed so
that its inner shell is the outer shell of part of the tungsten-carbide shield. Therefore,
there is a shield cylinder attached to the cryostat that is 16-20 cm thick and contains
inner rib supports to stiffen this cylindrical beam. The ribs are also partitions for the
cooling flow channels of the shield. Figure 3.43 is a section through the main cryostat that
shows the magnet arrangement and the shield-beam. Figure 3.44 shows the rib structure
of a typical shield module and the coolant line connections.

MERCURY JET@ 100 MRAD

SC1
JAIN CRYOSTAT

-SUPERCONDUCTING
OUTER BOUNDARY coiLs
JL a/a JL
]

ATE
VALVE

LRYOSTAT BEAM
=] SUPPORT STRUCTURE
(WC/H20 FILLED)
SECTION AA
0

70 WER SEGMENT

EXTRAWC SHIELDING Z2=610CM
WC SHIELDING EAM ABSORBER
DRAIN LINE

Figure 3.43: Main cryostat containment for SC 1-5.

There is a separate module for the resistive magnets and shielding contained within
the bore of SC 1. It consists of an iron plug, three resistive, water-cooled magnets (H-
C 1-3), and tungsten-carbide shielding. The combination of these coils and SC 1 provides
the 20 T field in the target region. Figure 3.45 shows the resistive coil module along with
the nozzle insert for the mercury jet. Figure 3.46 shows a section cut and end view of
the resistive module. The target nozzle insert is mounted in the off-center cut-out in the
iron plug.

The magnets downstream of the main cryostat are two-coil solenoids contained in
4-m-long cryostats, except for SC 6, which has a 0.5-m cryostat. These magnets extend
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Figure 3.44: Typical construction of the shield modules.

from z = 6.1 to 17.6 m and make up the remainder of the transition coils (SC 6-25).
Figures 3.12 and 3.39 show the transition coils. In this region, the axial field decreases
until it is 1.25 T at z = 17.6 m.

Coil SC 6 is smaller and is designed to be the mounting support for the beryllium
window located at z = 6.1 m. The window is the downstream containment boundary
for the mercury target vessel. The window is replaced every two years by removing
SC 6 and installing a spare SC 6 module with the replacement window already mounted.
Figure 3.39 shows SC 6 in the process of being removed.

The magnets from the end of the transition region to the end of the decay channel are
contained in 3-m-long cryostats, each containing three coil pairs. Figure 3.47 is a section-
and end-view of a typical cryostat module. The nuclear shielding for these magnets is
similar to the upstream coils except that a homogeneous mix of stainless steel balls is
used instead of the tungsten carbide balls.
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Figure 3.45: Cutaway view of the resistive insert magnets that surround the proton
beam and mercury jet.

3.8.2 Assembly and Installation

The assembly and installation of the magnet system was the major consideration for de-
termining the facility arrangement. The coil/shield modules are the heaviest and largest
components and were the basis for establishing the building height and width, and deter-
mining the crane capacity needed for installation operations and subsequent maintenance.

The overall dimensions of the coil modules and their respective component weights
are given in Table 3.16. The largest module weight was used to determine the lifting
requirement in the crane hall. Installing the tungsten-carbide shield for SC 4-5 is the
heaviest lift at approximately 43 tons. A 50-ton bridge crane with a 46-ft span was
chosen.

3.8.3 High-Field Region

The high-field coils providing a 20-T field in the target region comprise three resistive coils
(H-C 1-3), an iron plug surrounded by a water-cooled tungsten-carbide shield (Figs. 3.45-
3.46), and an outer superconducting coil (SC 1, Figure 3.43). The H-C coils and part of
the shield constitute a single module that is installed into the cryostat of the high-field
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Table 3.16: Solenoid coil sizes and weights, and shield module weights.

Component Outer Diam. Length Module Wt.
(m)  (cm)  (in)
Resistive Module 110 180 47,500
Iron Plug - - -
H-C1 - - -
H-C 2 - - -
H-C 3 - - -
W-C Shield - - -
Main Cryostat + Shield Beam 270 740 73,600
SC 1 256 178 61,000
SC 2-3 202 183 21,700
Shield 2-3 128 183 59,600
SC 4-5 176 351 17,900
Shield 4-5 148 351 86,400
SC 6 + Shield 104 50 < 4,000
SC 7 + Shield 104 185 11,800
SC 8 + Shield 104 185 10,800
SC 9 + Shield 104 185 9,600
SC 10 + Shield 104 185 8,400
SC 11 + Shield 104 185 7,700
SC 12 + Shield 104 185 6,600
Decay Coils + Shield (6) 87 296 12,600




3.8. Target Support Facility

HOLLOW
TUNGSTEN CARBIDE CONDUCTOR
SHIELDING MAGNET 3
IRON CORE
p——
AN
1111
AN
1YTI11#E1T]]
NN
HOLLOW
CONDUCTOR SECTION BB
- MAGNET 1
MAGNET SUPPLY HOLLOW
LINES CONDUCTOR

MAGNET 2

Figure 3.46: Section cut and end view of the resistive coil module.

superconducting coil.

3.8.4 Coil-to-Coil Forces, Method of Support and of Assembly

The net force on coils SC 1-25 is nearly zero, meaning it is a balanced system. SC 1
reacts to the forces of SC 2-25 with an equal and opposite force. However, the coil-to-coil
forces between individual magnets are large. SC 1 reacts to the accumulated forces of
the downstream coils with 23 million pounds (102.5 kN). The forces from SC 2-5 are,
respectively, 1.0x10° 1b, 6.6 x 10° 1b, 3.4x 106 Ib, and 2.3x 106 Ib. (The force contributions
from the remaining SC coils are ignored here since they are small by comparison.)

To minimize heat leaks into the SC 1-5 cryostat caused by large-area cold-to-warm-
to-cold supports, use of a common cryostat was chosen by the solenoid coil designers.
Therefore, the coil-to-coil supports are cold, but the cryostat structure must support the
total gravity load of coils SC 1-5. This is accomplished by making a cylindrical portion
of the radiation shield part of the cryostat (Fig. 3.43). The cryostat is assembled from
two sections onto a continuous cylindrical beam that is part of the radiation shield. The
cryostat/beam assembly is lowered into the target region of the tunnel, onto a pair of
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Figure 3.47: Decay channel cryostat module.

trunnion supports (see Fig. 3.48). The trunnion is located midway along the cryostat to
minimize the depth of pit area under SC 1-5, and to minimize the elevation of the crane
for installing SC 4-5. The cryostat is rotated so that the upstream end points up for
the installation of SC 1. The weight of the SC 1 is 61,000 Ib. The bridge crane is used
to assist lowering the main cryostat so that the downstream end points up and the coil
module consisting of SC 2-3 is installed followed by its inner shield. The cryostat is then
rotated again, with assistance from the crane, so that the upstream end points up. The
resistive coil module (iron plug, H-C 1-3, and shielding) is then installed into the inner
bore of the shield-beam. The cryostat position is reversed again and module SC 4-5 is
installed, followed by its inner shield. This sequence avoids exceding the 50-ton load limit
of the crane. Figure 3.48 shows the installation sequence of the coils in the main cryostat.

3.8.5 Decay Channel Coils

Each of the remaining cryostat modules contains a radiation shield 5-cm-thick, beam
mounted to the inner diameter of the cryostat shell. For the coils downstream of z = 6.1
m, the shield material is water-cooled copper or stainless steel. A homogeneous mix of
stainless steel balls (2 < d < 6 mm) is judged to be the most cost-effective approach, and
was used for the design.
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Figure 3.48: Installation sequence for the high field coils SC 1 and H-C 1-3, and
transition coils SC 4-5.

A separate vacuum boundary for the muon decay channel is pre-installed to the inner
shell of each shield/cryostat assembly. These are assembled so that the outer flange of
the vacuum boundary shell can be seal-welded to the flange of adjacent modules, and
subsequently cut for disassembly. Figure 3.47 shows typical side and end views of the
decay channel magnets, the vacuum flange attachments, and clearance for coolant lines.

3.8.6 Coil Replacement and Remote Handling

The solenoid magnets are designed to be lifetime components. However, they are con-
figured for remote replacement in the event of failure, since they will become highly
activated, and since the ability to replace any of them is critical to the operation of
the facility. The reverse of the assembly procedure described above is the disassembly
method to replace any of the coils. Removal of any solenoid cryostat requires removing at
least 24 shield slabs covering the tunnel. Each shield piece weighs 45 tons; ample space
has been provided on the crane hall floor to stack the shielding. Once the process of
removing shielding is started, personnel access to the crane hall is not permitted and re-
moval operations must be done remotely using the bridge-mounted manipulator system.
The maintenance cell located above the target hot cell is configured to accommodate the
cryostat modules for subsequent dismantling and waste disposal. The maintenance cell
is located adjacent to the staging area where new components are delivered and where
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waste disposal casks are shipped out of the facility. Figure 3.49 shows the maintenance
cell and its relation to the target region and the staging area.
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Figure 3.49: The target facility maintenance cell.

3.8.7 Facility Shielding

The facility shielding is designed to permit unlimited access to radiation workers in the
crane hall. The shield material and thickness limit the dose rate at the crane hall floor to
0.25 mrem/h (0.0025 mSv). A Monte Carlo neutron, photon, charged particle transport
code (MCNPX) using cylindrical geometry was prepared for neutronic calculations. The
results show that the shield over the target region should be 5.8 m thick and the shield
over the decay channel should be 5.2 m thick. For the purpose of this design, an average
thickness was used throughout, consisting of 5.2 m of steel to attenuate fast neutrons
and 0.3 m of concrete to attenuate slow neutrons. The model analyzed the shielding
requirement downstream to z = 36 m, but it is clear that beyond the decay channel, into
the first induction linac and beyond, similar facility shielding is needed, and the solenoid
components will have dose rates too high to permit hands-on maintenance. Therefore,
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the crane hall and the remote handling access that it provides to the target/capture
magnets should extend well beyond the end of the decay channel. It may be assumed
that the same crane hall configuration could be used to service the linear accelerator
regions downstream.

Figure 3.50 is a typical cross section in the decay channel showing the arrangement of
removable shield slabs. The dimensions for each shield piece are determined by limiting
their weight to 45 tons. The amount of shielding needed to limit the dose rate in the
crane hall to 0.25 mrem/h is 5.2 m of steel, covered with a 30-cm concrete layer. Each
slab layer is 46-cm thick, but the length and width varies, so each layer has offset joints
that avoid a streaming path to the crane hall. It should be noted that the width of the
tunnel decreases from 7 m in the target region to 5.2 m at approximately z = 7 m because
of the smaller diameter of the magnets downstream from SC 7.

The shielding requirement upstream of the target region to attenuate backscattering is
2.6 m of steel. This thickness was chosen to limit dose rate to 1 rem/h. A stacked assembly
of steel blocks is located in the 3-m-diameter vacuum vessel that encloses the proton beam
window and the mercury-jet nozzle. The beam window is located at z = —3.3 m and is
attached to the beam pipe feedthrough with a Grayloc® or Reflange© remote connector.
(The beam pipe diameter is assumed to be 25 cm, although that is not a limiting factor
for the remote connector.) This type of connector is well suited for reliable, robust
operations that are done frequently. Figure 3.42 is a section view of the vessel showing
the arrangement of the components it contains and the relation with the target system.
Removal of the nozzle insert and resistive coil module is through the vacuum vessel after
removing shield segments.

3.8.8 Maintenance Operations

The components in the target/capture facility fall into three maintenance categories, as
discussed for the target system. The basic maintenance requirements for the facility are
summarized in Table 3.17.

3.9 Target System Summary

This chapter has presented conceptual designs of components to generate pions by bom-
barding a jet of mercury with high-energy protons, and then to capture the pions with
a solenoidal field that bends the pion trajectories into helices that fit within the 0.15-m-
diameter solenoid bore.
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Figure 3.50: Facility shield over the decay channel.

The high-field region is 0.6 m long, with a peak field of 20 T. Downstream the field
drops adiabatically by a factor of sixteen to 1.25 T over a distance of 18 m, while the bore
increases by a factor of four. The mercury jet is 1 cm in diameter, with a speed of 30 m/s
and a tilt angle of 100 mrad relative to the axis of the magnetic field. An analytical
estimate predicts that the jet should enter the target region with little deceleration and
deflection. However, these calculations suggest that the jet must not encounter any strong
field gradient, if it is to avoid excessive shear and distortions in shape. We allow the field
to droop only ~ 5% over the 0.6-m-long target region. Confirmation of the need for field
uniformity comes from preliminary results from FronTier, a sophisticated hydrodynamic
code that can track the free interface of the jet as it deforms in a magnetic field or breaks
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Table 3.17: Maintenance requirements for the target/capture components. The
replacement times for the solenoid include the time for fabricate a re-

placement.
Component Class Expected Life Replacement Time
(yrs.) wks.)
Proton beam window 1 2 1
Vacuum pumps, valves, ... 1 7 1-2
Resistive solenoid module 2 > 40 30-40
High-field solenoids 2 > 40 50-60
30-40 (includes time to
Transition solenoids 2 > 40 30-40 ’
20-30 (includes time to
Low-field solenoids 2 > 40 20-30 ‘

up from shock waves.

Finite element analysis predicts that pressure waves from the instantaneous heating
of the mercury to several hundred degrees by the proton beam will splatter the jet com-
pletely. To replenish the 0.6-m-long jet in only 20 ms, the desired time interval between
proton bunches, dictates the 30 m/s jet velocity.

Radiation emanating from the target is intense. The computer code MARS predicts
that the neutral flux rate through the beam pipe is up to 3 x 10?° per cm? per year for
neutrons, and an order of magnitude higher for gamma rays. Charged particle flux rates
are 10?2 per cm? per year for hadrons and for electrons. The power dissipation is up to
2 W/g and the total radiation dose up to 4 x 10° Gy/yr. These levels require shielding
of many components, such as the pion capture magnet.

The pion capture magnet system is a hybrid, with many coaxial superconducting
coils and a resistive insert. The system stores 600 MJ, with a superconducting coil that
generates 14 T in a bore of 1.3 m. The resistive insert receives radiation so intense that
only ceramic insulation will survive. The baseline design for the insert uses water-cooled
hollow conductor insulated with a layer of magnesium oxide between its copper conductor
and sheath. To generate 6 T in a large volume, the coil consumes 12 MW and requires
many conductors in parallel in each layer to limit the hydraulic path length. For a design
lifetime of many years rather than a few months, the bore accommodates a layer of water-
cooled tungsten carbide ~ 10 c¢m thick to attenuate the radiation by a factor of 30. The
pion capture magnet employs superconducting coils of two types. High-field, large-bore
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coils employ cable-in-conduit conductor. The lower-field, smaller-core coils that ramp
the field down to 1.25 T employ Rutherford cable (as do the phase-rotation coils farther
downstream). All coils require shielding to limit the power deposition to < 1 W/m3,
to avoid quenching, and to limit the radiation dose to < 10 MGy/yr to enable organic
insulation to survive.

Additional engineering challenges are mercury containment, mercury jet capture and
diffusion, beryllium-window integrity and remote handling. The computer code MCNPX
predicts nearly 2 MCi of activation after only a hundred days of operation, with 105 Ci
remaining after 30 days of cool-down. The remote handling for maintenance and repair
must deal with masses up to 45 tons and with components with limited accessibility. All
of these components will benefit from additional research and development. Nevertheless,
all aspects of the technology appear feasible.
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Chapter 4

Decay and Phase Rotation Channel

4.1 Concept

The function of the phase rotation section of the Neutrino Factory is to reduce the energy
spread of the collected muon beam to a manageable level that will allow reasonable
throughput to subsequent system components. We see in Fig. 4.1 the consequences of
allowing the beam to drift without the application of properly phased acceleration. In
Fig. 4.2 we see the longitudinal structure of the beam after the application of our proposed
three-stage phase rotation system.

For a Neutrino Factory the requirements on the longitudinal phase space are quite
different than those for a muon collider. Unlike the muon beam for a muon collider we
can permit the captured muon beam to grow in its longitudinal dimensions and then
put it through a buncher system that will permit the cooling section downstream to be
operated with rf cavities having relatively high frequency.

If the process is done with a single drift and single induction linac, relativistic effects
cause a distortion of the rotated bunch such that the initially high energy particles end
up with a larger energy spread than the initially low energy ones. The use of at least two
induction linacs, with a drift between them, allows this distortion to be greatly reduced.

It is natural for both these induction linacs to be bipolar, with initial deceleration and
later acceleration. For technical reasons, such bipolar voltage pulses have been avoided
in the baseline design. In the case of the first linac, a hydrogen absorber is placed
immediately after it to reduce the beam energy, allowing the first linac to be unipolar.
This absorber also reduces the emittance, and is thus referred to as a “minicooler.” The
absorber is in two parts, with a field reversal between them to avoid the generation of
angular momentum.
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Figure 4.1: Beam longitudinal profile without phase rotation.

To avoid a bipolar second linac, it has been replaced with two linacs: the first unipolar
decelerating, the second unipolar acceleration (A slightly less conventional bipolar second
linac solution is discussed in Section A.2.4).

4.2 Drift Sections

A principal strategy for the drift sections of the capture/decay channel is to avoid the
m-resonances that will be present due to the necessary periodic structure of the solenoidal
magnetic field (resulting from gaps between the superconducting coils). Examples of these
resonances are located at the minimum (odd-7) and maximum (even-7) points shown in
Fig. 4.3. For drift sections, these nm-resonance points are approximated by

p=A— (4.1)

where p is in units of eV /¢, B is the average solenoidal field in Tesla, ¢ is m/s and the
period, A, is in meters.

Particle losses in a 3 T periodic solenoidal system are confirmed in Fig. 4.4 where the
spectrum of surviving particles after a 50 m drift is compared with the spectrum of the
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Figure 4.2: Beam longitudinal profile with non-distorting phase rotation.

source particles. The particle tracking for this example is done with ICOOL. Note the
appearance of particle losses in the momentum band of 150-200 MeV /¢ which agrees well
with the predictions seen in Fig. 4.3. Hence, if we wish to avoid particle losses in the
momentum region of 100 to 300 MeV/c then a channel based on a 1.5 T solenoidal field
and a 1 m period should be suitable.

We choose as the baseline for our decay channel the parameters B = 1.25 T and a
period of 0.5 m. We extend this periodicity throughout the capture channel to include
also the induction linac section, so that only the minicool section, with its single-flip
solenoidal field does not exhibit this 0.5 m periodicity. Using ICOOL, we have compared
the results of transporting the MARS-generated particles at the target through the exit of
the third induction linac for both the case of 0.5 m periodicity and an artificial constant
1.25 T solenoidal field throughout the channel (excluding the minicool segment). We find
that the total throughput of muons at the exit of the third induction linac is the same
for both cases.
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4.3 Induction Linacs

The muons drift first to spread out in time. The induction linacs then decelerate the
early particles and accelerate the later ones. Three induction linacs are used with lengths
of 100, 80 and 80 m, in a system that reduces distortion in the phase space of the
rotated muon bunch and allows the induction linacs to operate with unipolar pulses.
One additional feature of this design is that the 1.25 T transport solenoids are placed
inside of the induction cores to avoid saturation of the ferrites. The induction linac units
are similar to those being built for the DARHT project [1]; technical details are discussed
in Chapter 9.

Figure 4.5 shows the pulse shapes of three induction linacs and Fig. 4.6 depicts a cross
section of two units of the induction linac. The gaps in the solenoidal focusing, which
lead to the periodicity described in Section 4.2, are apparent.
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Figure 4.5: Pulse shapes of the three induction linacs.

4.4 The Solenoids

The decay and phase rotation region includes the IL1, the mini-cooler, IL2 and IL3, and
extends from z = 18 m (from the target) to z = 356 m. Within this region, there are
four types of solenoids.
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Figure 4.6: Cross section of two induction units.

1. From z = 18 m to z = 36 m, there is a decay section that has a warm bore diameter
of 600 mm. Around this warm bore is a water-cooled copper shield that is 100 mm
thick. The solenoid cryostat warm bore is thus 800 mm. The 18 m of decay solenoid
is divided into six cryostats each 2.9 m long. This same type of magnet is used for
the 9 m long mini-cooling sections on either side of the field-flip solenoid. As a
result, there are twelve magnets of this type.

2. The IL1 solenoids, which extend from z = 36 m to z = 146 m, have a beam
aperture of 600 mm diameter. Around the bore is a 10 mm thick water-cooled
copper radiation shield. The warm bore of this magnet cryostat is thus 620 mm in
diameter. There are 110 magnets of this type.

3. IL2 and IL3 and the drift between them extend, from z = 166 m to z = 356 m.
These solenoids do not require a radiation shield and have a cryostat warm bore
diameter of 600 mm. There are 190 magnets of this type.
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4. The field-flip solenoid between the two mini-cooling sections is 2 m long with a
warm bore diameter of 400 mm. There is only one such magnet.

Table 4.1 shows the design parameters for the induction linac solenoids and the
solenoids in the decay channel and mini-cooling channel. The 2-meter long field flip
solenoid is not included in this table. Technical details of the magnets are discussed in
Chapter 10.

4.5 Minicooling Absorbers

The baseline design includes two “minicooling” liquid-hydrogen absorbers, each 30 cm
in radius and 1.75 m long, preceded by a thin beryllium sheet and separated by a field
flip. ICOOL simulations have been used to propagate MARS-generated secondary par-
ticles from the primary target through the initial induction linac module to the minicool
absorbers. Tables 4.2 and 4.3 give the estimated power deposition in these absorbers for
each important particle species generated at the target. For each mode the total power
deposited in the absorber is about 5 kW. As seen in Fig. 4.7, the power dissipation in the
first absorber is peaked at the absorber’s upstream end. This energy dissipation peak is
due to the arrival of low-energy protons which are generated at the target and conducted
down the capture/decay channel. They are not removed by the induction linac because
they are out of time with the higher velocity mesons and electrons. A beryllium sheet
placed immediately before the liquid hydrogen absorber is used to absorb the low-energy
protons and reduce the peak energy deposition in the first several cm of liquid hydrogen.
However, even without this beryllium absorber foil, we find the volume power density in
the liquid hydrogen to be manageable.

4.5.1 Handling the Average Heat Load

Even without detailed refrigeration studies, we can be confident about the overall power-
handling capability of these absorbers based on experience with the Fermilab 15-foot
bubble chamber. The 15-foot bubble chamber was cooled by a 6.7kW refrigerator [2].
While considerably larger than a minicooling absorber, the bubble chamber had substan-
tially lower beam-induced power dissipation; the large refrigeration plant was required to
remove the heat generated by the work done on the fluid by the rapid-cycling expansion
piston.

Each minicooling absorber will have refrigeration requirements comparable to that of
the 15-foot bubble chamber. On the other hand, Table 4.4 shows that the refrigeration

4-8



4.5. Minicooling Absorbers

1st LH Mini—cool cell

|

e Positives

U
(@)
|

e Negatives -

~
@)
l

W
(@)
|

N
O
|

Power dissipation, W/cm

10 — mz‘ﬁ:@:::e@

A —@0— 0————:4;:::Q——:—f—:::gf:@:::%ﬁ PN

w w
0 S0 100 150

Length , cm

Figure 4.7: Power deposition along the length of the first minicool section.
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needed for the minicooling absorbers dominates that of the cooling channel itself (see
Section 5.3.6) and the extra complexity and reliability impact of operating two 15-foot-
bubble-chamber equivalents is worth avoiding if a practical alternative is available; these
considerations motivate the minicooling alternatives considered in Section 14.4.

4.5.2 Handling the Peak Power Density

Figure 4.7 shows the power dissipation wvs. position along the absorber, and Fig. 4.8
shows the transverse distribution. For comparison, the liquid-hydrogen target built for
SLAC Experiment 158 [3] is designed to handle 700 W, uniformly distributed over 1.5m
of length but with about 1 mm rms transverse beam size. While the power per cm at the
upstream end of the first minicooling absorber is more than 10 times that in SLAC E158,
the power per cm? is only about 1072 of that in E158. We therefore conclude that the
peak power density will not pose a problem and can be handled using one or the other
of the approaches described elsewhere in this report (see Section 5.3.6).

4.5.3 Window Design

Unlike the case for the SFOFO absorbers, in the minicooling absorbers muon multiple
scattering is dominated by the hydrogen, and muon-cooling performance hardly depends
on the details of the window design. Furthermore, a hemispherical window shape, which
minimizes the window thickness for a given strength, is practical for absorbers such as
these, whose length far exceeds their diameter. The American Society of Mechanical
Engineers (ASME) [4] specifies the minimum acceptable thickness for a hemispherical
window as

L 0.5PR

~ SE-0.1P’
where P is the differential pressure across the window, R the vessel radius, S the max-
imum allowable stress, and E the weld efficiency. For S, we follow ASME recommen-
dations and use the smaller of 1/4 of the ultimate strength, S,, or 2/3 of the yield
strength, Sy; in practice, for aluminum alloys, it is the ultimate strength that matters.
If we machine the window with an integral flange out of a single disk of material, as for
the cooling channel absorbers, there are no welds and we can take £ = 1. For 1.2 atm
operation, and given the ASME specification for 6061-T6 aluminum alloy, S, = 289 MPa
and we obtain ¢ = 250 pum. While a detailed finite-element analysis (taking into account
the stresses imposed on the spherical shell by the stiff flange) may result in a somewhat
thicker window, even windows as thick as 1 mm have been shown by simulation to have
negligible effect on muon-cooling performance.

(4.2)
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4.6 Summary

The guiding principle of the design for the Capture/phase rotation section of the front end
for the neutrino factory has been to achieve good performance while utilizing components
based on at-hand technology. Key components include large aperture superconducting
solenoids, 260 m of induction linac, and 3.5 m of liquid hydrogen absorbers. The gradients
required for the induction linacs are between 1.55 and 1.0 MV/m. The muon beam
delivered to the buncher has an rms energy spread, %E of 4.4% and contains 0.49 u/p
within the £3.50 boundaries of this energy spread.



€L -v

Table 4.1: Decay, phase rotation, and minicool solenoid parameters.

IL1 IL2,IL3 Decay Channel
Magnets Magnets Magnets
Magnet Mechanical Parameters
No. of cells of this Type 110 190 12
Cell length (mm) 1000.0 1000.0 3000.0
Magnet cryostat length (mm) 900.0 900.0 2900.0
Magnet coil package length (mm) 860.0 860.0 860.0
Number of coil packages per cell 1 1 3
Number of coils in the coil package 2 2 2
Length of each SC coil (mm) 360.0 360.0 360.0
Inner cryostat radius (mm) 310.0 300.0 400.0
SC coil inner radius (mm) 334.0 324.0 429.0
SC coil thickness (mm) 9.6 9.6 9.6
Support structure thickness (mm) 6.4 6.4 6.4
Magnet cryostat thickness at ends (mm) 55.0 55.0 80.0
Magnet cryostat thickness at center (mm) 80.0 80.0 80.0
Cold mass per magnet cell (kg) 207.6 201.1 911.1
Overall mass per magnet cell (kg) 277.3 268.0 1151.1
Magnet Electrical Parameters
Average central induction (T) 1.25 1.25 1.25
On axis induction variation (%) +2.5 +2.5 +2.2
Peak induction in the windings (T) ~1.6 ~1.6 ~1.6
Number of turns per cell 2532 2532 7596
Magnet design current (A) 392.8 392.8 392.8
Magnet design operating temperature (K) 4.4 4.4 4.4
Conductor critical current at operating T (A) ~1600 ~1600 ~1600
Magnet stored energy per cell E (kJ) 224 211 1103
Magnet self inductance per cell (H) 2.90 2.74 14.3
Superconductor matrix J (A mm™?) 249 249 249
EJ? limit per magnet cell (J A% m™*) 1.39 x 102 1.31 x 10% 6.86 x 10*

Quench protection method

quench-back quench-back

quench-back

Arewrung 9§
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Table 4.2: Power dissipation in the u* collection mode.

Power

(kW)

e ! ™ K p

positives
negatives

042 2.02 014 0 0.86
043 129 024 0 -

Table 4.3: Power dissipation in the p~ collection mode.

Power
(kW)
e W ™ K p

042 145 019 0 094
045 190 0.14 0 -

positives
negatives

Table 4.4: Absorber parameters.

Absorber Length Radius Number P P
(em)  (cm) (kW) (kW)
Minicool 175 30 2 ~H ~10
SFOFO lattice 1 35 18 16 ~0.3 ~4
SFOFO lattice 2 21 11 36 ~0.1 ~3




Bibliography

[1] M.J. Burns, et al., DARHT Accelerators Update and Plans for Initial Operation,
Proc. 1999 Acc. Conf., p.617.

[2] P.C. VanderArend, et al., 15-Foot Bubble Chamber Safety Report, National Accel-
erator Laboratory Report NAL-48-A-2624, July 1972, Vol. 3.

3] R. W. Carr et al., E158 Liquid Hydrogen Target Milestone Report, April 21, 1999,
http://www.slac.stanford.edu/exp/e158 /documents/target.ps.gz.

[4] ASME Boiler and Pressure Vessel Code, ANSI/ASME BPV-VIII-1 (American Soci-
ety of Mechanical Engineers, New York, 1980), part UG-32.



BIBLIOGRAPHY



Chapter 5

Buncher and Ionization Cooling

In this Chapter, the Buncher and SFOFO cooling channel are introduced and described.
Performance, systematic errors and tolerances are discussed. Design of the LH5 absorbers
is included here, in Section 5.3.6. Design of the rf components and superconducting
solenoid magnets are discussed in Chapters 8 and 10, respectively.

The designs presented here for the bunching and cooling channels employ a variety of
magnetic-focusing lattices. In these lattices, the solenoidal magnetic field is periodically
reversed in order to modulate the beta function, producing periodic minima and maxima
of beta, typically with local secondary minima and maxima located in between (see
Fig. 5.6). To be specific in our descriptions, we here define a “cell” to be that portion of
apparatus extending from one beta minimum to the next (for example, from one liquid-
hydrogen absorber to the next in the SFOFO cooling lattice described below). Note that
one cell of such a lattice thus corresponds to a half-period of the magnetic field.

5.1 Matching Section from the Induction Linac to
the Buncher.

After the energy spread of the beam has been reduced in the induction linacs, the muons
are distributed continuously over a distance of about 100 m. It is then necessary to form
the muons into a train of bunches prior to cooling and subsequent acceleration. First,
an 11-m-long magnetic lattice section (four 2.75 m cells) is used to gently transform the
beam from the approximately uniform solenoidal field used in the induction linacs to the
so-called “super-FOFO,” or SFOFO, lattice used in the remainder of the front end. This is
followed by the 55-m-long rf buncher itself, which consists of rf cavity sections interspersed
with drift regions. These two functions are performed sequentially for design simplicity.
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5.1. Matching from Induction Linac to Buncher

There is a significant advantage in using the same lattice in the buncher section as in
the cooling region to follow, since it avoids adding another complicated 6-dimensional
matching section.

Two distinct computer codes were used to simulate this buncher and the cooling chan-
nel: ICOOL [1] and Geant4 [2]. There is no shared code between the two programming
environments: Fortran for ICOOL and C++ for Geant4. The Geant4 and ICOOL imple-
mentations were based solely on the parameters listed below. After optimization, good
agreement, between these two codes was obtained, as shown in the performance section.
Thus, we have high confidence that the simulated cooling performance is realistic.

5.1.1 The Transverse Matching Section

The purpose of the transverse matching section is to transform the muon beam smoothly
from the approximately uniform 1.25 T focusing field in the induction linac to the 2 T al-
ternating polarity SFOFO lattice. The 4% rms momentum spread entering the matching
section is relatively small, so chromatic corrections are less critical than in the minicool-
ing field reversal. Table 5.1 gives coil dimensions and current densities for the solenoid
magnets used in the matching simulations.

Table 5.1: Matching section magnets.
z dz r dr Ji

(m) (m) (m) (m) (A/mm?)
0.358 1.375 0.300 0.100 -9.99
1.733 0.330 0.300 0.110  -15.57
2.446 0.187 0.330 0.330  -33.40
2963 0.187 0.330 0.330 35.19
4.008 0.330 0.770 0.110 67.41
5.146  0.187 0.330 0.330 43.75
5.663 0.187 0.330 0.330  -43.75
6.708 0.330 0.770 0.110  -66.12
7.896 0.187 0.330 0.330  -43.75
8.413 0.187 0.330 0.330 43.75
9.458 0.330 0.770 0.110 66.12
10.646 0.187 0.330 0.330 43.75

The magnet configuration at the beginning of the section, the axial magnetic field on-
axis, and the beta functions for three momenta are shown in Fig. 5.1. The magnetic lattice
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Figure 5.1: Magnet configuration, axial magnetic field and beta function of the
matching section to the SFOFO lattice.



5.2. Buncher Section

goes from a series of constant radius solenoids to an SFOFO cell structure consisting of
small radius coils at each end of a cell and a large radius coil in the middle. The axial
magnetic field in a cell peaks symmetrically near the two ends and has a smaller secondary
peak in the middle. The beta functions across the match are similar for the three momenta
shown, which vary in momentum steps of 7.5% from 185 to 215 MeV /c.

5.2 Buncher Section

The design principles for the lattice and details concerning the rf and other technical
components for the buncher section will be described later. Only the beam dynamics and
performance will be described here.

The buncher magnetic lattice is identical to that used in the first cooling section. It
contains rf cavities in selected lattice cells and no absorbers. The main rf frequency was
chosen to be 201.25 MHz in the front end, so that the beam would fit radially inside
the cavity aperture. Power sources and other technical components are available at this
frequency. The 201.25 MHz cavities are placed at the high-beta locations in the lattice,
just as in the cooling section. Harmonic cavities running at 402.5 MHz are placed at
minimum-beta locations, corresponding to where hydrogen absorbers are placed in the
cooling section.

The buncher comprises 20 lattice cells, each 2.75 m long. Maximum bunching effi-
ciency is obtained by breaking the region into three rf stages, separated by drift regions.
The locations and lengths of the buncher components are given in Table 5.2.

Second harmonic (402.5 MHz) cavities are used at the entrance and exit of the first
and second stages to linearize the shape of the rf pulse. All cavities are assumed to have
thin Be windows at each end. They are modeled in the simulation codes as perfect TMg;g
pillboxes. The window radii and thicknesses are given in Table 8.5. The electric field
gradient in the buncher ranges from 6 to 8 MV/m. A long drift is provided after the
first stage to allow the particles to begin overlapping in space.

Figs. 5.2 and 5.3 show the momentum-time distributions at the start, and after each
of the three buncher stages. Distributions are also shown at the ends of the first and
second cooling stages. In the last three distributions, ellipses are drawn indicating the
approximate acceptance of the cooling channel.

It can be seen that, at the end of the buncher, most, but not all, particles are within
the approximately elliptical bucket. About 25% are outside the bucket and are lost
relatively rapidly, and another 25% are lost in the cooling channel as the longitudinal
emittance rises due to straggling and the negative slope of the dF/dx curve with energy.
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5.3. Ionization Cooling Channel

5.2.1 Longitudinal-Transverse Correlation

A significant coupling develops in these pre-cooling stages of the Neutrino Factory (includ-
ing the induction linac) between a particle’s longitudinal and transverse motions. This
occurs because particles with different transverse displacements, or angular divergences,
take different amounts of time to move axially down the solenoidal lattice. They thus
arrive at the cavities at different points in the rf cycle, or at a different time with respect
to the induction linac pulse, thereby obtaining different accelerations and velocities. The
resulting correlation, shown in Fig. 5.4, can be expressed as

p=p,+ CA% (5.1)

where C' is the correlation coefficient and the transverse amplitude is defined as
o 17
Yo

This quantity is evaluated at a waist in the transverse plane.

The magnitude of the momentum-amplitude correlation coefficient is seen from Fig. 5.4
to be 0.7 GeV/c. This is a higher value than the 0.45 GeV/c that would be obtained
without the minicooling. Ideally, the correlation should be such that forward velocity in
the following lattice is independent of transverse amplitude. A value of approximately
1.1 GeV/c would be required for this.

Figure 5.4 shows also that there is little correlation between momentum and angular
momentum after the induction linacs, indicating that the field reversal in the minicooling
is correctly located with respect to the induction linacs.

+ 602, (5.2)

5.3 Ionization Cooling Channel

The rms transverse emittance of the muon beam emerging from the induction linac must
be reduced to ~ 2 mm-rad (normalized) in order to fit into the downstream accelerators
and be contained in the storage ring. Ionization cooling is currently our only feasible
option [3]. The cooling channel described below, as well as the one described in the
appendix, are based on extensive theoretical studies and computer simulations performed
in the same context as our previous studies [4, 3, 5, 6].

5.3.1 Principle of Ionization Cooling

In ionization cooling, the beam loses both transverse and longitudinal momentum by
ionization energy loss while passing through an absorber. The longitudinal momentum
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Figure 5.4: (top) Correlation between momentum and angular momentum; (bot-
tom) correlation between longitudinal momentum and transverse am-
plitude (see Eq. 5.2), after the induction linac (IL2).
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is then restored to the beam in rf accelerating cavities. This sequence, repeated many
times, results in a reduction of the angular spread and thereby reduces the transverse
emittance.

Tonization cooling is limited by multiple Coulomb scattering (MCS) in the absorbers.
To minimize the MCS effect on cooling channel performance, we must have rather strong
focusing at the absorber, with (| i, ~ 0.4 to 0.2 m at a momentum of 200 MeV/c.
Strong solenoidal fields are used for this purpose. Weak focusing, i.e., too large (3, at the
absorbers, leads to excessive emittance growth due to MCS. Too strong focusing is hard
to achieve for such large aperture beam transport, but can also be detrimental to the 6D
beam dynamics. As the angles, or beam divergence, get too large, the longitudinal velocity
decreases too much, leading to the wrong longitudinal-transverse correlation factor and
thereby resulting in unacceptable growth of the longitudinal emittance. Choosing the
right range of 3| ;i With respect to the operating momentum is a key to a successful
design [3, 6].

The approximate equation for transverse cooling in a step ds along the particle’s orbit
is [4]

dGN 1 dE‘u EN ﬁL(OOMGeV)Q

dey _ 1 dE, ex 5.3
ds P ds E,  20E,m, Ln’ (5:3)

where (3 is the normalized velocity, £, is the total energy, m,, is the muon mass, ey is the
normalized transverse emittance, 3, is the betatron function at the absorber, dE, /ds is
the energy loss per unit length, and Lp is the radiation length of the absorber material.
The betatron function is determined by the strengths of the elements in the focusing
lattice. Together with the beam emittance, the beta function determines the local size
and divergence of the beam. (Note that the energy loss dE,/ds is defined here as a
positive quantity, unlike the convention often used in particle physics.) The first term in
this equation is the cooling term, and the second describes the heating due to multiple
scattering. The heating term is minimized if 3, is small (strong focusing) and L is large
(a low-Z absorber).

The minimum normalized transverse emittance that can be achieved for a given ab-
sorber in a given focusing field is reached when the cooling rate equals the heating rate
in Eq. 5.3,

¢ . ﬁ L(14MGV)2

N 9 8m, B L
For a relativistic (8 &~ 0.87) muon in liquid hydrogen with a beta function 5, = 8 cm,
which corresponds roughly to confinement in a 15 T solenoidal field, the minimum achiev-
able emittance is about 340 mm-mrad.

(5.4)
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The equation for energy spread is

aapy _ 4%

d(AE,)?
ds dr,

(AB,)P) + S 55
ds

where the first term describes the cooling or heating due to energy loss, and the second

term describes the heating due to straggling. AF), is the rms spread in the energy of the

beam.

Ionization cooling of muons seems relatively straightforward in theory, but requires
simulation studies and hardware development for its optimization and application. There
are practical problems in designing lattices that can transport and focus the large emit-
tance beam. There will also be effects from space charge and wake fields, if the beam
intensity is sufficiently high.

We have developed a number of tools for studying the ionization cooling process. First,
the basic theory was used to identify the most promising beam properties, material type
and focusing arrangements for cooling. Given practical limits on magnetic field strengths,
this gives an estimate of the minimum achievable emittance for a given configuration.
Next several tracking codes were written, or modified, to study the cooling process in
detail. These codes use Monte Carlo techniques to track particles one at a time through
the cooling system. The codes attempt to include all relevant physical processes (e.g.,
energy loss, straggling, multiple scattering), and use physically correct electromagnetic

fields.

5.3.2 Concept of the Tapered SFOFO Cooling Channel

For optimal performance, the solenoidal field should not be kept constant during the
entire cooling process. In a cooling channel with a constant solenoidal field, the transverse
momentum of each particle will decrease, while the position of the Larmor center will
not, causing the net angular momentum of the beam to grow. To avoid this, we flip
the field while maintaining good focusing throughout the beam transport and low (3,
at the absorbers. One of the simplest solutions (the FOFO lattice), is to vary the field
sinusoidally. The transverse motion in such a lattice can be characterized by its betatron
resonances, near which the motion is unstable. The stable operating region is between
the low momentum (27) and high momentum (7) phase advance per half-period of the
lattice. (Note that a half-period of the lattice is one “cell” in our notation.) The SFOFO
lattice [7] is based on the use of alternating solenoids, but is a bit more complicated. We
add a second harmonic to the simple sinusoidal field, producing the axial field shown in
Fig. 5.5. As in the FOFO case, the axial field vanishes at the 3, ., position, located at
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Figure 5.5: The longitudinal component of the on axis magnetic field, B,, for a
typical SFOFO lattice.

the center of the absorber. This is accomplished by using two short focusing coils running
in opposite polarity. However, unlike the FOFO case, the field decreases and flattens at
B maz, due to a coupling coil located midway between the focusing coils, around the rf
cavity. The transverse beam dynamics is strongly influenced by the solenoidal field profile
on-axis and by the desired range of momentum acceptance.

This SFOFO lattice has several advantages over the FOFO:

e The betatron resonances are usually a nuisance, since they inevitably restrict the
region of stable motion. However, in this case they give us a strong, approximately
constant, focusing result (i.e., flat 3,) across the relevant momentum range, as we
operate between the 27 and 7 resonances. This is illustrated in Figs. 5.6 and 5.7.

Within this (albeit limited) momentum range the transverse motion is stable.

e For a given 3 yin, the SFOFO period is longer than the corresponding FOFO pe-
riod, allowing longer absorbers per lattice cell, thereby reducing the relative amount
of multiple scattering in the absorber windows. The longer period also allows more
room for all other components.

e The focusing coils can be located just around the absorbers, adjacent to the rf cavity.
Since the absorber has a much smaller outer diameter than does the rf cavity,
this arrangement allows the diameter of these high-field magnets to be reduced
considerably, with concomitant cost savings.
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Table 5.2: RF buncher component locations used in the simulations.

Length  Frequency Phase Gradient
(m)  (MHz) (deg) (MV/m)

Harmonic rf 0.186 402.5 180 6.4
Space 0.443

rf 4 x 0.373 201.25 0 6.4
Space 0.443

Harmonic rf 0.186 402.5 180 6.4
Drift 1 10 x 2.75

Harmonic rf 0.186 402.5 180 6
Space 0.443

rf 4 x 0.373 201.25 0 6
Space 0.443

Harmonic rf | 2 x 0.186 402.5 180 6
Space 0.443

rf 4 x 0.373 201.25 0 6
Space 0.443

Harmonic rf 0.186 402.5 180 6
Drift 2 3 x 2.75

Space 0.629

rf 4 x 0.373 201.25 12 8
Space 0.629

Space 0.629

rf 4 x 0.373 201.25 12 8
Space 0.629

Drift 3 2 x 2.75
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Figure 5.7: The 3, function versus momentum for the five SFOFO lattices de-
scribed below.

For a given lattice period, one can adjust independently the location of the two be-
tatron resonances, or, equivalently, the nominal operating momentum and the 3| ,,;, at
that momentum. By adjusting these two parameters, we can keep the (3, symmetric
about the required nominal momentum, and independently reduce the central 5, value.
However, this is true over only a limited momentum range. As we decrease the coupling
field and increase the focusing field, the momentum acceptance will shrink as the 7 and
27 resonances move closer to the nominal momentum. At this point, we are forced to
change the lattice period.

This brings us to the second improvement over the FOFO channel used in the previous
feasibility study: B min can be “tapered” along the cooling channel. One can slowly
increase the focusing strength at a fixed operating momentum, while keeping a reasonable
momentum acceptance. Were we to use a fixed (3| ,,in, as the cooling progresses, the rms
angle would decrease. The cooling rate would then also decrease as the heating term
due to multiple scattering becomes relatively more important. By slowly increasing the
focusing strength (decreasing (3, min), Wwe can maintain large rms angles at the absorbers
(0, = 0y = 0.1 rad), thereby keeping the relative effect of multiple scattering to a
minimum.
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5.3.3 Description of the SFOFO Cooling Channel

In this subsection, we describe the cooling channel from the viewpoint of the simulation
effort. Engineering details will be given later.

5.3.3.1 Lattices

The channel operates at a nominal momentum of 200 MeV /c. There are six sections with
steadily decreasing 31 jmn. In the first three lattices, labeled (1.i), i=1,3, the lattice cell
length is 2.75 m, and in the other three lattices, (2,i), i=1,3, it is 1.65 m. A cell of the
cooling lattice comprises one absorber, one linac and three coils. The matching sections
between these sections also consist of cooling cells, which differ from the regular cooling
cells only by the current circulating in the coils, with one exception: A different coil
length must be used in the matching section between the (1,3) and (2,1) lattices, where
the cell length decreases from 2.75 m to 1.65 m. The lengths of these lattice sections are
specified in Table 5.3. Coil dimensions and current densities are specified in Table 5.4.
In the simulations, it is assumed that the current density is uniform across the thickness
of the coil.

Table 5.3: Lengths of the sections and integrated length from the start of the cooling

channel.
Section Length Total length
(m) (m)
Cool (1,1) 4x 275 =11 11
Match (1,1-2) 2 x275=55 16.5
Cool (1,2) 4 x 275 =11 27.5
Match (1,2-3) 2 X 275=255 33
Cool (1,3) 4 x 275 =11 44
Match (1,3) - (2,1) 44 48.4
Cool (2,1) 12 x 1.65 = 19.8 68.2
Match (2,1-2) 2 x1.65=33 71.5
Cool (2,2) 8 x 1.65 = 13.2 84.7
Match (2,2-3) 2 x 1.65=3.3 88
Cool (2,3) 12 x 1.65 = 19.8 107.8

The design of the matching sections between regular sections of the same cell length
goes as follows. In all cases, a matching section is inserted that consists of two