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DRAFT
Neutron-proton effective range parameters and zero-energy shape dependence

R.. 'V. Hackenbllrg*
Physics Drpartment, Brookhaven N afional Laboratory, Upton, NY 11913

(Dated: June 14, 2(05)

A completely model-independent effective range theory fit to available, nnpolarizcd, np scattering
data bclnw 3 1-1cV determines the zero-energy free proton cross section 0"0 = 20.4287 ± 0.0078 b, the
singlet apparent effective range r s = 2.754 ± O.018stflt ± O.O,S6syst fm, and improves the error slightly
on the parahydrogcn coherent scattering length 0,,, = -3.7406 ± 0.0010 fm. The triplet and singlet
scattering lengths and the triplet mixed effective range arc calculated to he at = ,i4114±O.(1015 fm.
a" = -23.7153 ± 0.0043 fm, and pt(O, -ct) = 1.7468 ± 0.0019 fm. The model-independent analysis
also determines the zero-energy effective ranges by treating them as separate fit parameters ·without
the constraint from the deuteron binding energy ft. These are determined to be Pt(O, 0) = 1.70,) ±
0.023 fm and p," (0,0) = 2.665±0.056 fm. This determination of Pt(O, 0) and p., (0, 0) is most sensitive
to the sparse data bet\veen about 20 and 600 keV, \vhere the correlation behveen the determined
values of Pt(O, 0) and p., (0,0) is at a minimum. This correlation is responsible for the large systematic
error in T.,. l'vlore precise data in this ranp'"e are needed. The present data do not even determine
(\vith confidence) that Pt(O, 0) '# Pt(O, -f;), referred to here as "zero-energy shape dependence".
The ·widely used measurement of 0"0 = 20.491 ±0.014 b from Vi,r. Dilg, Phys. Rev. ell, 103 (197,»),
is argued to be in error.

PACS numbers: 13.75.C", 2;;.40.Dn, 29.85.+c

1. INTRODUCTION

The primary goals of this article are fourfold: first,
using a model-independent analysis, to extract from the
available data the best possible values of the effective
range theory (ERT) parameters for np elastic scatter­
ing (the spin-triplet and spin-singlet scattering lengths
ar and as, and their effective ranges Tt and T s , and the
zero-energy free proton cross section (To used to obtain
those four); second, to obtain the best possible model­
independent estimate of the mixed and zero-energy effec­
tive range difference Pr(O, 0) - Pr(O, -ft); third, to demon­
strate that there is a range of energy most sensitive to
this difference (\vhich turns out to be from about 20 keY
to about 600 keY); and fourth, to demonstrate that bet­
ter cross section measurements in this range are needed
for a useful determination of this difference. The ERT
parameters (especially 0"0), and this difference, have con­
siderable rele·vance to nucleon-nucleon (J.V1\T) potential
models.

l\Iuch of the work done in studying the J.V1\T interaction
is done using models of the .N J.V potential [1-4] . .N J.V po­
tential models have diverse Imv energy applications, such
as studies of nuclear structure [5], neutrino detection [6],
and pp weak capture [7], to name a few. .N J.V potential
models can also determine the ERT parameters. Partial
\va;ve analyses are used to fit the parameters of potential
models to a large body of data including high energy data
\vhich do not bear directly on the Imv energy parameters.
Thus, small, unnecessary errors may be introduced into
the low-energy parameters obtained from these models.

~hack(gbnl.gov

This is exacerbated \vhen Imv energy data are omitted
from the data sets [2]. If the data set is restricted to
sufficiently Imv energies, where only the S \va;ve is signif­
icant, an ERT analysis yields more accurate values for
these parameters because it does not depend on mech­
anisms, nor on the shape of the nuclear potential, and
is truly model-independent. Studies of charge indepen­
dence [3, 8, 9], for example, use the up singlet parameters
determined from an ERT analysis.

Some .N J.V potential models use the free proton zero­
energy cross section (To as an input. l\Iany of these use
the 1975 measurement by Dilg [HI], an = 20.491(14) b.
This ·value is de·viant from all previous values, such as
Honk's 1971 measurement an = 20.436(23) b [11]' but
only by about t\VO standard de·viations or less, because
of the larger uncertainties on the pre·vious measurements.
In 1990, Koester et al [12] determined an = 20.420(10) b,
\vhich is in good agreement \vith Houk's result. "lith
that small uncertainty, Dilg's ·value could no longer be
accepted as being \vithin two standard de·viations of all
other ·values. This should ha;ve laid the issue to rest,
but the Koester et al value ne·ver seems to be used. To
this day, some \vorks simply use the Dilg measurement
(e.g., [4, 8, 9]), either directly cited or indirectly (e.g.,
through [13, 14]), while some include both the Dilg and
Houk measurements (e.g., [1-3, 7, 15, 16]). l\Ieamvhile,
unnecessarily inaccurate and inconsistent ·values for (To,
and the resulting sets of ERT parameters, continue to be
used. This is especially relevant to the Imv energy appli­
cations of.NJ.V potential models. The Appendix attempts
to explain the problem with Dilg's result.

The remainder of this \vork deals \vith the simple,
model-independent \vodd of Imv energy data (5 \va;ve
only), and an ERT analysis. This work analyzes a con­
siderably larger body of data than pre·viously used for
this purpose, and the fit uncertainties are substantially



reduced from previous determinations. Some improve­
ments ha;ve been made to the method, including the
handling of a correlation behveen the triplet and sin­
glet effective ranges, \vhich does not seem to have been
pre'viously treated. This correlation results in a sub­
stantial systematic error on the singlet effective range.
By taking p,(O,O) and p" (0,0) as fit variables, without
taking (JI (0,0) = {JI (0, -Er) and constraining it with the
deuteron binding energy E/, it is possible to determine the
triplet zero-energy effective range (JI (0,0) separately from
{Jr (0, -Er) and \vithout reference to a model. To obtain
meaningful, statistical errors for (Jr(O, 0) and (JH(O, 0) as
fit variables, their correlation must be properly handled.
Such a determination of (JI (0,0) can tell us something
about shape dependence (i.e., the shape of the nuclear
potential), without any model-dependent assurnptions.

II. EFFECTIVE RANGE THEORY SYNOPSIS
AND ZERO-ENERGY SHAPE DEPENDENCE

The unpolarized, elastic np cross section (T is the spin­
\veighted sum of the noninterfering triplet and singlet
partial cross sections, thus

ERT gives both the triplet and singlet S \va;ve partial
cross sections as [17-20]

\vhere (Jd,(J,d,{Jdk are (Jr,(J,r,{Jrk for the triplet and
(JH' (IH' {JHI,: for the singlet, and \vhere (Id is the scattering
length and {Jdl,: is the effective range. The center-of-mass
(c.m.) mOInenturn is k, \vith k 2 = 2TnT (nonrelativisti­
cally), \vhere Tn is the reduced neutron-proton mass and
\vhere T is the cm. np kinetic energy (in natural units:
Ii, = e = 1). The relativistic relations actually used are
given in (3.13) and (3.14).

Equation (2.2) is exact because it defines {Jdl,:, \vhich is
shorthand for (Jd(O, T). In terms of the asymptotic (free
particle) Tip wavefunction 'L'd(T) and the exact (interact­
ing) Tip \vavefunction ud(T), both of \vhich implicitly de­
pend on the neutron-proton separation 'r, the function
pd(Ta,T,,) is defined as [17-19]

pd(T,,,T,,) '" 2 r;. [vd(Ta)Vd(Th) -lJ.d(Ta)IJ.AT,,)] , (2.3)./0
\vhere {Jd, 'L'd, Ud are {JI, 'L'r, Ur for the triplet and {JH' 'VH' u H

for the singlet, and where To and Tn are any t\VO values
of the c.m. kinetic energy. This definition satisfies (2.2)
exactly for To = °and Tn = T. The wavefunction 'Ud,

but not 'L'd, depends on the shape of the nuclear poten­
tial, and this shape dependence manifests itself as energy
dependence of {Jd. All of this concerns only the S \vave,
so there is no angular dependence; the \voni shape refers
to the dependence on T. The uncertainty principle pro­
hibits us from probing the fine details of the potential at
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lmvenergies. Therefore, the detailed shape of the nuclear
potential can only have a small effect on the spectrum,
as long as k-1 is much larger than the \vell size. Em­
pirically, \ve know that the energy dependence of {Jdl,: is
small, at least for lmv energies. The shape-independent
appnn:imation replaces {Jdk \vith the shape-independent
effective range I'd (a constant), thus

(2.4)

For T = -Ed, \vhere Ed is the deuteron binding energy
(Er for the triplet and EH for the singlet), \ve have the
Tni;I:f.~d effective runge [21],

\vhere the positive root is taken for the triplet, and the
negative root for the singlet. The nonrelativistic form
for Ud is shmvn, but the relativistic form (3.13) is used
in the calculations, \vith k2 = -O'~ and Ed = - T. In
the shape-independent ERT, for the triplet only, Prl,: is
taken as the constant 'rr = {hm, \vhich satisfies (2.6) and
is determined by (Ir, Er, and the relation

(2.7)

\vhich follmvs from (2.6). Since there is no measurement
of E H , (2.7) cannot be used to obtain {hm' Instead, 'r H

may be obtained from the three parameters (Ir, (J,H' Tr, and
a measured elastic cross section (Jk at C.lli. mOInenturn
k, through (2.1) and (2.4).

Consider that the zenJ-energy effective range PelO ==
(Jd(O, O) is a better approximation to Pdk == (Jd(O, T) than
is Pdm == (Jd(O, -Ed), if shape dependenee is admitted. At
the 'very least, \ve have lim:r--+o {Jdl,: = PdO. 'Vhile {J1O and
{JHO may be calculated with specific assumptions of the
triplet and singlet \va;vefunctions or potentials, it is both
possible and important to extract estimates of these from
data, \vithout reference to a model. The relation bet\veen
{JdO and {Jdm is independent of the energy T. Define the
constant £:1'rd such that

The condition £:11'1 -::j:. °is referred to in this article as
"zero-energy shape dependence". Although a survey of
nuclear-potential models exceeds the seope of this \vork,
these models universally predict a nonzero value for £:1Tr.
Given sufficiently precise measurements, £:1Tr can be used
to discriminate bet\veen (or improve) these models. As
\vill be seen, currently a;vailable measurements are not
quite up to this task.

It is of some interest to obtain EH (specifying the pole
position), \vhich is done by solving (2.6) for Ed, thus [22]

(Xd = PJ'~' (1 ± VI - 2Pdm/ad) , (2.9)

\vith Ed following from (3.14), taking k 2 = -O'~ and
Ed = - T. Of course, {JHm is not knmvn, so TH must be
employed.
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III. ERROR ANALYSIS
TAGLE I: The partial derivatives from (3.3) to (3.8).

The measurements and their uncertainties are:

The first group of derived quantities and their UIlcer­
tainties are:

(
OCTf)
OCTO

(
OCTf)
Da"

Dat 1

Dao 2471".'5
Dat - a" 1-=-.-+­Do,,, 12.'5 '2

Do'," -1

Dao 81r.'5
Da., a" 1-=-+­
Da, 4.'5 2

(3.1)

[23]

(3.2)

( " 2)ao = 7r 3az + as .

The parahydrogen coherent scattering length is

The uncertainties 60"01 6ar;, and r;(71,: are small and in­
dependent. Because its uIlcertainty is utterly negligible
compared to the others, fr is taken as exact.

The zero-energy (free proton) elastic cross section is
given by (2.1), taking k = 0 in (2.2), thus

0"0 ±6ao the zero-energy elastic cross section
(1(; ±6ac the parahydrogen coherent scattering length
17k ±60"k the elastic cross section at c.rn. IIlOIIlenturn k.

Equat.ions (3.3) and (3.4) are exact., and follow from (3.1)
and (3.2). The funct.ion CT,(k) is t.he theoret.ical t.riplet.
partial cross section; it is a shape-independent approxi­
mation if T{ is taken from (3.5). The quantity ask is the
estimated singlet partial (TOSS section. Equations (3.7)
and (3.8) follow from (2.1) and (2.4), and r., is t.he sin­
glet (Jppa'rent effedive 'range.

The determination of'rs from (3.8) contains contribu­
tions to its error from a{, as, f{, ak, and, if using {Jim

(instead of Pro) as 'rr, a systematic error from taking
D.'rr = 0, and further systematic errors from ignoring
the energy dependence of Plk and PsI,:. The latter may be
eliminated, in principle to \vithin any specified precision,
by taking ak at a sufficiently lmv energy. The statistical
uncertainty in Ts is

(3.10)

/ Dr., )
= \ DD-t., D-r,.

10-1 10° 10 1

Neutron (lab) kinetic energy (MeV)

l
P'~ +",", .. ( Dr.., )

ill I DD-r
• (!tm {

A

~ 0.0

,£j -0.1
~

-0.2

~ -0.3
'1) -0.4
on -0.5
~_ -0.6

'1) -0.7

·B -0.8
~ -0.9

~ -1.0

then the singlet apparent effective range obtained \vill be
the shape-independent 'value 'rs = TsO, with

FIG. 1: Contribution to the error br., in the singlet apparent
effective range r," from the measurement error bale in the cross
section ah, through (Dr.,/Dah)bale.
Curve A: bale = OJll b, i.e., for fixed errors.
Curve D: bah = 0.003 x ale, i.e., for variable errors, 0.3Jr;, of
cross section.

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

on fl.

the singlet scattering length
the triplet scattering length
the triplet mixed effective range.

. - / I (I 2),<; = V 12 an 1r - ac
as = ~ac - 3,<; a{ = ~ac + ,<;

T{ = {Jim + D.Tr (hm = 20'[1(1 -lfaro'r)

( ) _ 1[( -1 1. 2)2 "]ar k = 41r a r - "2T{k + k-

CT.,,, == 4CTk - 3CT,(k)

r., = 2k:-2(a:;' + '>I4,.,ICT.,,, - k2).

as ±6us
at ±6ar
fhm±6prm

These do not depend on ak. Only {Jim depends
The forrnulas determining these, 'rr, and 'rs are

(3.9)

At this point, D.'rr is an unknmvn constant, and is pre­
sUIned to be small. If D.T{ is ignored, using Prm for T{,

Table I shows the partial derivatives of the parameters
a{,as,T{,Ts with respect to ao,ac,ak,D.Tr. Figures 1 and
2 plot the contributions to rh's from the errors fJak, fJao,

and fJa c. In these figures, the curves are calculated using
the theoretical partial cross section as (k) from (2.4).
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r--. 0.01O
3Jj

~ 2
6 0.005 Q
~ ~ 1
~ v
v +J
v § 0
gf 0.000 -1
oj

~

~ v
-2v ~.'" -0.005 Vi -3~

u
~ -4
~

~ -0.010 -5
10-2 10-1 10° 10 1 102 10-2 10-1 10° 10 1 102

N eutron (lab) kinetic energy (MeV) Neutron (lab) kinetic energy (MeV)

FIG. 4: Dependence of r"O on i::!.rt, plotted as 8rsI8i::!.rt, from
Table I. ::;rotc: lim'l'--+O 8r,,18i::!.rt = -30) In.:: = 0.03564.

(J, (Jd, Pd, etc. The mappings k ++ T ++ TL employed in
the calculations in this \vork are always the relativistic
ones, thus, \vith E == Tnn + Tn,]! + T,

Failure to use the relativistic relations for the deuteron
binding energy results in about a 0.75 standard de'viation
shift dmvn in the triplet mixed effective range.

The masses and other physical constants used
here are from the 2004 PDG listing [24]: ml'

938.272 029(80) MeV/ c', m" = 939.565 36(08) YleV/ ,,2,
and fl.c = 197.326 968(17) YleV fm. The value uRed for
" iR that from [25], 'I = 2.224 56614(41) YleV.

(3.12)

(3.13)

(3.14)

(3.15)

2m~Td2mn+ TL )
k = -,------'-----'-"'-,----=_-

(rn'n + rnp )2 + 2TL Tn,]!

k2 = HE' - 2(m~ + m~) + em;, - m~)' / E2
]

T -·/k2 . 2 ./k2 .2- V ' + Tnn - rn'n + V ' + Tnp - Tn,]!

TL = T(T + 2m." + 2mp )/2mp-

~ 2.00
~
~v
v

1.5".p
.-"i
v
~

1.0

"·3
u
v 0.5~

~
~

0

U 0.0
10-2 10-1 10° 10 1 102

FIG. 3: Relative (or fractional) critical error size in the cross
section, defined as 5acrit/a from (2.1), (2.4), (3.11). l'vlcasnrcd
cross sections 'which exceed the theoretical cross section by
more than this produce nonsense (complex) values for r",

N eutron (lab) kinetic energy (MeV)

FIG. 2: Contributions to the error 61's in the singlet apparent
effective range r," from the measurement errors oao and 6a"
in ao and a".
Curve A: contribution from (Dr,,/Dao)fJ(To, for oao = OJll b.
Curve B: contribution from (Dr s /Da".)50',;, for oa" = 0.001 fm.

There is a critical errol' size 6acrit, \vhich £ol1mvs from
(3.8), \vhen the expression in the radical goes to zero, i.e.,
4W/(Jsk = k 2 . This occurs for (Jsk = (Js(k) + 46(JcriL, thus

(3_11)

This is plotted in Fig. 3 as a fractional error. Cross sec­
tion measurements that exceed the theoretical value by
more than this produce nonsense (complex) 'values for 'rs

from (3.8).
The form (2.4) yields lim:r---+x, (Jd = 16w/,.~k4, so the

expression in the radical of (3.8) should remain positive
as T ---+ 00. HO\\wver, higher 'waves increase the cross sec­
tion relative to (2.4), and it turns out that above about
100 ~'vIeV, the apparent effective range 'rs cannot be cal­
culated \vithout subtracting higher \va;ves.

Figure 4 plots the slope 81's / DD..Tr, \vhich describes how
D..'rt affects TsO.

The 'variables k, T, and TL , \vhere TL is the neutron
kinetic energy in the frame of the proton (lab), are used
interchangeably as the independent 'variable in e'valuating

IV, THE FIT

Historically, the most used method for obtaining the
ERT parameters starts \vith a direct determination of
at, (Is, and Tt (as (Jim) from the three measured values
(Jo, ae, ft, and the equations (3.3) to (3.5), leaving 'rs un­
determined. Any single measurement of a cross section
at a nonzero energy determines 'rs (as Tso) from the equa­
tionR (3.6) to (3.8), taking D.r, = O. Or, '(;.,0 can be de­
terrnined from a collection of such data using an L1\-'l8 fit,
\vhich is equivalent to a \veighted a;verage of single-point
determinations. In any case, (Jo and (Ie have all the influ­
ence on the parameters at, (Is, and Ptm, \vhile the higher
energy measurements have none.

The method for obtaining the shape-independent ERT
parameters with a fit takes D..'rt = 0 and 'rt = {Jim, con­
strained by at and ft with (3.5), and then fits the three
remaining parameters, at, as, and Ts (as TsO), to measure­
ments of (Jo, (Ie, and some set {(Jk} of measured cross sec­
tions at higher energies [26]. This determination of at, as,
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TABLE III: The Q." data considered for the fits. Values \vith
large X2 are excluded.

TABLE II: The ao data considered for the fits. Values \vith
large X2 are excluded.

No
Yes
No

YeslJ.

Included
in ll1.s'?

24
0.04

14.4
o

HJ71
HJ71
HJ75
HJ85

Year

HOlik
Koester
Callerame
Sears

Heference

aAdjusted from Koester and Nistler [14], 1975.

Heference Year "" " Included
b) in ll1.s'?

:n e oman J.. fit " es
11 llouk HJ7I 20.4::lfj(2:~) 0.102 Yes

I")I Dilg HJ7S 20.491(14) HJ.8 .1\oiJ
r2 Koesl,er 1990 20.420(10) 0.7S .1\0'

section data used for the fits. it \vould not be correct to
also include this value of ao.

Total cross section data \vere obtained from the Corn­
puterized Index to ~eutron Data (CI~DA) through
Brookhaven National Laboratory's NationaJ Nuclear
Data Center ("Il'\DC) [35] and from the lit.erat.ure. TheRe
data are shown in Table IV. The parameters used for cal­
culating the average X2 per datum shown in Table IV are
the shape-independent values from Sec. IV C; the param­
eters from [12] yield similar X2 . Data \vere not included
that had no stated uncertainties or large uncertainties
(more than 10% fractional error), or \vere from an un­
published thesis, or \vhere the results were not expressed
as up cross sections. The neutron capture cross sections
aM I and a HI are assumed to be negligible and \vere not
subtracted from the total cross sections. Higher \va;ves
\vere not subtracted. Corrections such as those for inscat­
tering, system deadtime, detector efficiency, the presence
of other nuclei, etc. are assumed to ha;ve already been
made to the published data [66]. Kone of the data abuve
50 ~'vIeV were used in the fits.

Oscillations and fluctuations are evident in the data
from [51] (Clement), [55] (FORt.er), and [54] (LarROn). An
assumption is made that these are artifacts, and that the
net effect over a large enough range is that they \vash
out. The fluctuations in [51] (Clement) are quite large
for energies belmv 2 l\ifeV. Although they do not exceed
the statistical errors for most of the data in that range,
this portion of the data from [51] \vas omitted from the
fits, as is suggested in [51]. The data from [54] (Larson)
and [55] (Foster) seem to suffer similarly belmv 5 l\ifeV,
so this subset \vas also excluded. The 12 points from [51]
abuve 18 l\ifeV and the 9 points from [54] above 45 ~'vIeV

have uncertainties approaching 5acril" and so \vere omit-

aError shown as adjusted by Engelke et al [31], 196;{.
bSee the Appendix.
eThis value is derived mainly from a pair of cross section mea­

surements which are included in the set of cross section data, so it
would not be correct to include this value of ao.

The measurements of ao and ac that \vere consid­
ered are shmvn in Tables II and III. The parameters
used for calculating the X2 values shown are the shape­
independent values from Sec. IV C, but the parame­
t.erR from [12], (I, = 5.411(3) fm, (I., = -23.711(6) fm,
'I", = 1.745(5) fm, and T" = 2.76(5) fm from [29], yield
similar X2 values. One measurement of ao and two of
(1(; were excluded because they are substantially de'viant
from most of the other measurements, as evidenced by
their large X2 ·values. The 'value of ao from [12] is derived
(mainly) from a pair of measurements at 1.97 keY and
143 keY. Since these two points are included in the cross

A. Data selection

and '{'80 differs only slightly, and not significantly, from
their direct determination, mentioned above. It is, hmv­
ever, more flexible in that it can determine ar, (1.8' '{'t, and
'('8 \vhen the measurements of ao, ac, and fer are singly or
jointly omitted. In particular, fitting \vithout employing
fer permits Pr(O, 0) (and therefore D..'{'r) to be determined,
and this is not othenvise possible.

The fitting algorithm is described in [27]. Cross
section measurements, incllHling ao, contribute terms
w X [a(fit) - a(meas)j2 to X2 , where 'w is the \veight, with
w = 1I52 from the measurement uncertainty 6', defined
as a standard deviation of a Gaussian distribution. l\ifea­
surements of ac contribute terms 'Il) x [(1.(' (fit) - a c (meas)j2
to X2 . The nurnber of degrees of freedom v is the nurnber
of data less the number of fit variables, and X~ == X2 Iv.
For independent variables and Gaussian error distribu­
tions. the fit uncertainties are standard deviations. if
X~ = 1 ± J2/v [28].

The correlation behveen the t\VO fit parameters ar and
(18 presents a small difficulty. T\vo 'variables :r and y
are substantially correlated if the increase in X~ from
a variation 5:,I; in :r can be substantially cancelled by
some opposing variation 5y in y, \vhere 5:r and 5y are
comparable in size to the standard deviations in :r and
y, or larger. ".Then this situation exists, the fit errors
from the fitter \vill 'I1/nderestimate the uncertainties in :r
and y. How much the uncertainties are underestimated
depends on how large these opposing 'variations can be
made compared to their respective standard deviations
\vithout X~ suffering a substantial increase from its min­
imurn. 'Vhether variables are substantially correlated
\vith each other depends on the type, range of energy,
and precision of the data to \vhich they are fit. To avoid
this difficulty, ao, (1.(', and '{'80 are taken as the fit variables,
\vith at and (1.8 following from (3.4). l\Ieasurements of ac
so tightly constrain the fit value of (1(; that it is practi­
cally fixed to that of a \veighted a;verage of the (1.(' mea­
surements. The cross section measurements determine
ao and 1'80, \vith the lmver energy measurements mainly
affecting ao and the higher energy measurements mainly
affecting 1'80. The effect is that these fit parameters are
for all practical purposes uncorrelated \vith each other.



TAGLE IV: The np total cross section data considered for the
fits. N is the number of points in a publication. Values in the
average X2 and average uncertainty (fraction of the measured
value, standard deviation) columns are calculated from only
the data bclnw 15 I'vIe\l, except as noted. ~one of the data
above 50 I'vIe\l ·were included in the fits. Only the data up to
3 I'vIe\l \'lere used for the main results. The parameters used
to calculate the average X2 are the shape-independent values
from this \'lork.

HeL FirsL J.V Average Average i'v1in. i'v1ax.
Author une.

,
'"

energ)· energy
perc. :.\leV :.\leV)

12 Koesj,er 2 0.21 2.66 0.00HJ7 0.14:i
:i6 Kirilyuk 2 0.14 0.407 0.rl02 0.145
:i7 FujUa 1 O.D 0.117 0.02:i645 rU)2:i645
:i8 IIFrisch 4 2.8 2.::16 0.0:i5 O.MJ
:i~J Allen 5 2.6 0.26::1 0.06 0.S5
40 Uailey IS :i.8 0.971 0.:i5 6
[:ur'Engelke 2 0.2S 2.7 0.MJ26 :i.186

14'1'%en", , 0.::1 2.::IS 0.5mJ 2.0m
42 IICierjacks 1066 2 0.42 0.70145 :U.9~J

4:i Lampi 0 2.2 0.624 O.UJ8 4.97
44 11 ClemenLs 17 0.46 4.S9 0.841 HJ.957

~45rFields 2 0.::19 0.692 1.005 2.S:i
46 IIPhillips S7 0.72 1.91 1.05:i 18.S56
47 Koesj,er 2 1.6 0.96::1 1.:i 2.1

14TS1"," 1
0.S4 0.0::121 1.:U2 1.::112

MJ SchwarL'I 16S2 1.S 0.8S1 1.447 14.97
50 Davis 27 0.94 1.4S 1.5 27.S15
51 (·ClemenL 100 0.98 1.12 2 17.976

[52JdI\ereson ::18 10 O.071S 2.~J5 I:i.1

[5:irHafner 1 0.::18 0.14::1 4.748 4.748
54 "Larson ::142 1.6 0.96 5.rlO04 44.64:i
55 f Fosj,er 111 2.1 1.17 5.012 14.68~J

56 IIUraLenahl 6 1.8 4 7.17 14.02
57 Cook 8 1.7 0.977 14.1 18
58 YUowen 6::1 4.8 2.97 15.8 IlLS
5~J YPej,erson 5 2.::1 S.69 17.8 2~J

60 YGroce , O.Sl ::1::1.1 Hl.565 27.95
61 Y\Vesj, 5 :i 0.87:i HU8 :iO.46
62 YUrad.y 8 0.78 4::1.1 24.6:i 5~J.:i5

6:i YT'a.ylor 5 :i.4 0.0::102 ;i8 15:i
64 YLisowski 11::1 1.::1 2::1.7 ;i9 UJ:i
65 YHillman , 5.4 4.SS 47.5 88

aData not included in fits.
bEnergy as adjusted by [66].
cThe data below 2 I\IeV and above lR ~,leV are excluded.
dData included despite the large, 10S{, average uncertainty; the

uncertainties appear to be overstated.
"The data below;; MeV and above 4G ~,leV are excluded.
fThe data below;; MeV are excluded.
gColumns' values calculated with data up to GO MeV.

ted. The data from [38] (Frisch), [44] (Clements), [46]
(Phillips), and [56] (llratenahl) are substantially deviant
from the other data, as indicated by their large aver­
age X2 , RO they \vere excluded. I3ecause of the apparent,
RyRtematic shift in the data from [42] (Cierjacks), corn­
pared to the other data, theRe data \vere excluded, de­
Rpite their good, average X2 (v.,Thich merely reflectR that
the Rtated uncertaintieR are large enough to include this
Rhift). There are a few publicationR J data which \vere re­
tained, despite Reeming to be RubRtantially deviant from
other data, becauRe they ha;ve only a fe\v pointR (3 or
leRR). For Ruch small statisticR, the average X2 per datum
iR not a reliable determination of their deviance. The
data from publicationR which are all above 15 l'vIeV \vere
not excluded, deRpite the large, average X2 for some. A
poor fit iR expected for theRe beG-luRe of contributionR
from higher waveR. These data do not affect the main

6

reRults, \vhich involve only the data up to 3 l\IeV.
The reRults presented here depend on the particular

choiceR made in the data selection process. Several alter­
native RelectionR \vere made, \vhere the more deviant data
\vere not cut out. ThiR resulted in parameter ·variationR
not entirely in agreement \vith the final valueR from this
\vork. If the published uncertaintieR of the selected data
are not too far off from being Rtandanl deviations (aR
may not be true for the excluded data), and if there are
no syRtematic errors \vhich approach or exceed the given
uncertainties, then the meaRurementR will be appropri­
ately weighted and any likely selection biaR affecting the
reRulting fit parameterR \vill be reflected in the fit errors.

B. The S wave

The 5 \vave partial cross Rection approacheR a conRtant
in the limit of zero energy, \vhile the partial (TORR sectionR
for the P, D, and all \vaves higher than S approach zero
in thiR limit, i.e., fL ""-I k 2L as k --+ 0, where fL is the am­
plitude for the \va;ve \vith orbital angular momentum L.
The contributions from higher angular mornentllIn \Va;VeR
increaRe \vith energy, reRulting in a decreaRe in the appar­
ent effective range THO and an increaRe in X~, if they are
ignored. In order to maintain full model-independence,
it is neceRRary to ignore the higher waveR, but it is im­
portant to justify that ignoring them iR valid for a usable
range of lmv energy. Clearly, by ignoring higher \Va;VeR, at
any energy, Rystematic errors are introduced, but theRe
\vill be Reen to be much Rmaller than the RtatiRtical er­
rors. As will be demonstrated in Sec. IV C, the need for
any wave higher than 5 iR not apparent from the data in
the limit of zero energy (i.e., belmv 3 l\IeV \vith thiR data
set).

Table V RhowR the partial cross RectionR, uRing the
dominant phaRe RhiftR from Table V of [1] at 1, 5, 10,
and 25 ~'vIeV, calculated from

\vhich includeR an integration (}ver 41T Rolid angle and the
statistical factor. 5, L, and J are the Rpin, orbital, and
total angular mornentllIn of the up RyRtem. l'vExing is
ignored in (4.1). Taking into account D / S mixing (i.e.,
mixing of the L = J - 1 and L = J + 1 states for J = 1),
represented by the J = 1 mixing angle Sl, yields

a(i 51) = 1Tk-2 (~lf?iiSl cos 2s1 -1- ~'iei(iSl+8:d Rin 2s11
2+

+ tle2iiSl cos2s1 -1 + -v'2ie i (iS 1 +82) sin2s11
2

) (4.2)

a(i D 1 ) = 1Tk-2 (t 1 e2iiS2 COR 2s1 -1- -v'2ie i (Sl +iS2)Rin 2s11

2+

+ ~ le2iiS2 cos 2s1 - 1 + ~iei(Sl +iS2) sin 2s1 1

2
), (4.3)

where 6, = 6('51 ) and 62 = 6('D, ). These follow from
Eqs. (16), (17), and (18) of [1]. Table V also shows the
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C. The shape-independent fits

TAGLE V: The partial cross sections O'eS +1L.J) calculated
·with (4.1) from the largest np phase shifts 5eS +1LJ) from
Table V of [1] for 1, ,), 10, and 2,) I'vIe\l. The 3S1 and 3D1

·waves are treated both ''lith cl = 0, and ''lith cl from Table
V o£ll] with (4.2) and (4.3). The ratios 0-(28+1LJ )/0- with the
total cross section use a from this ''lork. The ratios 50'/0' arc
the relative (statistical) cross section errors, from this ·work.

and would guarantee a good fit even \vith a poor set
of parameters. It is preferred to regard the experimental
uncertainties from their respective publications as preem­
inent, and thereby retain their utility in deciding \vhether
or not to retain a given set of data, or whether or not the
data are \vell-represented by the parameters for a given
range of en,j'KY. So, the requirement for a "gooer' fit, that
X~ = 1 ±. 2/v, must be interpreted sorne\vhat loosely.
The Imvest energy fits, for data belmv 1.0 ~'vIeV, ha;ve ·very
fe\v degrees of freedom, and are especially susceptible to
errors in this small subset of the data.

Only T'sO ·varies significantly amongst the fits below
15 ~'vIeV. The decline of T'sO and the increase in X~ with
Tmax abuve 5 l\leV may reasonably be interpreted as be­
ing due to higher \va;ves. Det\veen 1 and 4 I'vIeV, the
variations in fit ·values of TsO are not quite significant.
The barely significant increase in T'sO between 4 ~'vIeV and
5 I'vIeV could possibly be due to small errors in the data
(contributions from higher \va;ves should ha;ve the oppo­
site effect). The 3 MeV fit is in the middle of the range
uver \vhich T'sO is nearly constant (and where there is a
good quantity of data), and is \vell below the region for
\vhich there is unrnistakable evidence of higher \vaves.
Furthermore, the 3 ~'vIeV fit has nearly the lowest X~,

\vhile also ha;ving nearly the smallest errors for the fit
parameters. Therefore, the best fit in Table VI is taken
as the 3 l\leV fit. Variations in the parameters from the
2 to 4 ~'vIeV fits are roughly the size expected from statis­
tical fluctuations, and are not in the direction expected
for them to be due to ignoring higher \va;ves. Therefore,
any systematic errors introduced by ignoring the higher
\vaves are small compared to the statistical errors. Sig­
nificant shape dependence as a function of energy (i.e.,
Pdk -::j:. PdO) from 0 to 3 ~'vIeV is not e·vident, also because
the variations are of the size expected for statistical fluc­
tuations.

\'lhile these conclusions ha;ve merit by themselves, they
are closely supported by Table V. The increase with en­
ergy in the higher \vaves in Table V shmvs good corre­
spondence \vith the falloff in T'sO in Table VI. The first
partial cross section (higher than S) comparable to the
cross section uncertainty is the 1PI \vave at 5 I'vIeV. 1'\0

\vave higher than S in Table V at 1 ~'vIeV registers any
contribution greater than 2% (1/45 for the ::I D 1 \vave) of
the error in the cross section. The phase shifts for 3 ~'vIeV
are not given in [1], but a conservative estimate, assurIl­
ing the amplitudes scale like k 2L between 1 and 5 I'vIeV,
and taking the geometric average of the scaled 1 and
5 ~'vIeV partial cross sections for 1PI and :i D 1, puts the
sum of those waves' contributions at 0.41 of the statisti­
cal error (standard deviation) in the 3 1'v1eV cross section.
At 2 1'vIeV, that contribution has dropped to 0.10 of the
statistical error. The net systematic contribution from
ignoring the higher \va;ves should therefore be much less
than half the size of the statistical errors. The rise in
T'sO from 0.5 to 5 1'vIeV (ignoring higher \vaves should n;­
dnce T'so) is indicative of systematic errors in this range of
data. The large, systematic error on T'sO obtained in the

hallT 0.00048
0.41862 0.2S7:i4
O.OOO::lS 0.00021
0.00004 0.00002
1.21S64 0.747:i0
1.21SS2 0.7472:i
0.00002 O.OOorll
0.0002::1 0.00014

a IT 0.00045
2.0::lS::I6 0.4UJ07
0.0000::1 0.00000
0.00000 0.00000
2.22778 0.S24:ifi
2.22779 0.S24:i7
0.00000 0.00000
0.00002 O.OOorll

SIT/IT _ 0.00056
0.19S40 0.208~J8

0.0007:i 0.00078
0.00028 O.OOo:iO
0.74496 0.79fi7:i
0.74467 0.79fi42
0.00011 0.00012
0.0004::1 0.0004fi

tilT/IT 0.00080
0.06281 0.17057
0.00126 0.00:i42
0.00218 0.005~J2

0.::10461 0.82714
0.::104::12 0.82fi:ifi
0.0007S 0.0020:i
0.0010S 0.00285

1T(28+1 L.J )

b)

IT 1.62670 b

S(28+1L./)

de rees
1 i'vieV IT 4.248SS b

fi2.068
-0.187

0.006
147.747
147.747
-O.OOS
-O.OOS

"1 = 0
"1 = 1.79::1
"1 = 0
"1 = 1.79::1

"1 = 0
"1 = 0.10S
"1 = 0
"1 = 0.10S

.For 11.,

.For 11., 5 i'vieV

For 11., 25 :.\leV a 0.::16826 b
50.90

-fi.::I11
:i.708

80.6::1
80.6::1
-2.799
-2.799

For 11., _ 10 :.\leV a _ 0.9::1S02 b
5~J.96

-:i.O::l9
0.846

"1 = 0 102.611
"1 = l.1."i9 102.611
"1 = 0 -0.677
"1 - l.1."i9 -0.677

fi:i.6::1
-1.487

0.222
"1 = 0 118.178
"1 = 0.672 118.178
"1 = 0 -0.18::1
"1 - 0.672 -0.18::1

\-\lave
28+1 L./

"5r and" Dr parlial cwss sections fwm (4.2) and (4.3).
Taking or = 0 in (4.2) and (4.3) yields (4.1) for both.

For perfect agreement between the (TOSS sections from
[1] and this work, the nurIlbers in the last column of each
section of Table V should add up to unity (counting the
:i Sl and :i D 1 only for one of the t\VO ·values of c1)' There
is a small disagreement behveen the total cross section
from this \vork and from [1], \vhich is likely due to the
use of the Dilg cross section there, which causes the low
energy cross sections to be increased (see the Appendix).

Table VI shmvs the results of fits of 0'0, (J,c, and T'sO to
the data set. The data were selected for each fit by cut­
ting on the neutron (lab) kinetic energy at Tmax = 50,
40, 30, 20, 15, 10, 5, 4, 3, 2, 1 and 0.5 I'vIeV. The gen­
erally too-good X~ reflect that most of the experimental
uncertainties are overestimated. To correct this, the un­
certainties from different publications would require dif­
ferent scaling factors to correct them. This is not done,
since such a scaling \vould be biased by the results here,
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TAGLE VI: 3-paramctcr (shape-independent) fits. The fit parameters arc ao, a", rso, except for the last fit. The shapc­
independent singlet apparent effective range is rso = p.,o - (br.,) .6.rt' ,vhere (Jr,,) llTt is the nnlmmvn systematic shift in r"O from
taking llrt = O. The value of T mrrx shmvn is the highest energy in it data set. The errors on ao, 0,,,, r"O arc from the fitter.
except for the last fit: the others arc propagated from the fit errors using Table 1. The fit chosen as the best fit is in boldface.

0.7543 818
0.fi70S ::190
1.2041 19
0.702S B

0.7S4::1 818

20.4287(78) -3.7406(10)
20.42,s;WHJ) -::I.740fi(10)
20.427(11 -::1.7405(10)
20.424 11 -::1.7405 10)

2.754(18)
2.n9(:iO
2.fifi7(52
2.574 fil

errors or ao, ac . anc (!tm, are I.lne erestuuaLee '.
2.754(18) 20.42,s7(:U) -::I.740fi(14)

1.7468(19)
1.74fi7(24
1.74fi4(27
1.745827

as, ane propagatec
1.74fi82(8:~)

It at, as, r"so.
S.411;n(fi5)

5.4114(15)
S.411;~(HJ

S.4111(21
S.4105 21

;~.OOO

3.000
2.000
1.000
0.49;~

l;ooax(l'vieVl Ilt Ifm) as Ifm) Plm ([nl 'l'sll ([m lTD (b) etc (I'm) " "..C>uu a.;?~~)~)~~ -=~:~:~;~~ .:;! ~: ~~1~( ~~
:..,?~;)~);J c<'"~~~)~,) -~:~:~;~(~~)

du.," :";,±?O
;~9. 765 S.;~91;~(12 ::lCl) 2.6019UJ5 20.;~25;~((jl 0.9996 24::14
29.n4 S.;~959(12 -2:Ui72:i ::lCl) 1.7271(lfi 2.fi440UJ5 20.;~4,s9(fil -iL7422.s(95) 0.9fiS::I 2::191
20.000 S.405;~(12 -2;~.fi~J84 ::14) 1.n~Jl( lfi 2.n47UJ7 20.;~9n(fil -::1.741;~0(9fi) 0.9079 2::112
15.000 S.40,s2(12 -2;~.70fi5 ::14) 1.7427(lfi 2.7fi4fiUJ8 20.4122(fil -::I.74100(9fi) 0.8847 224::1
10.000 S.411;~(12 -2;~.7l54 ::14) 1.74fi8(lfi 2.,s02(1O~ 20.42,s7(fil -::I.740fi7(9fi) 0.84::1::1 1945

5.000 S.412,s(Li -2;~.7HJ:~ ::17) 1.748fi(17 2.,s17(14 20.4;~fi1(fi8 -::1.7405;H9,s) 0.7991 12S9
4.000 S.411,s(14 -2;~.7lfi7 ::19) 1.7474(18 2.7Rfi(15 20.4;U;~(72 -::I.74059(9,s) 0.7849 1078

TAGLE VII: 4-parameter (shape-dependent) fits. The fit parameters are ao, G.", pw, p.,o, except for the last fit. There is no
sYstematic shift in p,o from !J.rt. The fit errors for pw and p,o are underestimated. This table is othenvise similar to Table VI.

:L;ooax l1\1eV) at Ifm) as (I'm) )to (fm) DsO (I'm /Til (bI a c (I'm y2

"49.900 5.40fi~>1~< 2;~.7000 4fi) 1.S777 ::17) 2.;~;~57UJ4 20.400:~>~~< ;~.7407 10 0.,s907 24SS
;~9.7fi5 5.40fi2(lfi) -2;~.7002 4fi) 1.S8::1fi ::17) 2.;~50,s(~J5 20.40l0(,s4) -;~.7408 10 O.,sfi,s;~ 24::1::1
29.n4 5.40fi::l(lfi) -2;~.7004 4fi) 1.S8fiS ::18) 2.;~5,s4(~Jfi 20.40l::l(,s4) -;~.7408 10 O.,sfifi;~ 2::190
20.000 5.4074(lfi) -2;~.70:n 4fi) 1.fi1S4 ::18) 2.4;~91UJ8 20.4074(,s4) -;~.74rJ7 10 0.,s7l,s 2::111
15.000 5.408S(lfi) -2;~.70fi~J 4fi) 1.fi::lfiO ::18) 2.499;~(~HJ 20.4l::l2(,s4) -;~.74rJ7 10 O.,sfi;n 2242
10.000 5.4098(lfi) -2;~.7l05 4fi) 1.fiS42 ::19) 2.55fi(1O 20.4198(,s4) -;~.740fi 10 0.,s;~09 1944

5.000 5.411::1(17) -2;~.7lMJ 47) 1.fifi::l8 S::I) 2.599(14 20.4281(,s7) -;~.7405 10 0.7Rfi1 12S8
4.000 5.4111(17) -2;~.7l42 48) 1.fi792 fi::l) 2.fi2;~(15 20.42fi8(,s,s) -;~.7405 10 0.7770 1077
;~.OOO 5.4110(1,s) -2;~.7l41 SO) 1. 7042 78) 2.fifi1( 18 20.42fifi(92) -;~.7405 10 0.7517 817
2.000 5.4109(20) -2;~.7Li8 S7) 1.fi71(19) 2.fi;~0(:iO 20.42fi(10) -;~.7405 10 0.fifi2,s ::189
1.000 5.4107(21) -2;~.7Li2 fi2) 1.S7(12) 2.59;~(52 20.42S(11) -;~.7405 10 1.2452 18
0.49;~ 5.4107(22) -2;~.7Lil '" 1.8S(Hj) 2.fi091fil 20.42S(11) -;~.7405 10 0.7525 12

.1:<'11, Pto,Ps() wltll Ilxwl at, as tram l)es1, 111, 01 Tal)le V1. TillS IS taken as 1.11e l)esL sllape c ependenL li(.
;~.OOO 5.4114(15) -2;~.7l5:~(4::1) 1. 70S1 (78) 2.fifi5(18) 20.4287(fi5) -;~.740fi(::Il) 0.7511 81S

next section Rupports this, and, in light of that syRtem­
atic error, the Rignificance of ignoring the higher \VaVeR iR
further (and drastically) reduced.

The Rhape-independent ERT parameters, the ·values of
ao and ac, and the Ringlet binding energy (pole pORition)
are determined to be

(II = 5.4114 ± 0.00l5 fm

(I., = -23.7153 ± 0.0043 fm

'Tl = PI(O, -Cl) = 1.7468 ± 0.00l9 fm

'rs = TsO = 2.754 ± OJ118s1,aL ± 0.056sYSL fm

ITo = 20.4287 ± 0.0078 b

(Ie = -3.7406 ± 0.00l0 fm

c., = 66.25 ± 0.13 keY. (4.4)

The errorR are Rtandard deviations, although no correc­
tionR have been made to account for the lmv ·value of X~,

RO the errorR might be uverRized by roughly 10%. All the
errors are RtatiRtical. The syRtematic error Rhu\vn for 'rs

iR explained in Sec. IV D. The error Rhu\vn for f s is cal­
culated uRing the larger, RyRternatic error on T s . Kone of
the other pararneterR have significant RyRternatic errorR.

Kote that the fit value of ae iR practically fixed to that
of [34], because of itR Rrnall uncertainty. The fit value of
ao iR rnoRtly determined by the 1.97 keV rneaRurernent
from [12] and the 2 keY measurement from [36]. The ITo
data [11, 31] have a fairly small effect on the fits.

A fit using (ll, (I." and 'T.,o, instead of ITo, (Ie, and 'T.,o,
iR shmvn in Table VI to illuRtrate the correlation be­
hveen ar and as and itR effect on the fit errorR, as men­
tioned earlier. The valueR obtained for the pararneterR
are the same, except that the errorR for at, as, and {Jim
are Rrnaller by about a factor 2 (i.e., the errors for sub­
stantially correlated variableR are undereRtimated by the
fitter). The fit error on TsO iR the Rarne in either case.

D. The shape-dependent fits

Fits \vere made in \vhich 'rr \VaR fit, rather than be­
ing taken as Prm from (3.5) with t1Tr = O. ".Then
fit like this, Tt iR the triplet (Rhape-dependent) appar­
ent effective range, a determination of Pro == Pr (0,0) =
lirnl'--+o Pr(O, T), and T s iR the Ringlet (shape-dependent)
apparent effective range, a deterrnination of PsO

Ps(O,O) = limT--+o Ps(O, T), but \vithout a Rystematic con­
tribution frorn taking t1'rr = O. TheRe fitR are Rhown in
Table VII. TheRe are called "Rhape-dependent'; because
they are done \vithout the Rhape-independent approxi­
mation Prk = Prm. If the data \vere Rufficiently precise
(they are not), theRe fitR vmuld preRllIuably Rhmv an en­
ergy dependence from neglecting the Rhape pararneterR
in the effective range expanRion (Ree Sec. V), in addition
to the effectR of higher \v;-);veR (this iR alRo true of 'rsO in
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the shape-independent fits). These fit 'values of Pro and
PsO appear to be significantly different from the values of
Prm and TsO of Table VI. The values of ar and as differ in­
significantly between Tables VI and VII (below 20 MeV).
A fit varying only Ts and Tr, "\vith a{ and as fixed to the
best-fit values from Table VI, is shmvn at the bottom of
Table VII, for the data up to 3 1\1eV, and this is taken as
the best shape-dependent fit. This last fit omits the (To
and arc data, since these data have no effect on this fit.

The apparent difference in Tables VI and VII between
the values of IJrm and Pro, and bet\veen 'f"sO and PsO, is
deceiving at this point, because the fit values of PIO and
PsO are correlated, \vhich means that their fit errors are
underestimated. Figure 5 shows the effects on the ERT
cross section of shifting T{ and Ts up, separately and
in tandem, by amounts \vhich anticipate the results be­
lmv. (There is no particular reason for shmving Tr and 'f"s

shifted up, rather than dmvn, \vhich \vould have produced
a similar, but iIlverted, set of curves.) The shift in cross
section from about 2 ~'vIeV to 10 1\iJeV is almost negligible
if both Ts and T{ are shifted by those amounts. There­
fore, cross sections in that range do not tightly constrain
'f"r and Ts if they are varied simultaneously. The shift
in cross section increases abuve 10 1\leV, but there the
higher \v;-);ves are significant and cannot be ignored. The
shift in cross section is larger belmv 2 1\leV, but there are
not enough, precise data belmv 21\iJeV to constrain T{ and
'f s more than they ;-1lready are by the data above 2 ~;IeV.

Thus, a substantial correlation exists behveen 'f"r and Ts.
This eorrelation is obscun;rl \vhen Ts is fit \vith 'f"r fixed
to Ihm (constrained by ar). \Vhen Tr is fixed, the value
of Ts is much more sensitive to the data above 2 ~iIeV, as
shown by the lower curve in Fig. 5. If the actual 'value of
£:1'f"r is sufficiently dose to zero, then fixing 'f"r to Prm \vith
ar through (3.5), and 'varying Ts (as 'f"so), \vill provide the
best fit values for the ERT parameters (least affected by
errors in the cross section data), but there remains an
unknmvn contribution to 'f"sO from either a true, nonzero
value of £:1T{ (shape dependence), or, from errors in the
data giving rise to a false, nonzero value of £:1Tr (looks like
shape dependence). In either case, the existence of this
unknmvn contribution to TsO is not apparent, so long as Tr
and 'f"s are not varied simultaneously (and independently
of ar and as).

To obtain statistically meaningful errors for the fit 'val­
ues of Pro and PsO, one more type of fit is employed. The
parameters ar, as, Pro, and PsO are fixed at their values
from the bottom of Table VII, and a ne\v variable £:1IJr,
representing a perturbation in Pro, is introduced as the
sole fit parameter. The correlation between PsO and PIO is
given by (3.10). The change £:1p'~ in PsO needed to (sub­
stantially) cancel the effect on X~ from the change £:1pr
in Pro is given by (8'f"s/8£:1T{) £:1pr. Throughout the fit,
Pro and PsO are varied according to

V. DISCUSSION
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(5.2)

(5.1)

23456789

Neutron (lab) kinetic energy (MeV)

k' - - -I I .. ' P 'k 4,eOtad - -ad + '2PdO. - dPdO' + ...

e"" r~:.-_--,,...,,,,,,========== ..J{j 0.000 If

·3u
~ -0.005
~
~

2
u -0.01 0 lLu.uJ-LUu.Lu..uili.LLLLu.u.J.L.LL.LU..LU..Lu.uJ.L.Uu.L.........J

o

The Bethe equation is

The CFS [69] form is [26, 28, 67, 68]

. _ -I I 2 .4/( 2k cot <Sd = -ad + '2PdOk - Pdk 1 + (ldk ).

The zero-energy shape dependence considered here
(\vhich is independent of energy) must be distinguished
from the shape dependence \vhich is more generally spo­
ken of (which is dependent on energy). The (old) effective
Iange expansion [17, 26, 67, 68] is

0.005 rrnTrlTnTnn""nn""nOTTOTTOTTTTTTTTTTTTTTTTTTnTn"TTT1

'Vith these uncertainties, \vhich are considerably larger
than those from Table VII, the differences bet\veen Ihm
and Pro and bet\veen TsO and PsO are not quite significant,
being less than t\VO standard deviations apart. The sta­
tistical error on PsO is taken as the systematic error on
Ts due to ignoring £:1T{.

(110 '" (II (0,0) = 1.705 ± 0.023 fm

(1.,0 '" (I., (0,0) = 2.665 ± 0.056 fm (4.6)

Do'rl '" (110 - (11m = -0.042 ± 0.024 fm.

FIG. ,): Thc cffects on thc ERT cross scction of shifting rt np
by 0.023 fm and r s np by 0.0,)6 fm, separately and in tandcm.
Linc at zero: ERT cross section, using the shape-indcpendent
parameters from this \vork.
Lmver curvc: only T., is shiftcd.
1-1iddlc curve: T., and Tt shifted in tandcm.
Upper curvc: only rt is shifted.

its fit-error is not zero. and is correctly determined as
a standard deviation if the errors in the data follmv a
Gaussian distribution and if X~ = 1 ±J2/v. The mean
value of 8Ts /8£:1T{ is 2.3729, using the data of the best
shape-dependent fit, at the bottom of Table VII. The
fit has X~ = 0.7502, with v = 816. The fit-values from
Table VII and the fit-errors from this £:1pr fit, propagated
through (4.5) for P:~o and p~o' are

(4.5)

"lith this prescription, £:1pr fits to a value of zen), but -1 1 .2k cot <Sd = -ad + '2Pd/,)l. , (5.3)



10

FIG. 6: Differences bchvccn the measured np total cross sec­
tions for the data below 1 1-1cV used in the fits, and the ERT
calculation (measured - calcnlated).
Reference line at zero: Parameters from (4.4).
Lnwcr curve: rt = phn + 0.023 fm and T" = rso + 0.056 fm.
Upper curve: rt = ptm. - 0.023 fm and r," = r"O - 0.056 fm.
Dat.a: [12] (Koester). [37] (Fujit.a). [31] (Engdke), [41]
(P,wnitz), [36] (Kirilyuk), and [43] (Lampi). The data which
arc off-scale arc not shmvn (d. Table IV).

sparse. l\Iore precise data in this region \vould greatly
impr(}ve the situation: a single cross section \vith a pre­
cision of 0.4 mb near 131 keV \vould reduce the errors
on Pro and £:1rr to about O.OCll fm. As it stands, £:1'rr is
more a measure of errors in the data than a measure of
zero-energy shape dependence.

Potential models predict 'various differences bet\veen
Pr(O,O) and Pr(O, -fr), and there is much to be gained
from comparing such predictions \vith the experimental
difference, as obtained by the model-independent analy­
sis described here. For the present, £:1rr is insufficiently
\vell-determined to be of any use in such a comparison.
The mutual relation, or correlation, bet\veen experimen­
tally determined values of (!.,(O,O) and (11(0,0) has a
mutually degrading effect on their determinations, and
therefore also on D.'rl '" f!1(0,0) - (11(0, -EI)' The im­
proved Imv-energy cross section measurements required
to (}vercorne this degrading effect, in order that this anal­
ysis may bear its full fruit, are not exceedingly difficult
to make, nor costly, and may have lacked only a motive
to make them. It is hoped that this motive is nmv pro­
vided. and that this old \vell is not quite so dryas may
have been supposed.

DKoester

<> Fujita
V Engelke
£l.Poenitz
oKirilyuk
• Lampi

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Neutron (lab) kinetic energy (MeV)

f- 'I 'I' 'I' 'I 'I 'I 'I 'I _

Y -

'" -
.-{ -

+
-
-
-

~., .L .L.I .1 ,I ,I .1 -

0.05

0.04
v5 0.03
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~
4-< 0.01
'B
" 0.00

",g -0.01

&:il -0.02

~ -0.03

8 -0.04

-0.05 a

\vhich is exact, \vith (Jdk == (Jd(O, T). Then

llsing (2.8). The large, uncertain value of D-.rr deter­
mined here suggests that deterrninations of the spin­
triplet shape-dependent coefficients PI and (]r may suffer
from considerable systematic errors, especially because
£:1'rr (as determined here) almost certainly represents er­
rors in the data.

ReTruu'k on effective range e:qmnsions: The series (5.1)
is not a theoretically justified form, and suffers from con­
vergence problems, \vhich the CFS form avoids. 'Vhether
a series such as (5.1) converges well enough depends on
the range of energy and the precision of the available
data; their coefficients are inhen;ntly dependent on the
range of energy of the data, and have no physical sig­
nificance. Historically, expansions in k;2 originated \vhen
high energies were not a;vailable and convergence \vas not
an issue. Their continued, \videspread use may ha;ve to
do \vith the misconception that the k;2 terrn in the I3ethe
equation is the first-order term in a k;2 expansion, which it
is not; the k;2 term has an e:rad origin in the I3ethe equa­
tion [17]. The effedive range should never be e:qmluled
in a k 2 series.

Figure 6 emphasizes hmv poorly determined are PIO,
PsO, and therefore £:1rr, by the data available. 'Vhether
the reference line or one of the curves fits the data better
can hardly be decided. The ma...ximum separation be­
t\veen the upper and Imver curves occurs at 131 keV; a
simultaneous determination of Pro and PsO is most sen­
sitive to a measurement at this energy. The sensitivity
falls to half-maximurn at 23 and 620 keV. Figure 6 shmvs
that the useful data between 23 keV and 620 keV are 'very
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(A.l)<7101 = <70(1 + A/Td + (<7 - (70) + <7Mr·

The ((T - (Tn) terrn represents the change in cross section
\vith neutron (lab) kinetic energy TL , from (2.2). a.Ml

is the 1\11 radiative neutron capture cross section. The
parameter A is a function of the molecular makeup, and
it depends on the temperature. The parameter A may
be nearly constant (}ver some ranges of energy, but gen­
erally depends on the energy in a manner \vhich requires
a substantial theoretical effort to predict. In measure­
ments of the cross section, A is determined by a fit to a

Consider a neutron beam scattering on a proton tar­
get. The cross section (T as given by (2.2) \vith (2.1) is
the free proton cross section, \vhich is the elastic cross
section \vhich \vould be measured if the struck protons
\vere not bound in molecules. The zero-energy free pro­
ton cross section (Tn is given by (3.1). For neutron ener­
gies well above the 'vibrationalle'vel-spacing, the inelastic
molecular contributions from vibrational excitations can
be handled by introducing a molecular-'vibration correc­
tion factor [70-72]. The total cross section becomes

(5.4)

(5.5)

(ldk '" (ldQ - 2Pdk2 / (1 + (ldk')

(Jdk e:: {Jdm + £:1'rd - 2Pdk2/(1 + (]dk2),



subset of the data \vhich is \vell-described by a constant
A. "\Vhile the fit 'value of A for a given target cornposi­
tion at a given temperature shmvs reasonable agreement
\vith theory (when calculations exist), the agreement is
not generally excellent, and it is the fit value of A \vhich
is employed in the reduction of the data to determine ao.
The top hvo entries in Table II were obtained \vith this
technique.

If the data set is restricted to energies sufficiently abo-ve
molecular binding energies, the proton can be treated as
free, and ao obtained by extrapolating (or fitting) with
(2.4). If the energies are low enough such that the un­
certainties in the effective ranges have little effect on the
result, the extrapolation does not contribute significantly
to the error. The last entry in Table II and the result
from this work both fall into this category.

The Dilg measurement of an [10] used an energy at
\vhich the molecular correction terrn aoA/TL in (A.1)
should be small but not quite negligible, and should
nearly cancel \vith the (a - ao) ternl. The result in [10]
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