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Preface to the Series 
The RIKEN BNL Research Center (RBRC) was established in April 1997 

a t  Brookhaven National Laboratory. It is funded by the "Rikagaku 
Kenkyusho" (RIKEN, The Institute of Physical and Chemical Research) of 
Japan. The Center is dedicated to the study of strong interactions, including 
spin physics, lattice QCD, and RHIC physics through the nurturing of a new 
generation of young physicists. 

The RBRC has both a theory and experimental component. The RBRC 
Theory Group currently consists of about twenty researchers, and the RBRC 
Experimental Group, of about fifteen researchers. Positions include the 
following: full time RBRC Fellow, half-time RHIC Physics Fellow, and full- 
time, post-doctoral Research Associate. The RHIC Physics Fellows hold joint 
appointments with RBRC and other institutions and have tenure track positions 
at their respective universities or  BNL. To date, RBRC has -40 graduates of 
which 14 theorists and 6 experimenters have attained tenure positions at major 
institutions worldwide. 

Beginning in 2001 a new RIKEN Spin Program (RSP) category was 
implemented at RBRC. These appointments are joint positions of RBRC a n d .  
RIKEN and include the following positions in theory and experiment: RSP 
Researchers, RSP Research Associates, and Young Researchers, who are 
mentored by senior RBRC Scientists. A number of RIKEN Jr. Research 
Associates and Visiting Scientists also contribute to the physics program at the 
Center. 

RBRC has an active workshop program on strong interaction physics 
with each workshop focused on a specific physics problem. Each workshop 
speaker is encouraged to select a few of the most important transparencies from 
his or  her presentation, accompanied by a page of explanation. This material is 
collected at the end of the workshop by the organizer to form proceedings, 
which can therefore be available within a short time. To date there are seventy- 
three proceeding volumes available. 

A 10 teraflops RBRC QCDOC computer funded by RIKEN, Japan, was 
unveiled a t  a dedication ceremony a t  BNL on May 26, 2005. This 

- .- supercomputer was designed and built by individuals from Columbia 
University, IBM, BNL, RBRC, and the University of Edinburgh, with the U.S. 
D.O.E. Office of Science providing infrastructure support a t  BNL. Physics 
results were reported at the RBRC QCDOC Symposium following the 
dedication. A 0.6 teraflops parallel processor, dedicated to lattice QCD, begun 
at the Center on February 19, 1998, was completed on August 28, 1998 and is 
still operational. 

N. P. Samios, Director 
May 2005 

*Work performed under the auspices of U.S.D.O.E. Contract No. DE-AC02-98CH10886. 
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Agenda for 
the Dedication of the RBRC QCDOC Computer 

Date: Thursday, Mav 26,2005 
BNL Bldg 510, Large Seminar Room 

Dedication of RBRC QCDOC: Physics Large Seminar Room 

(Chair: S. Ozaki) 

1O:OO AM Welcome Remarks Praveen Chaudhari, BNL Director 
10:30 AM Remarks Yoshiharu Doi, Executive Director of RIKEN 
11 :00 AM Remarks N.P. Samios, Director of RBRC 

11:30 AM Dedication of QCDOC at the Computing Center, Bldg. 515 

12:OO Noon to 2:OO PM Lunch: South Room BNL Center 

Symposium on RBRC QCDOC Physics Large Seminar Room 

(Chair: Jeffrey Mandula) 

2:OO PM 

2:30 PM 

3:OO PM 

3:30 PM 

4:OO PM 

4:30 PM 

5:OO PM 

QCDOC: From Chips and Boards 
to Quarks and Gluons 

Norman Christ, Columbia 

New Physics Programs on QCDOC Taku Izubuchi, RBRCKanazawa U. 

Kaon Physics Christopher Dawson, RBRC 

Break 

(Chair: G. Bahnot) 

Simulating HOT Matter on COOL 
Computers 

Frithjof Karsch, BNL 

QCDOC and Domain Wall Fermions: 
Making Lattice QCD Simpler 

Robert Mawhinney, Columbia 

Adjourn 
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Dedication of the RBRC QCDOC Computer 
Welcome Remarks by Praveen Chaudhari 

Director, BNL 

I would like to welcome all of you to Brookhaven National Laboratory. This is a very 
special day for the laboratory and a very special day for the partnership between RTKEN, 
Columbia, IBM, and Brookhaven. I want to say a few words of reminder about the 
evolution of this partnership and mention a few names that played a key role and 
continue to do so. 

It was ten years ago that the Memorandum of Understanding was signed between RZKEN 
and Brookhaven establishing a spin physics program at this laboratory. About two years 
later, the RIKENBrookhaven Research Center was formed, and the forerunner of the 
machine that we are dedicating today was proposed. This was the QCDSP computer 
built in a partnership between Columbia University, IBM, and Brookhaven and, of 
course, RIKEN was the financial driving force behind it. So this was the beginning of 
not only the spin physics program --- experiment and theory --- but also the beginning of 
a larger enterprise--- the QCD laboratory, with three legs of experiment, theory, and 
lattice gauge calculations. 

The people who played a key role and, one in particular, who set the standard is well 
known to everyone: T.D. Lee. I saw his beautiful sketch of the two bulls on the entrance 
wall of the QCDOC room. If you imagine TD to be one then the other bull is Dr. Noyori 
of RIKEN. The two together make the RBRC succeed. The other person I want to 
recognize is Norman Christ. Without these players we would not be here today. 
Nick Samios has taken over from TD in running the RBRC. Nick, I hope, will follow the 
approach that Bruce Stillman at Cold Spring Harbor is taking and that is every time 
Jim Watson, who is their TD, is promoted to replace Jim, he elevates Jim to a higher 
designation. So Nick, you will have to find a suitable title for TD. 

I believe that QCDOC represents a class of machines that people have been struggling to 
design for some time. For example, when I was at IBM it occurred to me that as a 
computer company we ought to be designing special purpose machines to solve special 
and important scientific problems. Computer simulation or lattice gauge calculations of 
QCD, as an important science problem, were proposed. So in 1982 or thereabouts, we 
went out and hired a man who had worked with Norman, his name is Don Weingarten. 
We told Don, along with some computer scientists who were present at the IBM 
Laboratory at Yorktown, to design and build a special purpose computer for QCD. The 
first of these special machines, and at that time we had what we thought was a 
tremendous goal, was designed to achieve 11 gigaflops. This machine, called, GF-11 , 
was built and operated. Interestingly enough, when we started to build GF-11 our 
colleagues in the computer science department realized that perhaps they also ought to be 
building a special machine that would do something equivalent to GF-11 but in computer 
science, and so they came up with a machine that was designed to compete with 
Garry Kasparov in chess. This was the genesis of themachine called "DeepBlue." 
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It eventually beat Kasparov. I thought you might find the connection between QCD and 
chess interesting. GF11, for its time was great. However, it was evident that even more 
powerful machines were needed to achieve the precisions that were desired. And so the 
quest continued. 

I believe, as you look at computational science of the Euture, there are two extremes of 
machine design to consider: one of them is a very special purpose chip like the grape 
chip, which does molecular dynamics very well and, I expect, a machine using the grape 
processor will be the first machine to break the petaflop barrier. However, the grape chip 
is not very flexible. It can only handle a limited set of scientific applications. The other 
extreme are the vector supercomputers epitomized by Cray. These can do a great variety 
of computing tasks and have well developed software applications. They are, however, 
relatively expensive, power hungry and space hungry and so it is difficult to expect the 
performance of these machines to go beyond 100 teraflops or thereabouts. But there is a 
class of problems that need, QCD being one of them, 100’s of teraflops or perhaps 
petaflops of computer power. In order to avoid the extremes of grape or the conventional 
supercomputers, we need architecture that will enable us to reach the petaflop regime 
without restricting the number of applications unduly. Perhaps unknowingly, this is what 
Norman Christ and Bob Mawhinney did with their QCDOC design. I know 
Jim Davenport and Jim Glimm, who are here with us today, are leading an effort to try to 
understand what other applications can be run efficiently on QCDOC. 

The other story I want to tell you is what happened to the daughter of QCDOC. A1 Gara, 
who was a member of the team that designed QCDOC, joined IBM and he helped design 
a class of machines called blue gene L. These machines have been designed to have a 
broader application base but, of course, they can also do QCD if need be. They have 
already demonstrated they can achieve well over a hundred teraflops. 

You can see how the quest for QCD lattice gauge calculations lead in one case to the 
field of chess playing machines and in another to a design suitable for commercial 
applications with a wider application base than grape. 

I have spoken longer than I usually do or had planned to. I want to congratulate all the 
team members on helping put the QCDOC machine together and that includes 
Ed McFadden and his team. It is indeed a special day to dedicate this 10 teraflops 
machine. Once again, I thank all of the people who made this happen. 
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Dedication of the RBRC QCDOC Computer 
Remarks by Yoshiharu Doi 
Executive Director, RZKEN 

My thanks to Dr. Chaudhari for the warm welcome and to our BNL friends for their 
kind hospitality. 

I would like to begin with a brief message from RIKEN president, Ryoji Noyori. He has 
asked me to send to you his sincere regrets for not being able to be here on this special 
occasion, and he thanks all of you for preparing such a a well-organized and wonderful 
celebration. President Noyori looks forward to meeting Dr. Chaudhari and the BNL 
personnel when he visits here this October. He is also looking forward with pleasure to 
seeing the BNL facilities for himself. 

It is indeed a joy to be celebrating the dedication of the QCDOC today. This machine is 
a forerunner of the next generation of computers and is the crystallization of the 
collective wisdom and knowhow of RIKEN, Columbia University, and BNL. At 10 
teraflops, the QCDOC is the fastest dedicated lattice QCD calculator in the world It is 
most fortunate that RBRC can possess and operate such a machine. The young scientists 
here have the double good fortune of access to the QCDOC and the guidance of some of 
the leading minds in the field of lattice QCD. I look forward to seeing very satisfying 
reports on the results of their advanced research. 

The RBRC was established in the autumn of 1997 by then-RIKEN president Akio 
Arima and Professor T.D. Lee in emulation of the Niels Bohr Institute which was one of 
the leading laboratories in the early years of quantum mechanics. Under the leadership 
of Professor T.D. Lee, the RBRC has come very close to achieving its ideal of providing 
a stimulating environment for advanced research by young scientists from such well- 
known institutions as Columbia University and MIT as well as the Brookhaven National 
Laboratory itself. This environment is, of course, even further enhanced by the RHIC, 
which is one of the world’s most advanced relativistic heavy ion colliders. 

The RBRC has achieved excellent research results and sent out many nice scientists into 
the world. In particular, the recently announced discovery that matter in the earliest 
stages of the universe may have been a liquid-like quark-gluon plasma suggests that 
RHIC and the new QCDOC may open up completely new possibilities in the search for 
the origins of the universe and matter that go well beyond anything we can imagine 
today. Nothing could be more appropriate in this year of 2005, which has been called 
the World Year of Physics in celebration of Albert Einstein’s 1905 publication of his 
thee major papers on quantum theory. 

I have been told that the QCDOC has 6,144 daughter boards incorporated in each of 192 
motherboards. It has a calculation speed 10 times as fast as the current QCDSP, and 
with excellent cost performance of less than one dollar per megaflop thanks to its 
extremely simple lattice QCD calculation system. It is also highly energy efficient 
compared to conventional super computers, consuming only five milliwatts of 
electricity per megaflop. Finally, the new machine is also easy to maintain. 
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One cannot consider the QCDOC without first taking a look at its QCDSP machine 
completed in 1998. Professor T.D. Lee and others worked hard to keep the QCDSP 
production costs down. For example, the computer chips used in the QCDSP are the 
same as those used in cell phones. Norman Christ of Columbia University designed the 
machine, and the university was most helpful in securing the required parts locally and 
at as low a cost as possible. As a result, as I am sure you all remember, the QCDSP was 
awarded the Gordon Bell Prize in 1998 for excellent price performance for a 
supercomputer. Since then the QCDSP has helped many young scientists in their 
research and sent them on their way to secure tenure at various universities. Of these 
young scientists, I am told, several have now returned to RBRC as RHIC Physics 
Fellows retaining their affiliations with their respective universities as well as with the 
RBRC. This time they will be working with the RBRC and helping to mentor their 
successors in research. 

Both the QCDSP and the QCDOC were primarily a joint project of RIKEN and 
Columbia University, but the installation and maintenance of these computers must be 
credited to Ed McFadden and others of the Brookhaven Computing Facility staff. 
Thanks to their tireless work, there is just about no loss time with the two computers 
and researchers are able to get maximum performance. This is indeed something to be 
proud of. 
Finally, a few words about the QCDOC room at the Brookhaven Computing Facility. I 
have only seen photographs, but I am told the BNL has set aside a very nice room for 
the new QCDOC. The overall tone of the room is blue, and above the entrance is the 
painting that everybody at the center is very familiar with, that was used for the poster 
celebrating the establishment of the RBRC. I look forward to seeing this room and the 
painting later. 

Every improvement in equipment leads directly to a qualitative improvement in 
research. This is a truism that I have encountered repeatedly at various research 
facilities. I am most grateful that we are able to have this dedication in this World Year 
of Physics, and would like to express my sincere thanks to everyone at. the RBRC and 
BNL who helped to make this occasion possible. I look forward to new advances in 
science and the continued development of the RBRC. 

Finally, I would like to introduce NKEN Directors and staffs who are participants fiom 
RIKEN Today. Dr. Kaya, he is a Director of Discovery Research Institute. Dr. 
Motobayashi, He is a Chief Scientist and Director of Heavy Ion Nuclear Physics Lab. 
Dr. Himeno, he is a Director of Advanced Center for Computing and Communication. 
Dr. Yanokura, he is a Director of Public Relations Office. Mr. Funada, he is a Director 
of DRIERS Promotion Division. Ms. Shimoyamada, she is a Deputy Manager of 
DRIERS Promotion Division, Mr. Komai, he is a staff of Public Relations Office. 
Thank you. 
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Dedication of the RBRC QCDOC Computer 
Remarks by Nicholas P. Samios, 

Director, RIKEN BNL Research Center 

This is indeed an auspicious occasion--where we are here to dedicate the RIKEN BNL 
Research Center 10 Teraflops QCDOC Computer funded by RIKEN (The Institute of 
Physical and Chemical Research) of Japan and to acknowledge the efforts of many of the 
individuals who made this possible. 

First we note the major contribution by RIKEN in the person of Dr. Kobayashi who very 
early on signaled his strong support of QCDOC by signing a contract with Columbia 
University in 2002 for the construction of QCDOC, as well as supplying R&D fimds for 
its design. This set the stage for two identical subsequent computers, UK Edinburgh and 
DOE national computers. Such an initiative by RIKEN (and Columbia) had occurred 
previously in 1997 when a similar agreement had been signed to construct a 0.6 teraflops 
computer, QCDSP. Its construction, as well as a 0.4 teraflops version at Columbia, was 
completed in 1998, a record time and it won the Gordon Bell prize for most cost efficient 
computational capability in the same year. 

This sequence is not an accident. The seeds were sown many years earlier at Columbia 
where a series of computers Kflops, Mflops, Gflops were designed and constructed to 
operate by physicists. This was a consequence of the vision of T.D. Lee, who understood 
and nurtured this advent of larger and faster computers in the pursuit of physics. As such 
in the early formation of RBRC he had the concept of a major computing capability at 
RBRC in order to study non-perturbative QCD, one of the principal physics objectives of 
RBRC. T.D. therefore devised the strategy that assured the success of this series of 
computers and also guided and encouraged the many young researchers. In addition, 
Professor Lee has spent considerable time and effort extolling the virtues and 
emphasizing the compelling need of lattice gauge calculations. He delivered this 
message to colleagues, and universities and elsewhere as well as important officials such 
as Arima, Kobayashi, Marburger, Orbach, Staffin and others. 

In order to be competitive with the large industrial producers of computers--one had to 
find a niche--and thus emerged the concept of a low power (heat), rapid cornmunication 
with nearest neighbors, parallel processor computer. QCDOC with its 12,288 individual 
computers each with its own memory, uses only - 100 kilowatts of power (compared to 
megawatts for most other similar computers) and a footprint of -100 square feet of floor 
space instead of a football field. 

Needless to say (in spite of T.D.'s prowess) many talented individuals have contributed 
and dedicated themselves to the successful construction and operation of QCDOC. 
RBRC, Columbia, IBM, BNL and the University of Edinburgh formed this great 
collaboration, which solved the many problems that arose on the design, manufacture, 
testing, assembly and debugging of this computer. The Columbia Group has the longest 
track record in this business and Norman Christ certainly has been one of the 

7 



international leaders in the design and construction of fast computers, and he and 
Bob Mawhinney have spearheaded the whole QCDOC effort. Great strength was added 
by joining with IBM--a powerhouse in computing, and A1 Gara has been an indispensable 
member of this endeavor. RBRC made major contributions via the efforts of Tilo Wettig 
and Shigemi Ohta and similarly the University of Edinburgh in Peter Boyle. The 
assembly, testing and bringing into operation of several of the QCDOC computers was 
the province of members of BNL's ITD group composed of Ed McFadden, Joe DePace 
and Ed Brosnan. As I have matured I have grown to appreciate the importance of upper 
management and as such would like to acknowledge the strong support of Dr. Noyori of 
RIKEN, Dr. Chaudhari of BNL, Bill Pulleybank of IBM, Richard Kenway of UK, and 
our landlord Deilis Kovar of DOE. 

I believe that the advent of QCDOC will usher in a new era of precise calculations in 
lattice QCD. It will enable physicists to explore a host of exciting and important physics 
issues. . One will now be able to explore larger lattices, smaller lattice spacing and include 
virtual quark pairs as well as satisfl chiral symmetry in these calculations. As such one 
will be able to better evaluate: hadronic masses, thermodynamic properties of a quark 
gluon plasma, hadronic effects associated with extractions of the parameters of the CKM 
matrix, CP violation in hadronic decays and nucleonic structures. Although this 
computer is dedicated to lattice gauge calculations, QCDOC may have more general 
applications and as such we are devoting 10% of its power to the investigation of other 
problems such as protein structures in biology and nano-materials in condensed matter 
physics. 

Finally, I want to note that the RBRC-QCDOC is one of three identical computing 
machines, the UK-Edinburgh QCDOC which was first assembled and tested at BNL-- 
disassembled and shipped to the UK where it is in a similar operational phase as the 
RBRC machine. The DOE QCDOC is also being assembled at BNL and should be 
operational this summer. 

We dedicated QCDSP in 1998 here at BNL and now we dedicate QCDOC in 2005 in the 
same place with many new collaborators. We have gone from 0.6 teraflops to 10 
teraflops in these 7 years, a factor of 15-20, and I'm looking forward to another 
celebration in 5-7 years with a factor or 20-100 in computing capability and with 
relatively small power requirement and footprint. Hope to see many of you at that next 
grand occasion. In the meantime, let us proceed to dedicate the QCDOC computer. 
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At the Symposium on RBRC QCDOC are: (from left) Norman H. Christ (Columbia University); Chris Dawson (RBRUBNL); 
Frithjof Karsch (BNL); Robert D. Mawhinney (Columbia University); Jeffrey Mandula (DOE); G. Bhanot (IBM); and Taku 
Izu buc hi (Kanazawa Un iversity/RBRC). 



QCDOC: From Chips and Boards to Quarks and 
Gluons 

Norman H. Christ, Columbia University 
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Outline 
0 Overview of Lattice QCD 

QCDSP computer 

New technology: QCDOC 

0 Design of QCDOC 

QCDOC Construction 

Physics outlook 
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Overview of Lattice QCD 
a Introduce a space-time lattice. 

Perform the Euclidean Feynman 
path integral. 
- Precise non-perturbative formulation. 
- Capable of numerical evaluation. 

a Evaluate using Monte Carlo, importance sampling. 

Use space-time formulation directly - easily mounted 
on a parallel computer. 
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Domain Wall Fermions 
DWF Spectrum 

5-D theory with 4-D surface 
states. 
Typical 5-D extent of 16. 

c 

0 “RevoVutioa” in the lattice 
treatment of fermions. 

N 
0 

S 

Bound 
Propagating 
limit 
M-5=1 .O 
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Non-Perturbative Normalization 
e Many physical quantities are actually defined 

through perturbation theory applied at high energy: 
- Quark masses. 
- Effective, low-energy weak operators. 
- Continuum energy and momentum operators. 

N F Must “match” lattice operators to continuum 
conventions. 

3 d 
-5 

h 
%*% 

‘A Normalize lattice operators by evaluating $12 %.%* ,’r pn 
%. “1, a$ - */* 

&xm#-** %- 231 
,.-*e* %- 

i i  
/- - off-shell Greens functions (RI/MOM) - closely 

connected to continuum conventions: /- 

-% 

-*. 
=., B a 

dl ti! - Nucleon structure functions 
- Kaon decay matrix elements pi pj = p~(4d3g4!)/3 

- Off-shell lattice normalization 
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Simulations with Dynamical DWF 

Improved algorithms give 2-4x 

Serious Nf=2 runs: 
163x3 , 1/a=1.7 GeV 

speed-up. 

0 Just at the edge of QCDSP 
capability 
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RBC Collaboration 

0-  Columbia RBRC 
Yasumichi Aoki (Wuppertal) 
Tom Blum 
Chris Dawson 
Takunii Doi 
Koichi Hashimoto (Kanazawa) 
Taku Izubuchi (Kanazawa) 
Yukio Nemoto 
Jun-Ichi Noaki (Southamption) 
Kostas Orginos (MIT) 
Shoichi Sasaki (Tokyo) 
Noiikazu Yamada (KEK) 
Takeshi Yainazaki 

0 BNL - 

Frederico Beirmto 
Michael Creutz 
Frithjof Karsch 
Jack Laiho (Fermilab) 
Peter Petreczki 
Konstantin Petrov 
Sasa Prelovsek (Ljubljana) 
Christian Schmidt 
Amajit Soni 

Christopher Aubin 
Michael Cheng 
Norman Christ 
Saul Cohen 
Changhoan (Southampton) 
Ludmila Levkova (Indiana) 
Meifeng Lin 
HueyWen Lin 
Oleg Loktik 
Robert Mawhinney 
Samuel Shu 
Azusa Yamaguchi (Glasgow) 
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QCDOC Motivation 

In 1999 two facts were clear: 
- We needed a lot more computer power. 
- Advancing technology offered new opportunities. 

QCD is excellent for a targeted computer architecture: 
- Regularity of lattice QCD makes parallelization easy, 

reduces network cost. 
- Vanishing I/O and small memory needs allow 

economical confi 
- Ferocious I!. a8 scaling requires 

Small problem size per processor. 
Large surface to volume ratio. 
High bandwidtldlow latency network. 
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QCDOC Collaboration 

Columbia (DOE) UKQCD (PPARC) 
Norman Christ 
Saul Cohen 
Calin Cristian 

. Zhihua Dong 
Changhoan Kim 
Ludmila Levkova 

iaodong Liao 
Meifeng Lin 
Guofeng Liu 
Robert Mawhinney 
Shu Li 
Azusa Yamaguchi 

BNL (SciDAC) 
- Chulwoo Jung 

onstantin Petrov 
- Stratos Efstathiadis 

- 
- ~e-teY”woyne 

RBRC(RIKEN) 

- Tino we-ttig 

- Mike Clark 
. - Balint Joo 

- Shigemi Ohta 

IBM 
- DongChen 
- Alan Gara 
- Design groups: 

0 Yorktown Heights, NY 
0 Rochester, MN 

Raleigh, NC 
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QCDOC Architecture 

IBM-fabricated, single-chip node. 

Processor: 
[50 million transistors, 5 Watt, 1.3cm 

-bit NSC. 
ops floating point unit. 

e (on-chip) & <=2 Gbyte DIMM. 
0 Communications network: 

- 6-dim, supporting lower dimensional partitions. 
- GI o bal sum/broadc as t functionality . 
- Multiple DMA engines/minimal processor overhead. 

Ethernet connection to each node: booting, I/O, host control. 
-7-8 Watthode, 15 in3 per node. 

RBRC QCDOC Dedication May 26,2005 . (13) 



N 
co 

Network 
Architecture 

Red boxes are nodes. 
Blue boxes mother boards. 
Red lines are convnunications 
links. 
Green lines are Ethernet 
connections. 
Green boxes are Ethernet 
switches. 
Pink boxes are host CPU 
processors. 

II il 

_c c 

I 

1 SWITCH 

QCDOC 1- 
ETHERNET 

1- 
8 
8 
8 
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QCDOC Chip 

50 million transistors, 0.18 micron, 1.3 x 1.3 ern die, 5 Watt 

RBRC QCDOC Dedication May 26,2005 (15) 
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BNL - constructed test jig 

RBRC QCDOC Dedication May 26,2005 



ro
 

c1
 

U
 

0
 

c3
 

'
N

 
0
 

0
 

ul 



to
 

m
 

to
 

0
 

0
 

w
l 



Single mother board test jig 
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-Node Machine 

W 
Ln 

RBRC QCDOC Dedication May 26,2005 (21) 



First 4 racks installed at Columbia 

RBRC QCDOC Dedication May 26,.2005 
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Brookh ven Installation 

w 
m 

-% --% ---- . _--- 'i - - .--k _-_' LLp- I A==.- - ?* __ 14 

RBRC (right) and DOE (left) 12K-node QCDOC machines 
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Critical contributions from many people 

BNL staff: 
- EdMcfadden 
- Eric Blum 
- EdBrosnan 
- Christopher Channing 
- Andrew Como 
- Joe Depace 
- DonGates 
- Paul Poleski 

RBRC QCDOC Dedication May 26,2005 (25) 



Outlook 
0 New QCDOC machine offers - Ox capability. 

0 Large-scale dynamical D WF calculations are now possible. 

Many important new topics can be tackled: 

- Quark-gluon plasma. 

- Physical two-pion states. 

- Hyperons/electromatic effectdheavy quarks/. . 
Close RBRC - UKQCD collaboration. 

We are now beginning to dream of petaflops computers with 

price/’performance of $O.Ol/Mflops. 

RBRC QCDOC Dedication May 26,2005 (26) 



New Physics Programs on QCDOC 

Taku Izubuchi, RBRC/Kanazawa University 
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Purpose of lattice QCD 

QCD physics beyond perturbative analysis 
e CP v i o l a t i ~ ~  V V ~ &  ~ ~ ~ a t r i ~  elements ( C I I X - ~ S ~  Bawsoa s talk) 

uses chiral perturbation theory. 

p # O  T 
9 Phase structure of QCD ( K ~ ~ S C ~ P S  talk) 

iral. phase transitions. RHIC experiments 
- _ _  

Isospin breaking physics, Eectromagnetic splitt ing 

Hadronic contributions to muon anomalous magnetic moment 
.P 

.b experiment 
a Proton decay in beyond-standard-models 

e S t i ~ c t ~ e  of Mad~ons ( M a ~ h i n ~ ~ g y ~  s tank> . q’ ( U ( %  A probkm), Nutron EDM (slc-~ng CP problem) 
chiral anomaly I3 topology . 

... 
very exciting oppotunites to search for new physics by the 
first principle approach, Lattice QCD. 

Taku Izubuchi, BNL, 26/May/2005 2 



Lattice QCD 

a Quantum Chromo Dynamics : strong coupling, needs non-perturbat we calculation. 
XP(x), A,(x), x E R4: C O ~ P ~ W O ~ S  infinity 
quantum diveugences: needs regulari ation and ren rma iza t ion 

- I ~  
-1- -\- 

I 

a Discretize Euclidean space- time 
rn lattice spacing CL 0.1 fm - 

(UV cut-off llpl 5 7r/a) 
t ) (  n 3- f i )  

~ 

: Quark field (Grassmann number) 
0 U p ( n )  : Gluon field 

- 

Accumulate samples of QCD vacuum, typically O(100) N O ( 1 , O O O )  files of gluon 
configuration Up, (n> on disk. 

a Then measure physical observables on the vacuum ensemble. 

(0) = / D U p  Prob[Up] x OIUp] 

a A part of shorter fluctuation i s  taken care either perturbatively or by techniques 
called non-perturbative renormalization. 

Taku Izubuchi, BNL, 26/May/2005 3 



Taking Limits 
repeat the procedure for the three parameters, 

V : space-time Volume 
mf : mass of quarks 
p : coupling among quarks and gluons 

A. T k ~ ~ m ~ d y ~ ~ a h m i ~  li~~~it V --+ 00 

(0) Iv const. (V >> I/m;J, ~ 

mps i s  the lightest hadron(pion) ~ mass. 

needs to extrapolate from mf > m , ( p h y s )  because smaller mf needs larger 
V and more computational power to solve the Dirac equation. 
chiral perturbation theory _. - _ _  (ChPT) helps. 
C. Continuum himit, cc --+ 0 to eliminate discretization m-ors 

,6 = 6/g2 + 00 a la asymptotic freedom URL = exp(-+) - - . 

For DWF 7121, = 2 not 31. ( chiral symmetry ). 
Each lattice action has different discretization error, useful for estimation 
of the discretization error by comparing among various lattice fermion/gauge 
actions. 

B. Q~?iii-k ~ T ~ S S ,  " w ~ p  -+ , m 2 , 1 ( p h y ~ ~ )  - 10 MeV 

2b09 
cont. + cnan + * * . 

to get the final amwer. 

Taku Izubuchi, BNL, 26/May/2005 4 



U s e  of chiral symmetry on lattice 

e Spontaneous breaking of chiral symmetry, (44)  = (YLqR + 4RqL) 

0 massless quark q(x) 

NG boson, A42 oc mq. The origin of mass of constituent quark or proton. 

sf = 4 Pq = q L  PqL + qR PqR 
ieR symmetry: qL + eieLqL, qR -+ e q R  

Left and Right handed fermions are independently moving. 

a Old lattice fermions (e.g. Wilson fermion, staggered fermion) break chiral and 
F- 

flavor symmetries: Domain Wall Fermions (DWF) has e 
(Kaplan9 Furman & oai 1 

e discretization error should be small.( lattice spacing, a > 0) 
No local operator with dimension five preserving chiral symmetry. 
0.5 = F,,qa,Llq,4D2q 

C c o n t .  4- a2 
O$a) error i s  suppressed. Results on relatively coarse lattice (large u ,smal 
computational cost) i s  much closer to the continuum limit: aA 

o unphysical operator mixing i s  prohibited by -sym. (~aws0.d s talk) 

Taku Izubuchi, BNL, 26/May/2005 
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Full QCD (including dynamical quarks) 

0 So far quenched app~oximation i s  widely used. 

de t  @ -+ 1 

Ignoring quark loops (sea quar loop) in QCD vacuum, and only using the external 
quarks (valence quarks) representing hadrons. 

a This approximation causes the quenched pathok~gies. 

e Lack of Unitarity. 
e quenched chiral divergences 

(7’ loops): 

2 MT = 2Bom, [l - 26In 
6 oc mf in Full QCD. 

e can’t decays. 
e.g. p + mr: 

o quark mass with less than N AQCD should play a significant role. 

Taku Izubuchi, BNL, 26/May/2005 6 



Unitarity violation in Non-singlet scalar meson ( ao) 

Point to  point propagator of non-singlet scalar meson, C,, was found to be 
negative in quenched QCD, which i s  a clear signal of the unitarity violation in 
quenched QCD. 

* In the language of mesons (ChPT), 

7' has double pole in (partially) quenched QCD. 

This contribution was argued to give a negative contribution (also finite size 
(Bardsea et. all 

c- 
a effect), and predicted using Quenched ChPT in finite volume. 

Taku Izubuchi, BNL, 26/May/2005 7 



0 By fixing msea and changing mval we found 

"0 

"0 

a This behaviour 
Quenched ChPT 

Ln 
0 

could be understood by Partially 
lso. 

point-point correlator (set ppI in Table 1) 
0.002 

cu 
0 0.001 
9 
'Ig 

E" 
P 

0 
.c, 0 0  

E 
8 
3 -0.001 

- 
0 - 
Q 
0 
u) 

/ 
-0.002 1 1  I I I l l  I 1  1 I 1  1 1  I I 

0 1 2 3 4 5 6 7 8 9 10111213141516 
t 

Taku Izubuchi, BNL, 26/May/2005 8 



Dynamical quark effects 

Quenching error (dynamical quark effect) i s  not a minor issue. 

Other quantities very sensitive to dynamical quarks 
1 = 0 TT scattering length (K Goltermaa, 'To 1 U Shmir) 

0 Nucleon-Nucleon potential 
a Static quark potential (K (I ~ a s h i m o t o )  

In shorter distance, ~ A Q C D  << 1, coupling i s  weaker for NF = 2 : 
o;'s(r; N p  = 0 )  < as(?-- 7 Np = 2 ) .  
asj/m~tafiic f ~ e e d o ~ ~  bo = (33 - 2Np)/2 

cn 
P 

14.5. R42-7.5 
4 

3 

2 

1 

0 

-1 

-2 

-3 

Taku Izubuchi, BNL, 26/May/2005 

0 

-1 - h 
ho s 
s 
h 

u 
ho 

-2 

A quenched D = 1.04 

dynamical indy,,a = 0.02 

111 , I 
0 0.5 

r l r ,  
-3 1 
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cn 
N 

Nucleon decay matrix elements 

e One of the largest uncertainties for life time i s  Hadron matrix elements, a factor 
10 difference among model calculations. 

Experimental bound on mean life time of proton: 

. Taku Izubuchi, BNL, 26/May/2005 

2 

10 



m Disentangles relevant piece from T ' S  

(PS) momentum dependence. 

Take a ratio to the 2pt functions 

direct method 

- 
m Non-perturbative renormalization at p = 2 GeV MS for NF = 0 and 

2 

2. 

LO ChPT (Indirect) approximation gives systematically larger values for P + T .  

m Consistent results with the conservative choice in phenomenology. 
DWF scales better than Wilson fermion (JLQCD). 

Taku Izubuchi, BNL, 26/May/2005 11 



QCD + QED simulations 

o In most of lattice QCD simulations, up and down quarks are treated to have 
equal mass and effects of electromagnetism (EM) i s  ignored (Isospin symmetry). 

a More realistic first principle calculation i s  desirable for accurate hadron spectrum 
and quark mass dete~mioaatbn. 

o Hadron mass differences due to isospin breaking are measured very accurately in 

mx& - m,o = 4.5936(5)MeV, 
m N  - m p  = 1.2933317(5)MeV 

experiments: 

Taku Izubuchi, BNL, 26/May/2005 12 



VI 
3
 

0
 

d
 

z 0 S
 

.
m

 

r
l 

r
l 
I 0
 

r
l 

X
 

n
 

0
 
a
 

0
 

(X
I 

0
 

al m 

W
 

cui 

II II 
Q

 
x a

,Y
 

c3 

+ 
U
 
a
 

I
3
 

c3 

+ 
n
 

3
a

 
t3 II 

r
l 

d
 

I 0
 

r
l 

X
 

0
 

0
 

r
l 

m
 

+I 0
 

cu 
cu 
W

 

II 
5

Y
 

I c3 

Q
 

x a
,Y

 
c3 

U
 

.
I
 

i,r 
aJ 
c
 

- II Y
 

6
 

/\ 

/\ 

ri 

. B U
-
 

a
 

I
s
 

c3 
0
 

e 55 



h
 

h
 

$ II II 

W 
s W

 

II 

II 
n
 

H
 

J
 

S
 
0
 

d
 

c3 
Z
 
a
 

d
 

d
 

*
F

 
cr 
VI 

aJ 
S

 

VI 
*
F

 

0
 tr; 
.. U : aJ S

 
0
 

U
 

VI 

VI 
*
F

 

h
 

n
 

H
 

m
a
 
I
 

9
 

h
 

n
 

E 0
 

m
 
J
 

Q
) 

0
 

Q
 

3
 

w
 

bl) 
0

 
H

 

I
 

0
 

+ 
.. n
 

P
) 

m
 

"E. E! +
+

 

E! n
 

bl) 
0

 
&

 

I
 

0
 

+ 

E; 
%

 
0
 

VI 
V
I
'
 

2 S
 
0
 

Q
 

.
I
 

m
 Q4 0

 

TF Q4 
J
 

0
 

w
 
a
 

s W
 

6
 E cv II 

B 

W
 

a
 
3
 

rn 

2 

*
*

 
v
)
 

E 
m

 a, 
n
 

I 
6
 

+
 

0
 

I
 

2 a 
a
 

Q
 VI 

*
F

 

In 
0

 
0

 
N

 
\
 
6
 

z \ CD N i
 

z
 

M
 

56 



EM ' splittings on lattice 

0 The correlator for neutral meson i s  calculated using the interpolation field of the 
third component of isospin: 

0 Quark mass renormalization due to EM has dependence to renormalization pre- 
scription. The counter term for quark mass due to EM: 

for p - 2 x p  3e2 2 2  -3 -Q2m,log(p a ) N 10 m, 16x2 

thus the ambiguity of quark mass renormalization i s  tiny. N 0.01 MeV for light 
quarks and N 0.1 MeV for strange quark. 

o Isospin breaking due to quark mass, mu - md, i s  higl~er order effect in T ,  

0 ((mu - md)2, (m u - m,)e2>. 
This i s  not the case for Kaons and Nucleons. 

Taku Izubuchi, BNL, 26/May/2005 , 15 



EM splittings on lattice 

In 1996, Duncan, Eichten, Thacker carried out SU(3)xU(1) simulation to do the 
EM splittings for the hadron spectroscopy using quenched Wilson fermion on 
6' N 1.15 GeV, x 24 lattice. 

e Using NF = 2 Dynamical DWF ensemble (RBC) would have advantages such as 
better scaling and smaller quenching errors. 

e Especially smaller systematic errors due to the the quark massless limits, 
mf -+ -mres(Qi), has smaller Qi dependence than that of Wilson fermion, 
E( -+ KC(Qi)* 

e Generate Coulomb gauge fixed (quenched) non-compact U(Q 1 gauge action with 
E M  PQED = 1. U p  = exp[-iA,(x)]. 

e Quark propagator, Sqi(x) with EM charge with Coulomb gauge fixed 
wall source 

Taku Izubuchi, BNL, 26/May/2005 16 



photon field on lattice 
0 non-compact U(1) gauge generated using FFT. 

e static Bepton potential! on 163 x 32 lattice (&ED = 100, 4,000 confs) vs lattice 
Coulomb potential. 

0 L=16 has significant finite voBume efffect for TU > 6 N 1 . 5 ~ ~  N 0.75 fm. We 
hope i t 's  less problematic for the cal.culation EM splitting of hadron due to 
confinement. It would be worth considering for generation of U(1) on a larger 
lattice and cutting it off. 

Ln 
u3 

Coulomb potential V(r)-V( 1) Finite size effect 
ncU(1) simulation vs FITprediction at beta=100 

I ' I ' I ' I ' I  t - 1  1 '  ' I ' 1 ' 1  

.. 
. *  .. .. 

Taku Izubuchi, BNL, 26/May/2005 17 
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Analysis methods 
a Analysis method I : 

Fit correlator for each charge combination separately, 
then calculate the mass splittings under jackknife. 

o Analysis method II : 
Subtract charged correlator by neutral correlator, 
and fit it by a linear function in t: 

Cx( t )  = A(e2)e  - M x ( e 2 ) t  

Taku Izubuchi, BNL, 26/May/2005 19 
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0 Methoc I, Method II are consistent within statistcal error. 

I 0.02 0.03 0.04 
2x10" 0.01 

m+mres 

4x10d 

2X1O4 

d 
0 

-2x10" 

4 
1 

1 
I I I . ,  I 1  I I I I I 
0 0.01 0.02 0.03 0.04 0.05 

m+mres 

a preliminary results 

A* : AM;Im=ml =1.20(24) x 10-3GeV2, 

J5 : AM;Im=ml =1.03(15) x 10-"GeV2, 

(experiment :1.26 1W3GeV2). 

p and Nucleon EM splitting i s  zero within statistical error. 

Taku Izubuchi, BNL, 26/May/2005 21 
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conclusions 

Examples of physics programs where chiral and flavor symmetry are 
indispensabLe are presented. Including dynamical strange quark effect, 
NF = 2 + 1, wil l bring us closer to the final answers from Lattice QCD 
(also Bawsoa and MaLi7;shiae j s  talk) 

- Computational hoursepower of TFLOPS speed on QCDOC will help to 
shoot down both systematic and statistical errors. 

How and which lattice fermion formalism to implement within realistic 
computational costs, yet not to compromise the symmetries i s  a key 
issue. Q M ~ L T ~ ~ X U E  j s  talk) 

rn Ln 

__--- 
.---7 f _-- _- - -- 

_/-- - 
. 

Taku Izubuchi, BNL, 26/May/2005 23 



Kaon Physics 

Christopher Dawson, RBRC 
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In t  rod uct ion 

e In this talk I will concentrate on the calculation of the B-parameter, 
BK , which is important in describing indirect - violation. 
- Definition of the Kaon B-parameter 

- Lattice QCD 

- Domain Wall Fermions 4 
0 

- Calculating BK on the lattice. 

- Results 

- Future ( 

2 
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.-  

CKM matrix.. . 

All the cp-violation in the Standard model is encoded in the CKM matrix 

- All stanc 

angle. 

violation enters 
(supressed by three factors of X ) 

hrough he parameLer 7 

The calculation i discuss later constrains the relationship between p and - 
7. 
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M a  tter-a nti ma tter Osci I I a tions 

Diagrammatically the CP-violating mixture arises from the oscillation between 
KO and KO mediated by: 

W 
. . .  . . -. 

w 

0 Weak interactions: (perturbation theory); Strong interactions: 
(need non-perturbative methods) 

Approach: use the n and 1- i 

6 



B K . .  . 

Weak particle much heavier than the scales a t  which we work: 

- Replace by effective point interaction (Higher order terms - 
- Continue this for all the particles which are high energy enough t h a t  

perturbation theory is sensible (top, bottom, charm quarks; not  up, 
down or strange). 

- Leave low energy excitations (N  1GeV ) to  the lattice calculation 

need to  calculate this on the lattice: 

defined in some renormalisation scheme a t  some 

7 
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Fermionic Actions 

Various ways t o  discretise QCD 

- all ( 

- some may be much closer t o  continuum limit a t  finit 

) be the same in c ntinuum limit. 

Two traditional Fermionic Actions: 

9 B  . 
4 
4 

Cheap, extra flavours (t mixing problem. 

0 Exact flavour symmetry, (badly ) broken chiral symmetry 
- characteristic energy scale of chiral symmetry breaking much larger 

than the quark masses. 

Such broken symmetries require com pl icated operator renorma I isation ca Icu- 
lations. 

9 



Domain Wall Fermions 

0 

chi ra I sym met ry brea ki ng . 

- a t  the of adding an 
extra, f i f th, dimension. 

The  .nearest neighbour derivative in the 5 th  dimension distinguishes left- 
and right- handed fermions 

10 
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co 
0 

ODerator Mixing and BK 

If you have exact and F symmetry a inite lattice spacing, 
. It if of the form: then their is only one operator that contributes to  

0 If is en four other operators may mix. 

i22 

In principle I have to  calculate these fi e seperate quantities and then take 
just the right combination so that all chiral symmetry breaking effects 
cancel. 

0 If f is broken (Staggered fermions) many other opera- 
tors may mix 

- actually under better control than the Wilson situation. 



BK ... 

First order chiral perturbation theory predicts that  

ately, t h a t  

so ... as the chiral limit is approached the wrong chirality operators will 
00 
P 

We will always work a t  relatively large values of the kaon mass, bu t  still 
it is important to  understand the expected size the ci coefficients. 

13 



Quenched Results for B-parameters 

Not  the most sensible quantity ever, 
eters" for but can calculate 11 

these other operators 

0 up t o =  times 
operator we are i 

03 
N 

larger than the 
iterested in. 

This kind of mixing problem also oc- 
curs in the = $/2 calculation. I 

- i mJ2 
I 
I 

-30 I I I I  1 I 1 I I 
0.01 0.02 0.03 0.04 0.05 

allows us to  simply i nore this mixing problem. 

14 
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ChiraI fits, extracting BK 

Predicted NL 

DWF(RBC) u-' = 2GeV 
0.8 

0.7 

0.6 

0.5 

0.4 

0 mps=mK - constrainted chiral log. 
- free chiral log. 

0.3 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

mpf [GeV'] 

DWF(RBC) u-' = 3GeV 
0.8 

0.7 

0.6 

0 mPS=mK 
- constrainted chral log. 
- free chiral log. 

0.3 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

mpf [GeV'] 
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Non-Pertu rbative Renorma lisation 

The relation between the observed ~h and BK: 

is calculated using perturbation theory, applying normalisation conditions 
on off-shell greens functions. 

Need to  use same conditions. Either: 

c o p  1. Use lattice perturbation theory (tedious; badly convergent) 

2. Apply thse conditions directly on the lattice data 
4 

The second option is one the 
for various projects ( 

has found t o  be particularly successful 
ark masses.. .) 

Can also use the method to  calculate the size of  the mixings with WY 
operators. 

19 



NPR: results 

co 
co 

Non-perturbative renormalisation for B-K 

0 vv+aa : vv+aa 
0 vv+aa : vv-aa 

vv+aa : tt 
A vv+aa : ss+pp 

1 vv+aa : ss-pp 
t;~" vv-aa : vv+aa 
D tt:vv+aa +- ss+pp : vv+aa 

ss-pp : vv+aa 

0.1 

0 

-0.1 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 
(ap)"2 
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Quenched Summary (CKM 2005) 

1 l ~ l ~ l ~ l ~ l ~ l ~ l ~ l ~ l  

I------ 

Overlap (Bermto) + 
I 
I 

Improved Stag (Lee) +-E%- 
I I 

Overlap (De Grand) I+ 
I 
I 

DWF (RBC) &+ 

4 

I 

I 

I I 
I 

DWF (CP-PACS) pl 

Twisted Mass !le 

Wilson (WTI) ! 

I 
I 

I 
I 

I I 
I 

Staggered ! I -  
L-----. 

I I I I I I  I I I I I I I I I I I  
3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 1 

Seems t o  

Systemat 
10- 15%. 

a p proxi mat ion. 

c error due to  quench 

B K  NDR(2GeV) = 0.58(3) 
c.f. 

~ __D 

HEP 2004) 

be a good agreement between several different methods in the 

s put in as a (educated) 
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U nitaritv Triangle 

IF 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

This is a plot put  to- 
gether by the 

r collaboration using 
the value for 

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1 

P 
- 

0 The  value is consistent wi th other measurements and the 
1 but  is not very constraining on the allowed region. 

T h e  main reason for this is the large error-bar; this is dominated by the 
ambigui due to the xi 1 

23 



Dynamical QCD 

e Vital to  move beyond the quenched approximation. 

e For the past t ars we have been using the supercomputer 
t o  perform the first I calculations using two dynamical flavours 
of  domain wall quarks. 

- three different masses: 0.02, 0.03 and 0.04 ( ‘ I T L ~  u3 
N 

- on lattices of  size I ( -  
- a fifth dimension of 
- with a collection of  over 5000 

* 94 configurations for each dynamical mass 
trajectories for each mass 

24 



Dynamical QCD ... 

- this is the ‘‘1 ‘’ approximation. 
* s quark. 

- single volume, single lattice spacing, heavy masses 

- t e  tone t o  2 1- 1 flavour dynamical DWF on 
* Already started: see Bob Mawhinney’s talk. 

Calculated many things on these configurations. Here i’ll just talk about 
. Same approach as in quenched study described earlier. In addition: 

- Extrapolate in dynamical mass. 

- Included non-degenerate quark masses ( d > a  

25 



Degenerate fit 

In quenched work was used to  i late; here we use it t o  
%e. 

relying much more on the convergence of 
other quantities a t  these masses) 

(known to  be bad for 

msea dependence not well resolved 
F- between 9 

2 is clearly lower: relevant 
coefficient 20 

Iighest/heaviest valence points aren't f i t 
we1 I 

0.65 

0.6 

c m 
-'E 0.55 

0.5 

0.45 

0 0.01 0.02 0.03 0.04 0.05 0.06 0.4 
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Dynamical BK 

0.8 

W 
M 

a 
rm 0.5 

0.4 0.1 0.2 0.3 0.4 0.5 0.6 

m a  
P 

0 ’’ graph with the 
and dynamical F 

results on, with the a2 extrapolation 
on it. 
- Not  a very sensible thing to  plot 

Our  F t is only 
lower than the quenched results 
closest in lattice spacing. 

0 need : smaller masses, two lattice spacings, larger vo 

- QCDOC 

umes ... 

28 



Direct CP-violation 

0.04 

The RBC also has a history of  in- 0.03 

terest of  calculating E' 65 (K --+ 7-m- ) 
0.02 

0.01 

0 previous calculation: 
- quenched approximation 0 

- actually measure E( += 7~ 

I ms, i 
0 4 8  20 24 

~ !8 32 

0 As well as moving to  full QCD, we (Yamasaki/Christ/Kim) are testing 
out theoretical techinique for calculating --+ KT on the lattice 

Plot is test  calculation of  amplitude (ml 
motherboard. 

performed on a 

29 
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Simulating HOT Matter on COOL Computers 

Frithjof Karsch, BNL 
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Phase Transition from a Hadron Gas 
S II 

temperatures in the early universe after 

density of neutron stars: N (3-1 0)-times nuclear matter density 

sec: N 10l2 K 

E hadron gas 

quark gluon plasma 
dense hadronic 



P 
0 
.b 

Phase Transition from a Hadron Gas 
to the lu a 

temperatures in the early universe after 

density of neutron stars: N (3-1 0)-times nuclear matter density 

sec: N 10l2 K 

hadron gas 

quark gluon plasma 

matter 

‘1 3 
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State-of-the-art: 
Critical temperature & equation of state 

280 

260 

240 

220 

200 

180 

160 

cn 

0 

nf=2, p4 +-mi 
nf=3, p4 +o---+ 
n,=2, std $+.E---- 

T c  - - (173 rfr 8 sys) MeV 
FK, E. Laermann, A. Peikert, 

Nucl. Phys. B605 (2001) 579 

T c  - - 167(13) [177(11)] MeV 
MILC, hep-lat/0405029 

- - (6 rfr 2) T* C - - (0.3 - 1.3) GeV/f  

3 flavor - 
2 flavor - 

. - p.5113 100 200 300 400 500 600 



State-of-the-art: 
Critical temperature & equation of state 

280 

260 

240 

220 

200 

180 

160 

4 

0 50 0 1500 2000 2500 3000 3500 

0 mps > rv 300 MeV (chiral limit??) 

0 a r~ 0.2 f m  (continuum limit??) 

0 improved staggered fermions, 
+ flavor symmetry breaking 
(need even better fermion actions) 

CC 

OmPS - - 770 MeV (!!!) 

0 v r~ (4fm)3 (thermodynamic imit) 

16 

14 

12 

10 

8 

6 

4 

2 

0 

L I 

Y tiavor - -I 

K r  
n flavor - 

. - p.5113 100 200 300 400 500 600 
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Strongly coupled QCD 
0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 
0.01 0.1 

TTT, 
T=O 
1.05 
1.16 
1.20 
1.30 
1.50 
1 .a 
3.00 
6.00 
9.00 
12.0 

running coupling at finite-T (LGT) 

T-dependence of qq interaction at 
short and medium distance reflects 
asymptotic freedom as well as rem- 
nants of confinement 

T 

w 
\ 

~ ~ 0 . 2 5  

0.2 

0.1 5 

0.1 

0.05 

0 
0 5 10 15 20 25 30 35 

(1/S) dN,, /dy 

elliptic flow (RHIC) 

large elliptic flow suggest the cre- 
ation of an almost ideal fluid in a 
heavy ion collision at RHIC 

. -  

there eviden ity correlations t 
could give gesting a 

. - p.7113 



Heavy quark spectral functions 
and correlation functions 

( xco>’ -8 
I I I 0.7$Tc Fa-1 ’ 

I.lT, -1 - i 1 . 5 ~ ~  +++ - G(T)/Gr,con(z) 
I f 

1.2 1 
f f 

i f 
P 
P 
0 

or 
armonium S-states ( J / $  and qc) 

rvive at least up to 1.5 Tc 

I 

I VC, p=6.64, ~=0.1290, Grecon from p(0.75Tc) I 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 

mnl 

reconstructed spectral functions 
using the Maximum Entropy Method 

0.1 4 

0.1 2 

0.1 

0.08 

0.06 

0.04 

0.02 

0 

0.45 

0.4 

0.35 

0.3 

0.25 

0.2 

O i l  5 

0.1 

0.05 

0 

(truncated) perfect - _ _  _ _  actions.. . - 
0 0.5 

- - __ 



Critical behavior in hot and dense matter: 
QCD phase diagram + 

K. Rajagopal and E Wilczek, The condensed matter physics of QCD, hep-ph/OOI 1333 

T 

I= P -170 
MeV 

_ _  . 

quark-gluon deconfined, 
, plasma -I - - ' psymmetric 

hadron gas' 
- I- \- 

confined, \ 
X-SB 

1 \ superconductor 

p, few times nuclear p 
matter density 

continuous transition for 
small chemical potential 
and small quark masses at 

170 MeV 
f c  - - 0.7 GeV/ f ?n3 

2nd order phase transition; 
king universality class 
Tc (I.) under investigation 

. - p.9113 
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Next gene rat ion 
n ics 

Thermodynamics of pure gauge theory has been "solved" 
on (1 -1 0)GFlops computers (1 996) 

Thermodynamics of QCD with "still too heavy" quarks has been studied 
on (1 0-1.00) GFlops computers 

Analysis of "continuum and thermodynamic limit" of QCD thermodynamics 
with light quarks, requires computers with -1 0 TFlops peak speed. 

(LatFor proposal 2003, US white paper 2004) 

... on Teraflops computers 

T', EoS (p  = 0 and p > 0) with light dynamical quarks: 
(2+1)-flavor QCD, close to physical m,/mK ratio; 
exploring the continuum limit: u N (0.1 - 0.2) fm 
analyzing'the thermodynamic limit: V N 500 fm3 

+ lattice sizes up to 323 x 8; CPU-time: N 5 TFlops-years 



I hermodynamics on 
QCDOC and apeNEXT 

US - QCDOC - RBRC BI - ar>eNEXT 

4- 

N 6 TFlops for QCD-Thermodynamic 
N 50 times more CPU-time than for 

previous studies of the EoS 

.-p.12/13 



Thermodynamics on QCDOC 

Oml 

First results, May 26,2005: ... towards a determination of Tc 

- ..=*=I 
I I I I 1 I I I 

2 

1.8 

i 1.6 
Ln 

1.4 

1.2 

1 

0.8 

0.6 

0.4 

0.2 

I I I I , I  I I 

* vv 
8jx4, 0.4ms 
a3x4, 0.8ms -=- 

163x4, 0.8ms - 
0 

=$I 

I 

E 

2.9 3 3.1 3.2 3.3 3.4 3.5 3.6 
P 

0.8 1 

0.4 0.5 i 
0.3 

0.2 

CI] # 

rn 
m 

3 83x4, 0.4ms I--EI-+ 

- 83x4, 0.8ms - 
16 x4, 0.8ms --t- 

2.9 3 .I 3.2 3.3 3.4 3.5 3.6 
P 

We see a phase transition!!! 
. -p.13/13 



QCDOC and Domain Wall Fermions: Making Lattice 
QCD Simpler? 

Robert D. Mawhinney, Columbia University 

117 



QCDOC and Domain Wall Fermions: 
Making Lattice QCD Simpler? 

Robert D. Mawhinney 
Columbia University 
RBC Collaboration 

1. Making lattice QCD closer to the continuum case 

2. Exact QCD algorithms 

3. Choosing actions and parameters 

4. Physics to do 

RBRC QCDOC 5 / 2 6 / 0 5  1 
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Lattice QCD Description is More Complicated 

Continuum Lattice 

Gauge invariance 

Lorentz invariance 

N f  quarks 

Chiral symmetry broken by 
quark inasses 

observed small 

Renormalization of operators 
simplified by full symmetry and 
mass-independent schemes 

Gauge invariance 

Hypercube invariance 

Generally more than N f  quarks 

Chiral symmetry broken by 
quark masses and lattice effects 

Numerical simulations with non- 
zero 0 not currently possible 

Breaking symmetries makes 
renormalization of operators 
difficult to virtually impossible 

RBRC QCDOC 5/26/05 6 
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Domain Wall Fermion Operator 
0 Introduce extra dimension, labeled by s 

0 Dl' X , d  is a Wilson Dirac operator with an opposite sign for the mass term. 

N 0 D i S l  couples points in fifth dimension, distinguishing left and right handed fermions 
a 

S S BRC QCDOC 5/26/05 8 
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Moving Through the Phase Space of QCD 

0 RHMC implemented in CPS software for QCDOC 

0 Motion through phase space occurs in small steps 

0 What is efficiency for decorrelating gluon configurations? 

start trajectory 2 
\ 

P w 
0 

start 

- 
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mres versus L, for N f  = 0 , 2  and 3 

I 

Compare gauge actions composed of plaquette and rectangle terms. 

I 1 

P w 
w 

I I I I I I I I I 

0 10 20 30 40 50 
le-05 I 

RBRC QCDOC 
S 

L 5 / 2 6 / 0 5  15 



D
 

0
 
\
 

co 
cv 
\
 

Lo 

22 

* cd 

> o! II 

8 N
 

4
 

3
 

‘cd 

E 8 rcf II 

0
 

0
 

0
 
2
 

0
 

0
 

0
 

4
 

0
 
2
 

N
 

?
’
 

0
 

u 0
 

CI u 0
 

134 



Full QCD with Plaquette plus Rectangle Actions 

0 Find lines with constant lattice spacing, a. 

0 Compare residual mass at fixed a. 
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mres for Plaquette plus Rectangle Actions 
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BW cl=-1.4069, beta=0.72 
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Physics Program -Two Primary Calculations 

+1 flavor T = 0 DWF using Rational HMC (RHMC) ( = 0.6 of QCDOC) 

* 
* Can mres be small for a,-' 

1 month, done mostly during bring-up. 
1.3 GeV? Yes. 

- Do state of art determinati n of Tc with P4. 
- Continue to investi ate therino ynarnics with DWF. 
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PDG 

The Kaon B Parameter, 
quenched a + 0 

JLQCD (stag) I CP-PACS (DWF) 

0.65 & 0.15 I 0.628 IIZ 0.042 I 0.575 5 0.019 

B F ( p  = 2 GeV) 

RBC (DWF) 

0.570 & 0.020 I 
I I I 1 1 I I 

A staggered, inv. (JLQCD) 
staggered, non-inv. (JLQCD) 

0 DWF, large vol (CP-PACS) 
0 DWF, NPR, Wilson gauge (RBC) 
0 DWF, NPR, DBW2 (RBC) 

DWF, NPR, DBW2, Nf = 2 (RBC) 
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Quenched Nucleon Structure Functions 

0 Ratio of flavor non-singlet momentum fraction to the helicity distribution 

Chiral limit appears less mass dependent for ratio 
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IBM BlueGene/L 
3-dimensional mesh architecture, similar to QCDSP and QCDOC 
65,000 node, 360 TFlops installation at Livermore in early 2005 
A1 Gara is primary architect. 
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A Passion for 
Synchrotron Science 

News from the ZOOS 
NSLS Aiinual Users' Meeting 

Fierce enthusiasm for the science performed at the NSLS 
and increasing hope that NSLS-I1 will become a reality ' 'as tlie message of the speakers at the inain hessioii of the 

~ &OS National Synciirdtron Light Source (NSLS) Annual Us- 
, ers'hleeting, held on Tuesday, M3y 24. ' 'Ilie incoming chair of the NSLS Users' Executive Conimit- 

tee (L!EC), Peter Stephens of Stony Brwk University, welcomed 
the nearly 41)o attendees and then opened the stage to BNL ' Vuecior haveen Chaudhari, who gave a brief "BNI. Uplate" 
talk and praised many users for their workto support NSLS-11. 1 "Tlie struggle toget NSLS-II is justbeginning," Chaudhari 1 said. "But once the machine Is built, you'll have the best 

I machine in the world." 

Speakers at the meeting includcd:(from lor) PraveenChaudhari, 
BNL: Patricia Dchmor, DOE; and Steven DIerker, BNL. 

1 Chaudhari then introduced Pahicia Delimer, head of the 
1 Office of Basic Energy Sciences within tlie DOE Office of Sci- ' ence. Uehmcr, who plays an important role in etforts to move ! NSLSU faward, discussed the status of the proposed facility. 

"NSLS-II will undoubtedly be tlie u'orld's finest synchro- I tron; it will be a stunning facility," she said. She added that 
she and Oftice of Science Direct 
present the Laboratory's NSLS 
tary of Energy Clay Sell for his , 

I I 

or Raymond Orbacliwdi soon 
-11 proposal to Deputy Secre- 
approval. 

"This Laboratory has a 
wondertul history of con- 
structing and operating ma- 
jor user facilities," she con- 
cluded. "NSLS-II will take 
that tradition and move it 
into the tuture." 

NSi S Chairman Steven 
Dicrker then gave an update 

(ci~tttiiii4'~d 011 page 2) 

T h e  NSLS Users' Executive 
Committee(UEC) Chair, Peter 
Stephens(1eft)of Stony Brook 
University, presents the  2005 
UEC Community Service 
Award to Tony Lenherd, NSLS 
Department. 

RIKEN-BNL Research Center Dedicates 
New Supercomputer for Physics Research 

In front of the new supercom- 
puter, QCDOC, are: (from left) 
Praveen Chaudhari, BNL, 
Yoshlharu Dol, RIKEN, Norman 
Christ, Columbia University. 
Edward McFadden, BNL: T.D. 
Lee, Columbia University; and 
Koji Kaya, RIKEN; (front. from 
left) Satoshl Oraki, BNL, and 
Nicholas Samlos, BNL/RIKEN 
BNL Research Center. 

c 1 
- - 

ew supercompu er- 
KEN BNL Research C 
BRC) supercomputer 

was unveiled at a dedication cer- 
emony on May 26 at BNL at- 
tended by physicists from 
around the world Called 
QCOOC for quantum chromody- 
nauucsonaciup, itwasdesigned 
and butlt by BNL, Columbia Uni- 
versity, IBM, RBRC, and the Uni- 
versity of Edmburgh f i e  com- 
puter has teraflops of 
computmg power, 

At the May 26 dedication of the RIKEN BNL Research Center IRBRCI 
superconductor held in the BNL Pt 

It capable of performing ml- Nicholas Samios, BNmBRC: T.D. I 
lion arithmehc calculat,ons per 
second, with sustamedspeedsof 

Kaya, RIKEN; YashihaN Doh RlKEh 
RiKEN; and 

five teraflops. The SGniilion 
computer tookthree years tode- 
sign and build and is funded by 
RIKEN - The Institute of Physi- 
cal 8 Chemical Research - in 
Japan, with infrastrucmre sup- 
port from DOE'S Office ofSdence. 

Satoshi Ozaki, Special Assis- 
tant to  the Laboratory Direc- 
tor for Accelerator Projects, 
and chair of the event, opened 
the dedication ceremony, wel- 
coming the audience of about 
100 people to the "very happy 
occasion." 

Laboratory Director Praveen 
Chaudhari, in his welcomingre- 
marks, gave a briefhistory ofthe 
evolution of the RIKBN-BNL 
partnership and discussed the 
capabilities of QCDOC, a "spe- 
cial purpose" computer. 

Addressing the audience, 
Nicholas Samios, RBRC Direc- 
tor, said that QCDOC is about 
15 times more powerful than 
the previous supercomputer in- 
stalled at  BNL in 1998 and 
called QCDSP for quantum 
chromodynamics on digital s i p  

computing capability with rela- 
tively small power requiremena 
and small footprints," he said. 

Samios and Yoshihari Doi, 
Executive Director of RIKBN, 
with IIHRC's fmt Director, Nobel 
Prize winner Tsung-Dao Lee of 
Columbia University, all look 
forward to a new era of precise 
calculations that might, accord- 
ing to Doi, "open up completely 
new possibilities in search for 
the origin of the universe." 

QCDOC wlll be used for 
physics research for 90 percent 
of its operating time. With the 
help of the computer, physicisa 
hope to  determine the proper- 
ties of a state of matter currently 
under Intense study a t  BNL's 
premiere accelerator, the Rela- 
tivistic Heavy Ion Collider. Dur- 
ingtheremaining lopercentof 
operating time, researchers will 
use the supercomputer to pur- 
sue scientific projects in a vari- 
ety of fields, including biology 
and materials science. 

Among those attending the 
dedication ceremony was Ed- 
ward McWdden. hfnnagerof thc 

ing 1:aciiity in the information 
lcciinoiogy Division (ITD). ITD 
built QCDOC. ieslrd 11. and will 
maintain it. Uesides acknowi 

teraflop5 to 10teraflops in rcvtn 
yrars. I'm looking forward to 
anothercelebmrion in iive years 
to dedicate a computer with a 
fncror of 20 to 100 increase in 

ics Department wo: (tr& iefti 
, Columbia University; Koji 
atoshi OzakI. BNL: Ryutaro 
id, BNL 

I QCDOC in Action 
Taking up only 100 

square feet of tloor space 
compared to a football field , 
or more for some com- 
mercial supercomputers, 
QCDOC is installed at BNL 
in the IUKEN-BNL. Research 
Center, a physics research 1 
center formed by RIKEN 1 
and BhL in 1997. QCDOC 1 
achieves its ultm-fast speed 
by harnessing the power of 
12,288 individual com- 
puters, each with its own 
memory and an extremely 
fast interprocessor coinmu- 
nication nehvork. h c h  pro- 
cessor is constntcted on a 
single silicon chip, so the 
supercomputer is essentially 
Thissimple design leads to a 1 12,288interconnectedchips. 

low power requirement of 
about 100 kilowatts com- 
pared to the many mega- 
watts typical of most com- 
mercial supercomputers. 

Oneofthemajordiscov- 
eries emerging from tile 1 
Relativistic Heavylon Colii- 
der is the creation of 3 form 
of hot, dense (10 to30 times 
denser than a nucleon1 1 

i 
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Contact: Diane Greenberg, (631) 344-2347 or Mona S. Rowe, (631) 344-5056 

RIKEN BNL Research Center Dedicates New 
Supercomputer for Physics Research 

May 26,2005 

UPTON, N Y  - A new computer - the RKEN BNL Research Center supercomputer -- was unveiled today at a dedication ceremony at the 
U.S. Department of Energy's Brookhaven National Laboratory attended by physicists from around the world. It is called QCDOC for 
quantum chromodynamics on a chip, and it was designed and built by Brookhaven Lab, Columbia University, BM, RTKEN -- The 
Institute of Physical and Chemical Research in Japan, and the University of Edinburgh. The computer has 10 teraflops of peak computing 
power, which makes it capable of performing 10 trillion arithmetic calculations per second, with sustained speeds of five teraflops. The $5- 
million computer took three years to build and is funded by -EN, with bfkastmcture support from DOE'S Offce of Science. 

Taking up only 100 square feet of floor space, the supercomputer is 
installed at Brookhaven Lab in the RKEN BNL Research Center, a 
physics research center formed by RKEN and Brookhaven Lab in 
1997. QCDOC achieves its ultra-fast speed by harnessing the power 
of 12,288 individual computers, each with its own memory and an 
extremely fast interprocessor communication network. Each processor 
is constructed on a single silicon chip, so the supercomputer is 
essentially 12,288 interconnected chips. This simple design leads to a 
low power requirement of about 100 kilowatts compared to the many 
megawatts typical of most commercial supercomputers. 

QCDOC will be used for physics research for 90 percent of its 
operating time. With the help of the computer, physicists hope to 

' determine the vroperties of a state of matter currently under intense . .  
study at Brookhaven's premiere accelerator, the Relativistic Heaw Ion 

the creation of a form of hot, dense ( 1  0 to 30 times denser than a 
nucleon) matter whose properties are consistent with those of a 
strongly coupled plasma of subatomic quarks and gluons -the so-called quark-gluon plasma that existed a few microseconds after the birth 
of the universe. 

Edward McFadden left, BNL lnformtaion Technology 
Collider (RHIC). One ofthe major discoveries emerging from RHIC is Division and Nicho I as Samios (Physics Department) in 

front of ! he QCDOC supercomputer. 

Related to this effort, the supercomputer will be used for calculations in quantum chromodynamics -the physics theory that describes the 
interactions of subatomic quarks and gluons. In particular, physicists hope to understand the reason for the existence of six types of quarks 
that have widely varied masses. With this powerful computer, they can disentangle quarks from their interactions with gluons to gain 
important data about both particles' properties. 

During the remaining 10 percent of operating time, researchers will use the supercomputer to pursue scientific projects in a variety of fields, 
including biology and materials science. 

The RIKEN BNL QCDOC is one of three similar computers that have been built by the same team of collaborators. Funded by the Particle 
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Physics and Astronomy Research Council in the United Kingdom, the second computer, now completed and beginning operation, is located 
at the University of Edinburgh, Scotland. The third, which is funded by DOE’S Office of Science, will be located at Brookhaven Lab and 
used by a community of U.S. scientists for calculations in quantum chromodynamics. Now undergoing testing, the third QCDOC is due to 
be ready for operations in the summer of 2005. Working on related and sometimes different problems using these three supercomputers, 
researchers hope to make significant contributions in physics and other scientific fields. 

Particle Physics and Astrononiv Research Council QCDOC pace 

Number: 05-58 

One of ten national laboratories overseen and pritiiarily j%nded by the Oflce of Scieim qf the US. Departnzent of Energy (DOE), Brooliha\’et1 
Nutional Laborcitory conducts research in the physical, bioinedical, cind environmental sciences, as well as in energ,v technologies and national 
seciirity. Broolditiveti Lab also birilds and opercites major scientij2 facilities available to iiniiwsitv, indus ft? and government researchers. 
Bi.oolihavei1 is operated arid nianaged for DOES Office of Science by Broolihavetl Science Associates, a limited-liability company founded by Stony 
Brook Universit;v, the largest acadeniic user qf Labolatoiy facilities. arid Battelle, a noiiproJit, applied science and technolog?, organization. 
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Solving the Mysteries of Quarks 

Particle Physicists are embarking on a new attempt to solve the mysteries of quarks 
with the completion of the three most powerful supercomputers ever applied to this 
problem, including one at the University of Edinburgh for use by the UKQCD 
collaboration of sdientists from seven British Universities. 

Quarks are the fundamental particles that make up 99.9% of ordinary matter; yet it is 
impossible to examine a single quark in the laboratory. Consequently, some of the 
basic properties of quarks are not known, such as their precise masses or why they 
exist in six different types. Quarks are bound together by the Strong Force, which is 
weak when the quarks are close, but increases steadily as you try to separate them, 
making it impossible to isolate a single quark. Instead, the theory describing the 
Strong Force, called Quantum Chromodynamics (QCD), has to be simulated on huge 
computers. 

The Edinburgh computer is the first of three similar machines and has been operating 
since January. The second computer is being inaugurated today at the RIKEN 
Brookhaven Research Center in Brookhaven National Laboratory in the USA. The 
third is part of the U.S. Department of Energy Program in High Energy and Nuclear 
Physics, and is also installed at Brookhaven where it is currently undergoing testing. 

The computers are built with processing chips designed for the purpose, known as 
QCD-on-a-chip, or QCDOC for short. A little slower than the microprocessor in your 
laptop, the QCDOC chip was designed to consume a tenth of the electrical power, so 
that tens of thousands of them could be put into a single machine. The computers 
were designed and built jointly by Columbia University (USA), the University of 
Edinburgh, the RIKEN Brookhaven Research Center (USA) and IBM. 

Each QCDOC machine operates at a speed of 10 Teraflops, or 10 trillion (Le. million 
million) floating point operations per second. By comparison, a regular desktop 
computer operates at a few Gigaflops (a thousand million floating point operations 
per second), whilst IBM's BlueGene, a close relative of QCDOC and the fastest 
computer in the world, operates at over 100 Teraflops. Edinburgh's machine and part 
of the QCDOC development costs were funded through a Joint Infrastructure Award 
of f 6.6million administered by the Particle Physics and Astronomy Research Council, 
who also fund the UK scientists in this field. 

Professor Richard Kenway, who led UK participation in the QCDOC Project, said 
"After five years building this machine, it's exhilarating to be able to compute in days 
things which take everybody else months. Now we are about to run QCDOC for 
months to do the most realistic QCD simulation yet. It's like standing on the shore of 
a new continent after a long voyage, we've chosen our path of exploration, but we 
don't know what we're going to find." 

Notes for Editors 

The Mysteries of Quarks 

0 Quarks never appear singly, but always as bound states of two or more, 
called hadrons, such as the protons and neutrons that make up the atomic 
nucleus. Thus, Nature hides its fundamental particles and we would like to 
understand better how the Strong Force achieves this. 
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Only the mass of the top quark is accurately known, because QCD effects are 
small for such a heavy particle. To determine the masses of the lighter quarks 
accurately (called up, down, strange, charm and bottom), QCD effects have 
to be computed. These masses are needed for detailed understanding of 
many phenomena and should eventually be predicted by the much sought 
after Theory of Everything. 
There are six types of quark and this seems to be related to the small 
difference between matter and antimatter, called CP violation, that may help 
to explain why our Universe is dominated by matter (and hence why we can 
exist at all). QCD simulations are needed to discover whether our current 
theories can explain this, or there is some new physics at work. 
The Theory of Everything is very likely to permit protons to decay. If so, the 
proton lifetime must be enormous, since no decay has yet been observed. 
Experimental lower bounds on the lifetime, together with QCD simulations, 
place restrictions on what the Theory of Everything can be and have already 
ruled out some candidates. 
At enormously high temperatures and densities, such as may be found in 
neutron stars, everyday matter made of bound quarks may melt into a new 
type of matter. This change of phase, which is being searched for at 
Brookhaven National Laboratory by colliding gold and lead nuclei at high 
energies, is accessible to QCD simulations. What happens may tell us about 
what is going on inside some of the most exotic objects in the Universe. 

The UKQCD Collaboration 

UKQCD is a collaboration of particle physicists from the Universities of Edinburgh, 
Southampton, Swansea, Liverpool, Glasgow, Oxford and Cambridge. It was formed 
in 1989 and has exploited a series of novel architecture computers for QCD 
simulations, becoming one of the leading projects in this field world wide. QCDOC 
gives UKQCD for the first time the fastest computer in the world available for QCD 
simulations. 

The QCDOC Computer 
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Professors Christine Davies and Richard Kenway, and Technician Andrew Main with the 
12,288 processor QCDOC machine at Edinburgh in November 2004 

The QCDOC chip integrates 50 million transistors on a 1.3cm x 1.3cm die and consumes 
approximately 5 Watts at a clock speed of 400 MHz. 
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A fully populated mother board containing 32 daughter boards each with 2 QCDOC chips. 

A water-cooled QCDOC rack containing 16 mother boards with 1024 QCDOC chips. The 
upper compartment holds Ethernet switches. 

Contacts 

University of Edinburgh: Professor Richard Kenway, 0131 650 5245 
University of Glasgow: Professor Christine Davies, 0141 330 471 0 
University of Liverpool: Professor Alan Irving, 0151 794 3782 
University of Oxford: Dr Mike Teper, 01865 273 972 
University of Cambridge: Professor Ron Horgan, 01223 337 839 
University of Southampton: Professor Chris Sachrajda, 023 8059 21 05 
University of Wales Swansea: Dr Chris Allton, 01792 295 738 
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Completing a Supercomputer 4/11/05 11:28 Ah4 

BNL: Departments I Science I ES&H 1 Newsroom I Administration I Visitors I Directory 

Completing a Supercomputer 
Joe DePace (below), Information Technology Division (ITD), installs the final components in a 
supercomputer, one of three built by the division and designed by collaborators fi-om Columbia University, 
IBM, the University of Edinburgh, the RIKEN BNL Research Center, and ITD. The huge computers will 
perform the numerical calculations of quantum chromodynamics (QCD), the physics theory that describes 
the interactions of quarks and gluons, the basic building blocks of matter. The computers, known as OCDOC 
for QCD On a Chip, were specially designed to provide cost-effective, massively parallel computing 
capability. Together, the three supercomputers have 36,864 processors (compared to one processor in a 
typical PC) and 30 teraflops of computing power, which makes them capable of performing 30 billion 
arithmetic operations per second. 

Last Modified April 8, 2005 
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Completing a Supercomputer 4/11/05 11:28 AM 

One of ten national laboratories overseen and primarily funded by the Office of Science of the U.S. Department of 
Energy (DOE), Brookhaven Natiqnal Laboratory conducts research in the physical, biomedical, and environmental 

! sciences, as well as in energy technologies and national security. Brookhaven Lab also builds and operates major 
scientific facilities available to  university, industry and government researchers. Brookhaven is operated and 
managed for DOE’S Office of Science by Brookhaven Science Associates, a limited-liability company founded by 
Stony Brook University, the largest academic user of Laboratory facilities, and Battelle, a nonprofit, applied 
science and technology organization. 
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Supercomputer could 
hold universe’s secrets 

By Jennett Meriden Russell 
A compact, super-intelligent com- 

puter designed to solve the myster- 
ies of the universe. While it might 
seem like the stuff  of science fiction, 
scientists at the U.S. Department 
of Energy’s Brookhaven National 
Laboratory unveiled a new ”super- 
computer” at their Upton facility last 
Thusday, May 26, which is designed 
to do just that. 
Dubbed QCDOC for Quantum 

Chromodynamics On a Chip, the 
computer is designed to explore com- 
plex mathematical equations associ- 
ated with quantum chromodynamics 
(QCD), the theory of the so-called 
strong interactions that bind ultra- 
tiny building blocks of the universe 
together. 
Physicists from around the world 

attended the dedication ceremony of 
the new RIKEN-BNL Research Center 
supercomputer. RIKEN is the Institute 
of Physical and Chemical Research in 
Japan, which has been collaborating 
with BNL on physical and chemical 
research since 1997. RIKEN financed 
the $5-million computer, which took 
three years to build, and employed 
the computer skills of RIKEN, BNL, 
Columbia University, IBM, and the 
University of Edinburgh technicians 
to create. 
In search of the origin of matter 

and the universe itself, quantum 
physicists have taken us deeper and 
deeper inside atoms, which were once 
thought to be the smallest particles in 
the universe. First to come into view 
was the atomic nucleus, and then the 
individual protons and neutrons that 
constitute the nucleus. 
At least for three decades, nucleons 

(protons and neutrons) were consid- 
ered to be the smallest elements in 
the universe, but then, peering into 
them, scientists detected shadows of 
yet another layer of matter that lurks 
inside. Unable-so far-to crack open 
a nucleon and bring out one of these 
shadowy objects for observation and 
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measurement, physicists can only 
guess what the mysterious substance 
is made of. 

Dubbed “quarks,” scientists believe 
that two types of quarks-one named 
“up” and the other “down”-make up 
the proton and the neutron. A n  unseen 
power cded  the “chromo force,” rep- 
resented by particles dubbed “glu- 
ons,” holds quarks together. So it is 
the quarks and gluons that physicists 
currently believe may lie at the bot- 
tom of all known matter. 

BNL and RIKEN physicists hope that 
the supercomputer will help them 
understand what the mysterious 
chromo force is. But, since the funda- 
mental properties of QCD cannot be 
directly tested, scientists can use the 
computer to create a virtual laborato- 
ry to explore the theories of quantum 
chromodynamics. RBRC Director Dr. 
Nicholas €? Samios said the supercom- 
puter would work in conjunction with 
BNCs premiere accelerator Relativistic 
Heavy Ion Collider (RHIC). 
With the help of the computer, RBRC 

physicists hope to determine the 
properties of a state of matter current- 
ly under intense study at Brookhaven. 
One of the major discoveries emerg- 
ing from work with the collider is the 
creation of a form of hot, dense (10 to 
30 times denser than a nucleon) mat- 
ter with properties &at are consistent 
with those of a strongly coupled plas- 
ma of subatomic quarks and gluons- 
the so-called quark-gluon plasma that 
existed a few microseconds after the 
birth of the universe. 

“We’re trying to understand what 
happened about 10 microseconds 
after the Big Bang,” Dr. Samios said. 
‘Xs these computers become more 
and more powerful, we’re able to make 
more and more precise calculations, 
where the theoretical predictions are 
comparable to the hypothetical.” 
Taking up only 100 square feet of 

floor space, the supercomputer 
achieves its ultra-fast speed by h a -  
nessing the power of 12,288 individual 
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Brookhaven National Laboratory scientists, from left to right, Dr. Nicholas F! Samios, 
Dr. Yoshiharu Doi, Robert Mawhinney, and Norman Chris helped to unveil a new super- 
computer at the lab in Upton on Thursday, May 26. JENWEIT MERIDEN RUSSELL 

computers, each with its own memory 
and an extremely fast her-processor 
comunication network. 

Edward McFadden, manager of the 
Brookhaven Scientific Computing 
Facility, said each processor is con- 
structed on a single silicon chip, so the 
supercomputer is essentially 12,288 
interconnected chips. “A computer 
with this much memory would have 
been the size of a football field years 
ago,” he said. 

This simple design leads to a iow 
power requirement of about 100 kilo- 
watts, compared to the many mega- 
watts typical on’ most commercial 

supercomputers. 
RIKEM Executive Director Dr. 

Yoshihaii Doi said the supercom- 
puter has been designed to provide a 
highly cost-effective computer capa- 
ble of focusing significant comput- 
ing resources on relatively small but 
extremely demanding problems. Dr. 
Doi said the computer has 10 terafaops 
of computing power, which makes 
it capable of performing 10 trillion 
arithmetic calculations per second. To 
give some perspective of how power- 
ful the QCDOC is, the average home 
personal computes manages only one 
ten thousand& of a ter 
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Additional RIKEN BNL Research Center Proceedings: 

Volume 73 - Jet Correlations at RHIC, March 10-11,2005 -BNL-73910-2005 
Volume 72 - RHIC Spin Collaboration Meetings XXXI(January 14,2005), XXXII (February 10,2005), 

XXXIII (March 11,2005) - BNL-73866-2005 
Volume 71 - Classical and Quantum Aspects of the Color Glass Condensate - BNL-73793-2005 
Volume 70 - Strongly Coupled Plasmas: Electromagnetic, Nuclear & Atomic - BNL-73 867-2005 
Volume 69 - Review Committee - BNL-73546-2004 
Volume 68 - Workshop on the Physics Programme of the RBRC and UKQCD QCDOC Machines - BNL- 

Volume 67 - High Performance Computing with BlueGeneL and QCDOC Architectures - BNL- 
Volume 66 - RHIC Spin Collaboration Meeting XXIX, October 8-9,2004, Torino Italy - BNL-73534-2004 
Volume 65 ’- RHIC Spin Collaboration Meetings XXVII (July 22,2004), XXVIII (September 2,2004), XXX 

Volume 64 - Theory Summer Program on RHIC Physics - BNL-73263-2004 
Volume 63 - RHIC Spin Collaboration Meetings XXIV (May 21,2004), XXV (May 27,2004), XXVI (June 

Volume 62 - New Discoveries at RHIC, May 14-15,2004 - BNL- 72391-2004 
Volume 61 - RIKEN-TODAI Mini Workshop on “Topics in Hadron Physics at RHIC”, 

Volume 60 - Lattice QCD at Finite Temperature and Density - BNL-72083-2004 
Volume 59 - RHIC Spin Collaboration Meeting XXI (January 22,2004), XXII (February 27,2004), XXIII 

Volume 58 - RHIC Spin Collaboration Meeting XX - BNL-71900-2004 
Volume 57 - High pt Physics at RHIC, December 24,2003 - BNL-72069-2004 
Volume 56 - RBRC Scientific Review Committee Meeting - BNL-7 1899-2003 
Volume 55 - Collective Flow and QGP Properties - BNL-71898-2003 
Volume 54 - RHIC Spin Collaboration Meetings XVII, XVIII, XIX - BNL-7175 1-2003 
Volume 53 .- Theory Studies for Polarized pp Scattering - BNL-7 1747-2003 
Volume 52 - RIKEN School on QCD “Topics on the Proton” - BNL-71694-2003 
Volume 5 1 - RHIC Spin Collaboration Meetings XV, XVI - BNL-7 1539-2003 
Volume 50 - High Performance Computing with QCDOC and BlueGene - BNL-71147-2003 
Volume 49 - RBRC Scientific Review Committee Meeting - BNL-52679 
Volume 48 - RHIC Spin Collaboration Meeting XIV - BNL-71300-2003 
Volume 47 - RHIC Spin Collaboration Meetings XII, XI11 - BNL-71118-2003 
Volume 46 - Large-Scale Computations in Nuclear Physics using the QCDOC - BNL-52678 
Volume 45 - Summer Program: Current and Future Directions at RHIC - BNL-71035 
Volume 44 - RHIC Spin Collaboration Meetings VIII, IX, X, XI - BNL-71117-2003 
Volume 43 - RIKEN Winter School - Quark-Gluon Structure of the Nucleon and QCD - BNL-52672 
Volume 42 - Baryon Dynamics at RHlC - BNL-52669 
Volume 41 - Hadron Structure from Lattice QCD - BNL-52674 

73604-2004 

(December 6,2004) - BNL-73506-2004 

1 , 2004) - BNL-72397-2004 

March 23-24,2004 - BNL-72336-2004 

(March 19,2004)- BNL-72382-2004 
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Additional RIKEN BNL Research Center Proceedings: 

Volume 40 - Theory Studies for RHIC-Spin - BNL-52662 
Volume 39 - RHIC Spin Collaboration Meeting VI1 - BNL-52659 
Volume 38 .- RBRC Scientific Review Committee Meeting - BNL-52649 
Volume 37 - RHIC Spin Collaboration Meeting VI (Part 2) - BNL-52660 
Volume 36 - RHIC Spin Collaboration Meeting VI - BNL-52642 
Volume 35 - RIKEN Winter School - Quarks, Hadrons and Nuclei - QCD Hard Processes and the Nucleon 

Volume 34 - High Energy QCD: Beyond the Pomeron - BNL-52641 
Volume 33 - Spin Physics at RHIC in Year-1 and Beyond - BNL-52635 
Volume 32 - RHIC Spin Physics V - BNL-52628 
Volume 3 1 - RHIC Spin Physics I11 & IV Polarized Partons at High QA2 Region - BNL-526 17 
Volume 30 - RBRC Scientific Review Committee Meeting - BNL-52603 
Volume 29 - Future Transversity Measurements - BNL-52612 
Volume 28 - Equilibrium & Non-Equilibrium Aspects of Hot, Dense QCD - BNL-52613 
Volume 27 - Predictions and Uncertainties for RHIC Spin Physics & Event Generator for RHIC Spin Physics 

Volume 26 - Circum-Pan-Pacific RIKEN Symposium on High Energy Spin Physics - BNL-52588 
Volume 25 - RHIC Spin - BNL-52581 
Volume 24 - Physics Society of Japan Biannual Meeting Symposium on QCD Physics at RIKEN 

Volume 23 - Coulomb and Pion-Asymmetry Polarimetry and Hadronic Spin Dependence at RHIC Energies 

Volume 22 - OSCAR 11: Predictions for RHIC - BNL-52591 
Volume 21 - RBRC Scientific Review Committee Meeting - BNL-52568 
Volume 20 - Gauge-Invariant Variables in Gauge Theories - BNL-52590 
Volume 19 - Numerical Algorithms at Non-Zero Chemical Potential - BNL-52573 
Volume 18 - Event Generator for RHIC Spin Physics - BNL-52571 
Volume 17 - Hard Parton Physics in High-Energy Nuclear Collisions - BNL-52574 
Volume 16 - RIKEN Winter School - Structure of Hadrons - Introduction to QCD Hard Processes - 

Volume 15 - QCD Phase Transitions - BNL-52561 
Volume 14 - Quantum Fields In and Out of Equilibrium - BNL-52560 
Volume 13 - Physics of the 1 Teraflop RIKEN-BNL-Columbia QCD Project First Anniversary Celebration - 

Volume 12 - Quarkonium Production in Relativistic Nuclear Collisions - BNL-52559 
Volume 1 1 - Event Generator for RHIC Spin Physics - BNL-66116 
Volume 10 - Physics of Polarimetry at RHIC - BNL-65926 
Volume 9 - High Density Matter in AGS, SPS and RHIC Collisions - BNL-65762 
Volume 8 - Fermion Frontiers in Vector Lattice Gauge Theories - BNL-65634 

Spin - BNL-52643 

I11 - Towards Precision Spin Physics at RHIC - BNL-52596 

BNL Research Center - BNL-52578 

- BNL-52589 

BNL-52569 

BNL-66299 

182 



Additional RIKEN BNL Research Center Proceedings: 

Volume 7 - RHIC Spin Physics - BNL-65615 
Volume 6 - Quarks and Gluons in the Nucleon - BNL-65234 
Volume 5 - Color Superconductivity, Instantons and Parity won?)-Conservation at High Baryon Density - 

Volume 4 - Inauguration Ceremony, September 22 and Non -Equilibrium Many Body Dynamics -BNL- 

Volume 3 - Hadron Spin-Flip at RHIC Energies - BNL-64724 
Volume 2 - Perturbative QCD as a Probe of Hadron Structure - BNL-64723 
Volume 1 - Open Standards for Cascade Models for RHIC - BNL-64722 

BNL-65105 

64912 
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For information please contact: 

Ms. Pamela Esposito 
RIKEN BNL Research Center 
Building 5 1 OA 
Brookhaven National Laboratory 
Upton, NY 11973-5000 USA 

Phone: (63 1) 344-3097 
Fax: (631) 344-4067 
E-Mail: pesposit@,bnl.gov 

Ms. Tammy Heinz 
RIKEN BNL Research Center 
Building 5 1 OA 
Brookhaven National Laboratory 
Upton, NY 11973-5000 USA 

(63 1) 344-5864 
(63 1) 344-2562 
theinz@,bnl. gov 

Homepage: http://www.bnl.gov/riken 



RIKEN BNL RESEARCH CENTER 

RBRC QCDOC Computer Dedication 
and 

Symposium on RBRC QCDOC 
May 26,2005 

Li Keran 

Speakers : 

P. Chaudhari 
F. Karsch 

Nuclei as heavy as bulls CopyrightOCCASTA 

Through collision 
Generate new states of matter. 

T. D. Lee 

N. H. Christ 
T. Izubuchi 

C. Dawson Y. Doi 
R. D. Mawhinney N. P. Samios 

Session Chairs: G. Bhanot, J. Mandula, S. Ozaki 
Organizers: S. Ozaki and N. P. Samios 




