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Preface to the Series

The RIKEN BNL Research Center (RBRC) was established in April 1997
at Brookhaven National Laboratory. It is funded by the "Rikagaku
Kenkyusho" (RIKEN, The Institute of Physical and Chemical Research) of
Japan. The Center is dedicated to the study of strong interactions, including
spin physics, lattice QCD, and RHIC physics through the nurturing of a new
generation of young physicists.

The RBRC has both a theory and experimental component. The RBRC
Theory Group currently consists of about twenty researchers, and the RBRC
Experimental Group, of about fifteen researchers. Positions include the
following: full time RBRC Fellow, half-time RHIC Physics Fellow, and full-
time, post-doctoral Research Associate. The RHIC Physics Fellows hold joint
appointments with RBRC and other institutions and have tenure track positions
at their respective universities or BNL. To date, RBRC has ~40 graduates of
which 14 theorists and 6 experimenters have attained tenure positions at major
institutions worldwide.

Beginning in 2001 a new RIKEN Spin Program (RSP) category was
implemented at RBRC. These appointments are joint positions of RBRC and -
RIKEN and include the following positions in theory and experiment: RSP
Researchers, RSP Research Associates, and Young Researchers, who are
mentored by senior RBRC Scientists. A number of RIKEN Jr. Research
Associates and Visiting Scientists also contribute to the physics program at the
Center.

RBRC has an active workshop program on strong interaction physics
with each workshop focused on a specific physics problem. Each workshop
speaker is encouraged to select a few of the most important transparencies from
his or her presentation, accompanied by a page of explanation. This material is
collected at the end of the workshop by the organizer to form proceedings,
which can therefore be available within a short time. To date there are seventy-
three proceeding volumes available.

A 10 teraflops RBRC QCDOC computer funded by RIKEN, Japan, was
unveiled at a dedication ceremony at BNL on May 26, 2005. This
supercomputer was designed and built by individuals from Columbia
University, IBM, BNL, RBRC, and the University of Edinburgh, with the U.S.
D.O.E. Office of Science providing infrastructure support at BNL. Physics
results were reported at the RBRC QCDOC Symposium following the
dedication. A 0.6 teraflops parallel processor, dedicated to lattice QCD, begun
at the Center on February 19, 1998, was completed on August 28, 1998 and is
still operational.

N. P. Samios, Director

May 2005
*Work performed under the auspices of U.S.D.O.E. Contract No. DE-AC02-98CH10886.
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Dedication of RBRC QCDOC Computer
May 26, 2005




Dedication Ceremony of RBRC QCDOC: Chair: S. Ozaki

From Left: Nicholas P. Samios, Director, RBRC; T. D. Lee, Director Emeritus, RBRC; Koji Kaya, Director, Discovery Research institute,
RIKEN; Yoshiharu Doi, Executive Director, RIKEN; Satoshi Ozaki, Special Assistant to Laboratory Director for Accelerator Projects, BNL; Ryutaro Himeno,

Director, Advanced Center for Computing and Communication, RIKEN and Praveen Chaudhari, BNL Director



Agenda for
the Dedication of the RBRC QCDOC Computer

Date: Thursday, May 26, 2005
BNL Bldg 510, Large Seminar Room

Dedication of RBRC QCDOC: Physics Large Seminar Room

(Chair: S. Ozaki)

10:00 AM Welcome Remarks Praveen Chaudhari, BNL Director
10:30 AM Remarks Yoshiharu Doi, Executive Director of RIKEN
11:00 AM Remarks N.P. Samios, Director of RBRC

11:30 AM  Dedication of QCDOC at the Computing Center, Bldg. 515
12:00 Noon to 2:00 PM Lunch: South Room BNL Center

Symposium on RBRC QCDOC Physics Large Seminar Room
(Chair: Jeffrey Mandula)
2:00 PM QCDOC: From Chips and Boards Norman Christ, Columbia
to Quarks and Gluons

2:30 PM New Physics Programs on QCDOC Taku Izubuchi, RBRC/Kanazawa U.

3:00 PM Kaon Physics Christopher.Dawson, RBRC
3:30 PM Break

(Chair: G. Bahnot)

4:00 PM  Simulating HOT Matter on COOL Frithjof Karsch, BNL
Computers
4:30 PM QCDOC and Domain Wall Fermions: Robert Mawhinney, Columbia

Making Lattice QCD Simpler

5:00 PM Adjourn



Dedication of the RBRC QCDOC Computer
Welcome Remarks by Praveen Chaudhari
Director, BNL

I would like to welcome all of you to Brookhaven National Laboratory. This is a very
special day for the laboratory and a very special day for the partnership between RIKEN,
Columbia, IBM, and Brookhaven. I want to say a few words of reminder about the
evolution of this partnership and mention a few names that played a key role and
continue to do so.

It was ten years ago that the Memorandum of Understanding was signed between RIKEN
and Brookhaven establishing a spin physics program at this laboratory. About two years
later, the RIKEN/Brookhaven Research Center was formed, and the forerunner of the
machine that we are dedicating today was proposed. This was the QCDSP computer
built in a partnership between Columbia University, IBM, and Brookhaven and, of
course, RIKEN was the financial driving force behind it. So this was the beginning of
not only the spin physics program --- experiment and theory --- but also the beginning of
a larger enterprise--- the QCD laboratory, with three legs of experiment, theory, and
lattice gauge calculations.

The people who played a key role and, one in particular, who set the standard is well
known to everyone: T.D. Lee. [ saw his beautiful sketch of the two bulls on the entrance
wall of the QCDOC room. If you imagine TD to be one then the other bull is Dr. Noyori
of RIKEN. The two together make the RBRC succeed. The other person I want to
recognize is Norman Christ. Without these players we would not be here today.
Nick Samios has taken over from TD in running the RBRC. Nick, I hope, will follow the
approach that Bruce Stillman at Cold Spring Harbor is taking and that is every time
Jim Watson, who is their TD, is promoted to replace Jim, he elevates Jim to a higher
designation. So Nick, you will have to find a suitable title for TD.

I believe that QCDOC represents a class of machines that people have been struggling to
design for some time. For example, when I was at IBM it occurred to me that as a
computer company we ought to be designing special purpose machines to solve special
and important scientific problems. Computer simulation or lattice gauge calculations of
QCD, as an important science problem, were proposed. So in 1982 or thereabouts, we
went out and hired a man who had worked with Norman, his name is Don Weingarten.
We told Don, along with some computer scientists who were present at the IBM
Laboratory at Yorktown, to design and build a special purpose computer for QCD. The
first of these special machines, and at that time we had what we thought was a
tremendous goal, was designed to achieve 11 gigaflops. This machine, called, GF-11,
was built and operated. Interestingly enough, when we started to build GF-11 our
colleagues in the computer science department realized that perhaps they also ought to be
building a special machine that would do something equivalent to GF-11 but in computer
science, and so they came up with a machine that was designed to compete with
Garry Kasparov in chess. This was the genesis of the machine called “Deep Blue."



It eventually beat Kasparov. I thought you might find the connection between QCD and
chess interesting. GF11, for its time was great. However, it was evident that even more
powerful machines were needed to achieve the precisions that were desired. And so the
quest continued.

I believe, as you look at computational science of the future, there are two extremes of
machine design to consider: one of them is a very special purpose chip like the grape
chip, which does molecular dynamics very well and, I expect, a machine using the grape
processor will be the first machine to break the petaflop barrier. However, the grape chip
is not very flexible. It can only handle a limited set of scientific applications. The other
extreme are the vector supercomputers epitomized by Cray. These can do a great variety
of computing tasks and have well developed software applications. They are, however,
relatively expensive, power hungry and space hungry and so it is difficult to expect the
performance of these machines to go beyond 100 teraflops or thereabouts. But there is a
class of problems that need, QCD being one of them, 100°s of teraflops or perhaps
petaflops of computer power. In order to avoid the extremes of grape or the conventional
supercomputers, we need architecture that will enable us to reach the petaflop regime
without restricting the number of applications unduly. Perhaps unknowingly, this is what
Norman Christ and Bob Mawhinney did with their QCDOC design. 1 know
Jim Davenport and Jim Glimm, who are here with us today, are leading an effort to try to
understand what other applications can be run efficiently on QCDOC.

The other story I want to tell you is what happened to the daughter of QCDOC. Al Gara,
who was a member of the team that designed QCDOC, joined IBM and he helped design
a class of machines called blue gene L. These machines have been designed to have a
broader application base but, of course, they can also do QCD if need be. They have
already demonstrated they can achieve well over a hundred teraflops.

You can see how the quest for QCD lattice gauge calculations lead in one case to the
field of chess playing machines and in another to a design suitable for commercial
applications with a wider application base than grape.

I have spoken longer than I usually do or had planned to. I want to congratulate all the
team members on helping put the QCDOC machine together and that includes
Ed McFadden and his team. It is indeed a special day to dedicate this 10 teraflops
machine. Once again, I thank all of the people who made this happen.



Dedication of the RBRC QCDOC Computer
Remarks by Yoshiharu Doi
Executive Director, RIKEN

My thanks to Dr. Chaudhari for the warm welcome and to our BNL friends for their
kind hospitality.

I would like to begin with a brief message from RIKEN president, Ryoji Noyori. He has
asked me to send to you his sincere regrets for not being able to be here on this special
occasion, and he thanks all of you for preparing such a a well-organized and wonderful
celebration. President Noyori looks forward to meeting Dr. Chaudhari and the BNL
personnel when he visits here this October. He is also looking forward with pleasure to
seeing the BNL facilities for himself.

It is indeed a joy to be celebrating the dedication of the QCDOC today. This machine is
a forerunner of the next generation of computers and is the crystallization of the
collective wisdom and knowhow of RIKEN, Columbia University, and BNL. At 10
teraflops, the QCDOC is the fastest dedicated lattice QCD calculator in the world It is
most fortunate that RBRC can possess and operate such a machine. The young scientists
here have the double good fortune of access to the QCDOC and the guidance of some of
the leading minds in the field of lattice QCD. I look forward to seeing very satisfying
reports on the results of their advanced research.

The RBRC was established in the autumn of 1997 by then-RIKEN president Akio
Arima and Professor T.D. Lee in emulation of the Niels Bohr Institute which was one of
the leading laboratories in the early years of quantum mechanics. Under the leadership
of Professor T.D. Lee, the RBRC has come very close to achieving its ideal of providing
a stimulating environment for advanced research by young scientists from such well-
known institutions as Columbia University and MIT as well as the Brookhaven National
Laboratory itself. This environment is, of course, even further enhanced by the RHIC,
which is one of the world’s most advanced relativistic heavy ion colliders.

The RBRC has achieved excellent research results and sent out many nice scientists into
the world. In particular, the recently announced discovery that matter in the earliest
stages of the universe may have been a liquid-like quark-gluon plasma suggests that
RHIC and the new QCDOC may open up completely new possibilities in the search for
the origins of the universe and matter that go well beyond anything we can imagine
today. Nothing could be more appropriate in this year of 2005, which has been called
the World Year of Physics in celebration of Albert Einstein’s 1905 publication of his
three major papers on quantum theory.

I have been told that the QCDOC has 6,144 daughter boards incorporated in each of 192
motherboards. It has a calculation speed 10 times as fast as the current QCDSP, and
with excellent cost performance of less than one dollar per megaflop thanks to its
extremely simple lattice QCD calculation system. It is also highly energy efficient
compared to conventional super computers, consuming only five milliwatts of
electricity per megaflop. Finally, the new machine is also easy to maintain.
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One cannot consider the QCDOC without first taking a look at its QCDSP machine
completed in 1998. Professor T.D. Lee and others worked hard to keep the QCDSP
production costs down. For example, the computer chips used in the QCDSP are the
same as those used in cell phones. Norman Christ of Columbia University designed the
machine, and the university was most helpful in securing the required parts locally and
at as low a cost as possible. As a result, as I am sure you all remember, the QCDSP was
awarded the Gordon Bell Prize in 1998 for excellent price performance for a
supercomputer. Since then the QCDSP has helped many young scientists in their
research and sent them on their way to secure tenure at various universities. Of these
young scientists, I am told, several have now returned to RBRC as RHIC Physics
Fellows retaining their affiliations with their respective universities as well as with the
RBRC. This time they will be working with the RBRC and helping to mentor their
successors in research.

Both the QCDSP and the QCDOC were primarily a joint project of RIKEN and
Columbia University, but the installation and maintenance of these computers must be
credited to Ed McFadden and others of the Brookhaven Computing Facility staff.
Thanks to their tireless work, there is just about no loss time with the two computers
and researchers are able to get maximum performance. This is indeed something to be
proud of.

Finally, a few words about the QCDOC room at the Brookhaven Computing Facility. I
have only seen photographs, but I am told the BNL has set aside a very nice room for
the new QCDOC. The overall tone of the room is blue, and above the entrance is the
painting that everybody at the center is very familiar with, that was used for the poster
celebrating the establishment of the RBRC. I look forward to seeing this room and the
painting later.

Every improvement in equipment leads directly to a qualitative improvement in
research. This is a truism that I have encountered repeatedly at various research
facilities. I am most grateful that we are able to have this dedication in this World Year
of Physics, and would like to express my sincere thanks to everyone at the RBRC and
BNL who helped to make this occasion possible. I look forward to new advances in
science and the continued development of the RBRC.

Finally, I would like to introduce RIKEN Directors and staffs who are participants from
RIKEN Today. Dr. Kaya, he is a Director of Discovery Research Institute. Dr.
Motobayashi, He is a Chief Scientist and Director of Heavy Ion Nuclear Physics Lab.
Dr. Himeno, he is a Director of Advanced Center for Computing and Communication.
Dr. Yanokura, he is a Director of Public Relations Office. Mr. Funada, he is a Director
of DRI/FRS Promotion Division. Ms. Shimoyamada, she is a Deputy Manager of
DRI/FRS Promotion Division, Mr. Komali, he is a staff of Public Relations Office.
Thank you.



Dedication of the RBRC QCDOC Computer
Remarks by Nicholas P. Samios,
Director, RIKEN BNL Research Center

This is indeed an auspicious occasion--where we are here to dedicate the RIKEN BNL
Research Center 10 Teraflops QCDOC Computer funded by RIKEN (The Institute of
Physical and Chemical Research) of Japan and to acknowledge the efforts of many of the
individuals who made this possible.

First we note the major contribution by RIKEN in the person of Dr. Kobayashi who very
early on signaled his strong support of QCDOC by signing a contract with Columbia
University in 2002 for the construction of QCDOC, as well as supplying R&D funds for
its design. This set the stage for two identical subsequent computers, UK Edinburgh and
DOE national computers. Such an initiative by RIKEN (and Columbia) had occurred
previously in 1997 when a similar agreement had been signed to construct a 0.6 teraflops
computer, QCDSP. Its construction, as well as a 0.4 teraflops version at Columbia, was
completed in 1998, a record time and it won the Gordon Bell prize for most cost efficient
computational capability in the same year.

This sequence is not an accident. The seeds were sown many years earlier at Columbia
where a series of computers Kflops, Mflops, Gflops were designed and constructed to
operate by physicists. This was a consequence of the vision of T.D. Lee, who understood
and nurtured this advent of larger and faster computers in the pursuit of physics. As such
in the éarly formation of RBRC he had the concept of a major computing capability at
RBRC in order to study non-perturbative QCD, one of the principal physics objectives of
RBRC. T.D. therefore devised the strategy that assured the success of this series of
computers and also guided and encouraged the many young researchers. In addition,
Professor Lee has spent considerable time and effort extolling the virtues and
emphasizing the compelling need of lattice gauge calculations. He delivered this
message to colleagues, and universities and elsewhere as well as important officials such
as Arima, Kobayashi, Marburger, Orbach, Staffin and others.

In order to be competitive with the large industrial producers of computers--one had to
find a niche--and thus emerged the concept of a low power (heat), rapid communication
with nearest neighbors, parallel processor computer. QCDOC with its 12,288 individual
computers each with its own memory, uses only ~ 100 kilowatts of power (compared to
megawatts for most other similar computers) and a footprint of ~100 square feet of floor
space instead of a football field.

Needless to say (in spite of T.D.'s prowess) many talented individuals have contributed
and dedicated themselves to the successful construction and operation of QCDOC.
RBRC, Columbia, IBM, BNL and the University of Edinburgh formed this great
collaboration, which solved the many problems that arose on the design, manufacture,
testing, assembly and debugging of this computer. The Columbia Group has the longest
track record in this business and Norman Christ certainly has been one of the



international leaders in the design and construction of fast computers, and he and
Bob Mawhinney have spearheaded the whole QCDOC effort. Great strength was added
by joining with IBM--a powerhouse in computing, and Al Gara has been an indispensable
member of this endeavor. RBRC made major contributions via the efforts of Tilo Wettig
and Shigemi Ohta and similarly the University of Edinburgh in Peter Boyle. The
assembly, testing and bringing into operation of several of the QCDOC computers was
the province of members of BNL's ITD group composed of Ed McFadden, Joe DePace
and Ed Brosnan. AsI have matured I have grown to appreciate the importance of upper
management and as such would like to acknowledge the strong support of Dr. Noyori of
RIKEN, Dr. Chaudhari of BNL, Bill Pulleybank of IBM, Richard Kenway of UK, and
our landlord Denis Kovar of DOE.

I believe that the advent of QCDOC will usher in a new era of precise calculations in
lattice QCD. It will enable physicists to explore a host of exciting and important physics
issues. One will now be able to explore larger lattices, smaller lattice spacing and include
virtual quark pairs as well as satisfy chiral symmetry in these calculations. As such one
will be able to better evaluate: hadronic masses, thermodynamic properties of a quark
gluon plasma, hadronic effects associated with extractions of the parameters of the CKM
matrix, CP violation in hadronic decays and nucleonic structures. Although this
computer is dedicated to lattice gauge calculations, QCDOC may have more general
applications and as such we are devoting 10% of its power to the investigation of other
problems such as protein structures in biology and nano-materials in condensed matter
physics.

Finally, I want to note that the RBRC-QCDOC is one of three identical computing
machines, the UK-Edinburgh QCDOC which was first assembled and tested at BNL--
disassembled and shipped to the UK where it is in a similar operational phase as the
RBRC machine. The DOE QCDOC is also being assembled at BNL and should be
operational this summer.

We dedicated QCDSP in 1998 here at BNL and now we dedicate QCDOC in 2005 in the
same place with many new collaborators. We have gone from 0.6 teraflops to 10
teraflops in these 7 years, a factor of 15-20, and I'm looking forward to another
celebration in 5-7 years with a factor or 20-100 in computing capability and with
relatively small power requirement and footprint. Hope to see many of you at that next
grand occasion. In the meantime, let us proceed to dedicate the QCDOC computer.
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Symposium on RBRC QCDOC




At the Symposium on RBRC QCDOC are: (from left) Norman H. Christ (Columbia University); Chris Dawson (RBRG/BNL);

Frithjof Karsch (BNL); Robert D. Mawhinney (Columbia University); Jeffrey Mandula (DOE); G. Bhanot (IBM); and Taku
lzubuchi (Kanazawa University/RBRC).



QCDOC: From Chips and Boards to Quarks and
Gluons

Norman H. Christ, Columbia University
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QCDOC: From Chips and Boards to
- Quarks and Gluons

RBRC QCDOC Dedication
May 26, 2005

- Norman H. Christ
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Outline

Overview of Lattice QCD
QCDSP computer

New technology: QCDOC
Design of QCDOC
QCDOC Construction

Physics outlook

RBRC QCDOC Dedication May 26, 2005
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Overview of Lattice QCD

 Introduce a space-time lattice.

e Perform the Euclidean Feynman
path integral.

— Precise non-perturbative formulation.
— Capable of numerical evaluation.

——Hﬂ;‘@ln JdlU #Lm] — AU gange det{ D+m)O|U|

» Evaluate using Monte Carlo, importance sampling.

» Use space-time formulation directly — easily mounted
on a parallel computer.

RBRC QCDOC Dedication May 26, 2005 3)
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Well understood sources of error:

Finite Volume: Efjort ~ In(Error)

Quenching: Effort ~ 100X [include det(D-+m)]
Finite MC statistics: Effort ~ 1/(Error)?

Peftﬁrbation theory | Effort ~ gt/Error

Quark masses too large:  Efiort ~ 1/(Error)? + 1/(Error)"

Non-zero lattice spacing:  Effort ~ 1/(Error)™"

RBRC QCDOC Dedication May 26, 2005 @)



QCDSP Computer

* Completed in 1998
* 0.6 +0.4 Teraflops
* QDCSP accomplishments:

— Domain wall fermions. N
* Theory: Kaplan, Shamir,

Narayanan/Neuberger | 0 6v‘T ﬂo'pvsv (RBRC)
* First numerical studies: '
Blum and Soni, Vranas

e

e

61

— Non-perturbative
renormalization.

— Dynamical DWF simulations.

0.4 Ttlops (Columbia)

RBRC QCDOC Dedication May 26, 2005
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Domain Wall Fermions

5-D theory with 4-D surface
states.

Typical 5-D extent of 16.

“Revolution” in the lattice
treatment of fermions.
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Non-Perturbative Normalization

 Many physical quantities are actually defined
through perturbation theory applied at high energy:

— Quark masses.
— Effective, low-energy weak operators.
— Continuum energy and momentum operators.
* Must “match” lattice operators to continuum
conventions.

» Normalize lattice operators by evaluating

off-shell Greens functions (RI/MOM) — closely poy

connected to continuum conventions:
— Nucleon structure functions
— Kaon decay matrix elements | P bj
— Off-shell lattice normalization

= (F(481)/3

RBRC QCDOC Dedication May 26,2005  (7)
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Simulations with Dynamical DWF

Improved algorithms give 2-4x

speed-up.

Serious ]\Q=2 runs:

163 x 32, L=12, 1/a=1.7 GeV

Just at the edge of QCDSP
capability

m,/m,=0.5 5361 trajectories
m,/m.=0.75 | 6195 trajectories
m,/m,=1.0 5605 trajectories

Evolution of topological charge
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Well understood sources of error:

* Finite Volume: Effort ~ In(Error)
*-Quenching: Effort~100Xinelude-det(P-+n)]

 Finite MC statistics: Effort ~ 1/(Error)?
» Perturbatien-theery——Effort ~etelmor
* Quark masses too large:  Effort ~ 1/(Error)? + 1/@}%}98/ "

« Non-zero lattice spacing: Effort ~ 1/(Error)¥® -

RBRC QCDOC Dedication May 26, 2005 )
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RBC Collaboration

« RBRC
—  Yasumichi Aoki (Wuppertal)

— Tom Blum

— Chris Dawson

— Takumi Doi

— Koichi Hashimoto (Kanazawa)

— Taku Izubuchi (Kanazawa)

—  Yukio Nemoto

— Jun-Ichi Noaki (Southamption)

— Kostas Orginos (MIT)

— Shoichi Sasaki (Tokyo)

— Norikazu Yamada (KEK)

— Takeshi Yamazaki

« BNL
— Frederico Berruto
— Michael Creutz
— Frithjof Karsch
— Jack Laiho (Fermilab)
— Peter Petreczki
— Konstantin Petrov
— Sasa Prelovsek (Ljubljana)
— Christian Schmidt
— Amajit Soni

o Columbia

Christopher Aubin

Michael Cheng

Norman Christ

Saul Cohen

Changhoan Kim (Southampton)
Ludmila Levkova (Indiana)
Meifeng Lin

HueyWen Lin

Oleg Loktik

Robert Mawhinney

Samuel Shu

Azusa Yamaguchi (Glasgow)

RBRC QCDOC Dedication May 26,2005 (10)



14

QCDOC Motivation

« In 1999 two facts were clear:
— We needed a lot more computer power.
— Advancing technology offered new opportunities.
* QCD is excellent for a targeted computer architecture:

— Regularity of lattice QCD makes parallelization easy,
reduces network cost.

— Vanishing I/O and small memory needs allow
economical configuration.
— Ferocious 1/a® scaling requires
» Small problem size per processor.

 Large surface to volume ratio.
« High bandwidth/low latency network.

RBRC QCDOC Dedication May 26, 2005
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QCDOC Collaboration

e Columbia (DOE)

Norman Christ
— Saul Cohen
— Calin Cristian
— -Zhihua Dong
— Changhoan Kim
— Ludmila Levkova
— Xiaodong Liao
— Meifeng Lin
— Guofeng Liu
— Robert Mawhinney
— Shu Li
Azusa Yamaguchi

. BNL (SciDAC)

— Chulwoo Jung
— Konstantin Petrov
— Stratos Efstathiadis

. UKQCD (PPARC)
— Peter Boyle
— Mike Clark
. — Balint Joo

 RBRC (RIKEN)
— Shigemi Ohta
— Tilo Wettig

- IBM
— Dong Chen
— Alan Gara
— Design groups:
* Yorktown Heights, NY

* Rochester, MN
» Raleigh, NC

RBRC QCDOC Dedication May 26,2005  (12)
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QCDOC Architecture

IBM-fabricated, single-chip node.
[50 million transistors, 5 Watt, 1.3cm x 1.3cm]

Processor:

— PowerPC 32-bit RISC.
— 64-bit, 1 Gflops floating point unit.

Memory/node: 4 Mbyte (on-chip) & <=2 Gbyte DIMM.

Communications network:

— 6-dim, supporting lower dimensional partitions.
— Global sum/broadcast functionality.
— Multiple DMA engines/minimal processor overhead.

Ethernet connection to each node: booting, I/O, host control.
~7-8 Watt/node, 15 in3 per node.

RBRC QCDOC Dedication May 26, 2005 - (13)
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N etw Ol’k SCU LINKS
Architecture L e

DISK

=| SWITCH

* Red boxes are nodes.

e Blue boxes mother boards.

CPUO

CPU1

: .. ! =] SWITCH
 Red lines are communications

links. ‘ —
: . EE——"=| SWITCH |
* (@reen lines are Ethernet . T
connections.

CPU2

CPU3

T T pe—

 (QGreen boxes are Ethernet Hl T = SWITCH

switches. | EL
» Pink boxes are host CPU Il ]! ' == SwiTCH

CPUn-2

CPU n-1

Processors. | | | (DISK]

T

=
o
7!
=

% | ' = SWITCH
DISK

l ' = SWITCH [—
QCDbOC ETHERNET

RBRC QCDOC Dedication May 26,2005  (14)
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QCDOC Chip

‘ 4 MBytes of l [

8 Gbyte/sec
Memory/Processor
Bandwidth

1 Gflops
Double Precision

2.6 GByte/sec Interface
to External Memory

Embedded DRAM

RISC Processor

2.6 GByte/sec \—
EDRAM/SDRAM EDRAM - _—[
DMA 8 ||| Petdcte
b L |
24 Link DMA ! [ e sa0cors | Py PConkroter | _| erage mEl
Communication m T ] |
Control ~4 = | I
24 Off-Node Links = J BERRing s | P g ~ e &
12 Gbit/sec P == _l
Bandwidth N /; e
’ ; HssL /35U ] 1BM Library Component Ethere. gAG‘llMII
, Custom Designed Logic ﬂgﬁg?s“d |
: HSSL [mefee /] ]

- Complete Processor Node
on a Single QCDOC Chip

4KB recv. fifo

[ Bootable |
- Ethernet
| Interface |

100 Mbit/sec
Fast Ethernet

50 million transistors, 0.18 micron, 1.3 x 1.3 cm die, 5 Watt

RBRC QCDOC Dedication May 26, 2005  (15)



Daugher board (2 nodes)
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Mother board (64 nodes)

RBRC QCDOC Dedication May 26, 2005
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Edge view of mother board

RBRC QCDOC Dedication May 26, 2005
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512-Node Machine
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irst 4 racks installed at Columbia

RBRC QCDOC Dedication May 26, 2005
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288 nodes/10 Ttlops)

b

(12

UKQCD Machine

37
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Brookhaven Installation

RBRC (right) and DOE (left) 12K-node QCDOC machines

RBRC QCDOC Dedication May 26, 2005  (24)
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Critical contributions from many people

 BNL staff:
— Ed Mcfadden
— Eric Blum
— Ed Brosnan
— Christopher Channing
— Andrew Como
— Joe Depace
— Don Gates
— Paul Poleski

RBRC QCDOC Dedication May 26, 2005  (25)
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Outlook

New QCDOC machine offers ~20x capability.
Large-scale dynamical DWF calculations are now possible.
Many important new topics can be tackled:

— Quark-gluon plasma.

— Physical two-pion states;

— Hyperons/electromatic effects/heavy quarks/...

- Close RBRC — UKQCD collaboration.

We are now begmning to dream of petaflops computers with

price/performance of $0.01/Mflops.

RBRC QCDOC Dedication May 26, 2005
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New Physics programs on QCDOC |

Taku lzubuchi

RIKEN BNL Reserch Center

Kanazawa University

for the RIKEN-BNL-Columbia collaboration,
and
Masashi Hayakawa

Symposium on RBRC (QCDOC

Taku lzubuchi, BNL, 26 /May/2005
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Purpose of lattice QCD

QCD physics beyond perturbative analysis

CP violating weak matrix elements (Christ & Dawson’s talk)

uses chiral perturbation theory.

Phase structure of QCD (Karsch’s talk)
w0 T+0, chiral phase transitions. RHIC expenments

Isospin breaklng physics, Eectromagnet1c sphttmgs

Hadronic contributions to muon anomalous magnetlc moment
the g—2 experlment

Proton decay in beyond-standard-models

Structu re of Hadreng (Mawhinney’s talk)

n' (U(1)4 problem), Nutron EDM (strong CP problem)
chiral anomaly & topology

very exciting oppotunites to search for new physics by the
first principle approach, Lattice QCD.

- Taku lzubuchi, BNL, 26/May/2005 2
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Lattice QCD

e Quantum Chromo Dynamics : strong coupling, needs non-perturbative calculation.

U(z), Au(z), z € R*: continuous infinity
quantum divergences: needs regularization and renormalization

J B | e Discretize Euclidean space-time
— — e lattice spacing a ~ 0.1 fm
a (UV cut-off |p| < 7/a)
lp(l’b) I,/)(n + Ia) .
o  Ul(n) B e ¢(n) : Quark field (Grassmann number)

e U,(n) : Gluon field

I/ | |

e Accumulate samples of QCD vacuum, typically O(100) ~ O(1,000) files of gluon
configuration U,(n) on disk.

e Then measure physical observables on the vacuum ensemble.
(0 = / DU, Prob[U,] x O[U.]

e A part of shorter fiuctuat_ion is taken care either perturbatively or by techniques
called non-perturbative renormalization.

Taku lzubuchi, BNL, 26/May /2005 3
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Taking Limits

e repeat the procedure for the three parameters,

V' : space-time Volume
my : mass of quarks
B : coupling among quarks and gluons

A. Thermodynamic limit V — oo
(O) |v ~ const. (V> V(myg) ~ 1/mb),
myps is the lightest hadron(pion) mass.

B. Quark mass, m; — my(phys) ~ 10 MeV -

needs to extrapolate from my > m,(phys) because smaller m; needs larger
V and more computational power to solve the Dirac equation.
chiral perturbation theory (ChPT) helps.

- C. Continuum limit, ¢« — 0 @ to eliminate discretization errors

B=16/g2 — oo a la asymptotic freedom aAr = exp(—=15)-- .

2bpg
<C)> — ()cont._k Cnlln + - '
For DWF n = 2 not 1. ( chiral symmetry ).
Each lattice action has different discretization error, useful for estimation
of the discretization error by comparing among various lattice fermion/gauge
actions. :

to get the final answer.

Taku Izubuchi, BNL, 26/May/2005 - 4
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Use of chiral symmetry on lattice

‘Spontaneous breaking of chiral symmetry, (gg) = (Grqr + qrqr) # O.

NG boson, M? mgq. The origin of mass of constituent quark or proton.

massless quark ¢(x)

St =qPq=qr Pqr + Gr Pqr

symmetry: q — eLqr, qr — €"Rgp
Left and Right handed fermions are independently moving.

Old lattice fermions (e.g. Wilson fermion, staggered fermion) break chiral and
flavor symmetries: Domain Wall Fermions (DWF) - has exact flavor symmetry and

a good chiral symmetry (Kaplan, Furman & Shamir, Blum & Soni)

discretization error should be small.( lattice spacing, a > 0)

No local operator with dimension five preserving chiral symmetry.

Os = Fuqouq, ch2q

'Cla,t — Zﬁcom‘;. + OLZOG + .- 1

O(a) error is suppressed. Results on relatively coarse lattice (large a ,smaller
computational cost) is much closer to the continuum limit: aAgep ~ 0.1

unphysical operator mixing is prohibited by x-sym. (Dawson’s talk)

Taku lzubuchi, BNL, 26/May/2005 , 5
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Full QCD (including dynamical quarks)

e So far quenched approximation is widely used.
det P — 1

Ignoring quark loops (sea quark loop) in QCD vacuum, and only using the external
quarks (valence quarks) representing hadrons.

e This approximation causes the quenched pathologies.

» lLack of Unitarity.

| X | x(O)x
e quenched chiral divergences |
(n' loops):

M? = 2Bym, [1 — 28 In(my)]
0 o« my in Full QCD.
e can’t decays. @
e.g. p — TWT.

e quark mass with less than ~ Agcp should play a significant role.

Taku lzubuchi, BNL, 26/May/2005 6



Unitarity violation in Non-singlet scalar meson (a)

e Point to point propagator of non-singlet scalar meson, C,,(¢), was found to be
negative in quenched QCD, which is a clear signal of the unitarity violation in
quenched QCD.

¢ In the language of mesons (ChPT),
aogp — 7/ + 7T — ag

n’ has double pole in (partially) quenched QCD.

This contribution was argued to give a negative contribution (also finite size
effect), and predicted using Quenched ChPT in finite volume. (Bardeen et. al)

Taku [zubuchi, BNL, 26/May/2005 : 7
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(S. Prelovsek, C. Dawson, T.l. K. Orginos, A. Soni  (RBC))
e By fixing mg., and changing m,, we found

Cap(®) <0 (my < my)
Cag(t) >0 (11, > M)

e This behaviour could be understood by Partially
Quenched ChPT also.

point—point correlator (set pp, in Table 1)
0-002 T T T T T T T T T T T T T T
i @ data, m,,=0.01
- o data, m,,=0.02
o ¢ data, m_,=0.03
S 0001 - —- PQChPT, m,=0.01 -
i
]
£
—
% 0
o +
-y i . i
: (3
Q ,
& -oo001 T -
S ‘ b
() - ,/ J
J
_0.002 1 Il L] ] 1 / 1 Il 1 1 1 1 1 1 L !
0t 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
t

Taku lzubuchi, BNL, 26/May/2005 ‘ 8
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Dynamical quark effects
Quenching error (dynamical quark effect) is not a minor issue.

Other quantities very sensitive to dynamical quarks
e [ =0 nr scattering length (M. Golterman, T.I, V. Shamir)
e Nucleon-Nucleon potential
o Static quark potential (XK. Hashimoto)

In shorter distance, rAgcp < 1, coupling is weaker for Np = 2 :
Ozs(?"; Nrp =0) < ag(r; Ngp = 2).
asymptotic freedom by = (33 — 2Np)/2

t=4.5, R=1.2-7.5

— ]
V() - V)]

dynamical m, g = 0.02
dynamical m an® = 0031

| Wi ]

dynamical m iy = 0.04
quenched f = 1.04

o dynamical mf=<0.02
= quenched DBW2 beta~1.04

Taku lzubuchi, BNL, 26 /May/2005
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Nucleon decay matrix elements

e Beyond-Standard-Models predict proton decay

1
™~ (101°GeV)?

e One of the largest uncertainties for life time is Hadron matrix elements, a factor
10 difference among model calculations.

2
Tp o< |5 <7r|eabc(u“TCPR/Ldb)PLuc|P> ‘

e Experimental bound on mean life time of proton:
m > 10°' ~ 10** years

Taku lzubuchi, BNL, 26/May/2005 : 10
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e Disentangles relevant piece from =’s

(PS) momentum dependence.

e Take a ratio to the 2pt functions

(=) Oiu(-P) P)

PS N By —
m(p)m(—p)
direct method
1 ! ) ! [ ] T T T T T
‘<750|(ud)R“L|P> — e T -<7t(;l(ud)RuLlp> —e—i ——
<7l70|(ud)LuLlp> ———— i < l(ud),u, lp> —— ——
<K’Nus) g, Ip> — @t o TS é/vs)r(lt()o) -
e - o ,B=
<Kfl(us)LuLlp > et fj're.Ct <Ko I(us) g, Ip> —e—+0—i
-<K+I(”S)RdLlp> e o_indirect <K0I(us)LuL|p> H-C-+H
<K +|(“S)LdL|P > e -<K*W(us)d, Ip> o o
<K W(ud) s, \p> —— —i— <K'(us),d Ip> o
<K+I(ud)LsLIp> F— i -<K:I(ud)RsL|p> —e— —o—
<K0I(us)RdLln> @1 <K'l(ud)s,|p> — ] f—O—
<K’ I(us),d, |n> —@—H—1— <K’l(us)d, In> roe—
<T]l(ud)RuLlp> e <K’ I(us),d, In> —@———1
<n(ud),u, \p> <‘|]I(ud)RuLIp><>-i_Q_|
L°L : L \ b | <Nl(ud),u,\p> p—— 1
' * t i . ] . I )
0 0.05 0.1 0.15 0 0.05 0.1 0.15 0.2
W, [GeV?| W, [GeV?]

¢ Non-perturbative renormalization at u = 2 GeV MS for Ny = 0 and 2.

e LO ChPT (Indirect) approximation gives systematically larger values for P — .

Consistent results with the conservative choice in phenomenology.
e DWF scales better than Wilson fermion (JLQCD).

Taku lzubuchi, BNL, 26/May/2005
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QCD + QED simulations

i
|
|
[
i

(T. Blum, M. Hayakawa, T.I., N. Yamada)
e In most of lattice QCD simulations, up and down quarks are treated to have
equal mass and effects of electromagnetism (EM) is ignored (Isospin symmetry).

e More realistic first principle calculation is desirable for accurate hadron spectrum
and quark mass determination.

Mauyp # Mdown Qup — 2/367 Qdown = —1/36

e Hadron mass differences due to isospin breaking are measured very accurately in
experiments: |
m,+ —m_o = 4.5936(5)MeV,
my — mp = 1.2933317(5)MeV

Taku lzubuchi, BNL, 26/May/2005 12
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QCD + QED simulations

e muon anomalous magnetic moment g, — 2 (BNL-E821) .
g, gyromagnetic ratio: muon (spin 1/2)’s coupling to magnetic field

B
aSXP = %% — 116,592, 080(60) x 1071
# QEM _ a/(}ED + ayad n GEW’ |
B = =g+ B aS%P _ ot — (220 + 100) x 10~
[z [z
e Hadronic contributions dominates theory error.
Q’ Q
Had _ Had,LO , Had,HO . Had LBL 5@%
a,, = a, —I—aM —l—mM N e ; e
P1 q P2
aBLEL _134(25) x 1071 :
(before : 86(35) x 107 D
new
a, ~ O((mu/Mnew)2)

ab'ad’HO was explored by T. Blum in PRL 91, 2003.

Taku [zubuchi, BNL, 26/May/2005
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EM splittings

(Nrp = 2, my = my),

o Axial WT identity with EM
1
T°+=),
< * 2>

Lon = —ih,(5)qQvua(z), Q = ;3-

O AL (z) = 2mJg(x) — ied,(x) frapAl,
0 js still a NG boson.

neutral current, .Ai(:zc), is conserved: «

e ChPT with EM at O(p?, p%e?)
20

Mii = 2mBo + Ze"—; —l—(’)(m2 log m, m2) + Ioezm log m + ngzm
JO
+0O(m*logm, m?) + I.e’mlogm + Kie’m

M2y = 2mBo

Dashen’s theorem :
The difference of squared pion mass is independent of quark mass upto O(e*m),

C
AM, = M2: — M2 = 2¢°— + (I+ — Ip)e’mlogm + (K+ — Ko)e’m
0

C is a new low energy constant. Ii, I is known in terms of C.

Taku lzubuchi, BNL, 26/May/2005

14
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EM splittings on lattice

e The correlator for neutral meson is calculated using the interpolation field of the
third component of isospin:

) =L (0 O)+ (Hwst'0)_ ]

e Quark mass renormalization due to EM has dependence to renormalization pre-
scription. The counter term for quark mass due to EM:

3e2
1672

Q’mglog(p’a®) ~10°m, for pu—2xp

thus the ambiguity of quark mass renormalization is tiny. ~ 0.01 MeV for light
quarks and ~ 0.1 MeV for strange quark.

e [sospin breaking due to quark mass, m., — mg, is higher order effect in =,

O ((my — ma)?, (my, — mgq)e’).
This is not the case for Kaons and Nucleons.

Taku lzubuchi, BNL, 26/May/2005 . 15
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EM splittings on lattice

e In 1996, Duncan, Eichten, Thacker carried out SU(3)xU(1) simulation to do the
EM splittings for the hadron spectroscopy using quenched Wilson fermion on
a” !~ 1.15 GeV, 123 x 24 lattice.

e Using Nrp = 2 Dynamical DWF ensemble (RBC) would have advantages such as
better scaling and smaller quenching errors.

e Especially smaller systematic errors due to the the quark massless limits,
my — —Myres(Q:), has smaller @Q; dependence than that of Wilson fermion,

e Generate Coulomb gauge fixed (quenched) non-compact U(1) gauge action with
Boep = 1. UEM = exp[—1A.(x)].

e Quark propagator, S, (x) with EM charge Q; = g;e  with Coulomb gauge fixed
wall source . |

D[(U/:'LMJ)Q‘i~ X UiU(?’)-] Sg;(x) = bere, (i = up,down)

qup = 2/39 9down — _1/3

Taku lzubuchi, BNL, 26/May/2005 16
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photon field on lattice

e non-compact U (1) gauge generated using FFT.

o static lepton potential on 16° x 32 lattice (Boep = 100, 4,000 confs) vs lattice
Coulomb potential.

e L=16 has significant finite volume effect for ra > 6 ~ 1.5r9 ~ 0.75 fm. We
hope it’s less problematic for the calculation EM splitting of hadron due to
confinement. It would be worth considering for generation of U(1) on a larger
lattice and cutting it off.

Coulomb potential V(r)-V(1) Finite size effect
ncU(1) simulation vs FFT prediction at beta=100 .
T ' T T T v 1 T FT T 1 T 1 ! I T 1
or ® G—O wilson_vs_r.dat_shift — (1] e L=16 -~
e V_ti3.dat o [=32
s V_tld.dat 1 r e L=64
o V_tI5dat 02l + L=128 |

02

04 . . |
04
.
0.6 -1
s . .
0.6
08—

0.8

Taku Izubuchi, BNL, 26/May/2005 17
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simulation parameters

e Np = 2 Dynamical DWF configuration for QCD
e o' =1.691(53) GeV.

e degenerate quark mass at dynamical quark mass points,
Mygl = Mgeq — (0.02), 0.03, 0.04 ~ 50%, 75%, 100% Of mstrange.

e 16° x 32 or (1.9 fm)3.

o Ls =12, my.sa = 0.0013 or a few MeV.

e EM charge: e = 1.0,0.6,0.3028 = /4 /137

o ~ 94— 190 configurations for each m

e one or two QED configuration per a QCD configuration.

e All 16 mesonic connected correlators + Neutron, Proton.

Taku Izubuchi, BNL, 26/May/2005
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Analysis methods

e Analysis method | :
Fit correlator for each charge combination separately,
then calculate the mass splittings under jackknife.

X =m,p,N:AMx = My+ — Mo,

o Analysis method Il :
Subtract charged correlator by neutral correlator,
and fit it by a linear function in ¢:

Cx(t) = A(e?)e Mx

Cx=(t) — Cxo(t)
Cxo(?)

1
Gt q, ) =
2 |
1 1 1 1 !
2 2 2 2 2

Taku lzubuchi, BNL, 26 /May /2005

=AM X t+ C’onst
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results
o G(t) = (J5(0)Js(¢)) at m = 0.04 and 0.03.

AG (1) G{t) ps AG 1)/ G(H) ps

m_ =m__=0.04 m__=m_=0.03
sea val sea val
0.03 ) | t I T I T 0.03 T I R ) I ) I L]
| ® down-down| | ® down-down| |
002 o up-down ~ 0.02- o up-down —
4 up-up + up-up i
0.01}—~ — 0.01+ —
. *
b e . . . : % ; Jd .
[ ] 4
0'3&:\ ced, $°ee, | 0%ser 1 17 ) ]
AN R ® ® 0, # | \‘5\%\%\ : |
RN + L] R N ¥ P
. \\ a \NT‘Q'SM { \ \\ﬂ ] &,355114 *
001"\ ~, B “\Sl/ { } - 001 N O i) ‘\EIY{ J{ —
o . \4/1¢ B T { } - R/ lﬂ T T\ -
NEN & 8] g T s s oL
-0.02 - \/ Ny Y g Tl — -0.02 - Z haNe 5 RN -
X %, S n T N %, jL kU
-~ \\\)o \“\\ G ~~~~~ . I~ ‘\\6 \‘\\ L .
\\@ \\ I':J f:] f \\@ \\ ﬁ i
-0.03 — A . = 0.03— VA . ) —
N ‘\\ & ~\\ 4 A
0.04 1 ! \\ L ] l\\ ] 1 -0.04 . ) ] \\ I | l\\ 1
0 5 10 15 0 5 10 15

e larger e doesn’t help to reduce error for Js: relative error stays almost same.

e Fluctuations due to SU(3) are comparable to that from U(1): by double the QED
statistics: AM, reduces by ~ 4, 10, (30) % for Ay, Js, (IN) resp. at m = 0.04.

2 2

-2 e = (0.9)2 = O'QED/O'QCD ~ 0.85
QCD QED

Taku lzubuchi, BNL, 26/May/2005 20
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AM2

e Method I, Method Il are consistent within statistical error.

-4
4x10 1 .
o A
4
3x10° - o J 5 - .
2x107 [~ -
2 10.4 | 1 1 : { 1 | ' [ s L 1 l - | . ! ' | L |
x 0 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
m-+m m-+m
Tes Ies

e preliminary results

Ayt AM.|mem, =1.20(24) x 10°GeV?,
Js : AM?|imem;, =1.03(15) x 10~ °GeV?,
(experiment :1.26 x 10~ °GeV?).

e p and Nucleon EM splitting is zero within statistical error.

Taku lzubuchi, BNL, 26/May/2005 21
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Dashen’s theorem

e M, g : pure QCD pion (e? = 0)

Mﬁo — Mer = Ie’mlogm + Ke’m

0-02 T l ) P l T T l
0.015— . —
% ; i
ol .

& oo /
I o R ﬁj/m i

o F /
E 0.005 |~ / @ —
%/ T |

W
(Vo T @ —
C | 1 | ' | ’ I 1 | |1
0 0.01 0.02 0.03 0.04 0.05
m-+m
res

e Extraction of quark masses,ntupy, Mdown, Mstrange, oM

0
mﬂ.:{:, m,n_, mK:I:, mKO.

Taku lzubuchi, BNL, 26/May/2005
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conclusions

Examples of physics programs where chiral and flavor symmetry are
indispensable are presented. Including dynamical strange quark effect,
Nrp =2+1, will bring us closer to the final answers from Lattice QCD
(also Dawson and Mawhiney’s talk)

Computational hoursepower of TFLOPS speed on QCDOC will help to
shoot down both systematic and statistical errors.

How and which lattice fermion formalism to implement within realistic
computational costs, yet not to compromise the symmetries is a key
issue. (Mawhinney’s talk)

Taku lzubuchi, BNL, 26/May/2005 23
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Introduction

e In this talk I will concentrate on the calculation of the kaon B-parameter,
By , which is important in describing indirect CP - violation.

— Definition of the Kaon B-parameter
— Lattice QCD

— Domain Wall Fermions

— Calculating Bg on the lattice.

— Results |

— Future (QCDOCQC)
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The Neutral Kaon system

o If the_rg was no Weak force, all forces would preserve flavour and the KO

and K° mesons would be stable (negative parity) particles. CP takes me
between the two:

CP|K®) = —|K°)
can arrange in CP eigenstates
|Keven) = (!KO} EKO>) ;CP +

Koaa) = —=(IK°) +[K"));OP-

Sl

e CP is broken; Actually observe
iKeven> + ElKodd>

K p—
) VIt R
lKodd> +ElKeven>'

|K) =

V14 [E?

e |Kg) almost CP-even; |Kr) almost CP-odd
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The Neutral Kaon system...

look at decay into the (CP-even) |nw) state.

If you measure Kj — wmw there are two contributions
—. indirect CP-violation: due to Kegven component (e )

— direct CP-violation: due to weak decay (¢’ )

¢ << e (whole other talk),

_A(Kp—7m)
- A(Kg — mm)

€K

Experimentally

— €e=2271(17) x 1073

— € /e
1. KTEV (FNAL 2001) : 20.7(2.8) x 10~4
2. NA48 (CERN 2001) : 15.3(2.6) x 104
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CKM matrix...

e All the cp-violation in the Standard model is encoded in the CKM matrix

Vud V:us-
Vexmw = Vea Vs
Via  Vis
- = A AN (B )
= Y — X AN2
AN (1 —F—i7) —AN2 1

— A~ 0.23 , the Cabbibo angle.

— All standard model CP violation enters through the parameter 7
(supressed by three factors of A )

e The calculation i discuss later constrains the relationship between 7 and
7.
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Matter-antimatter Oscillations

Diagramﬂatically the CP-violating mixture arises from the oscillation between
K° and K° mediated by:

w

e Weak interactions: 80GeV (perturbation theory); Strong mteractlons
1GeV (need non-perturbative methods)

e Approach: use the operator product expansion and renormalisation
garoup .



By ...

e Weak particle much heavier than the scales at which we work:
— Replace by effective point interaction (Higher order terms ~ p?/M3,)

— Continue this for all the particles which are high energy enough that
perturbation theory is sensible (top, bottom, charm quarks; not up,
down or strange).

— Leave low energy excitations (~ 1GeV ) to the lattice calculation

le] = CAZAT [~ (we) + 128 (@) (A°X* (1 — B) + 135 (2e, )] B

e need to calculate this on the lattice:

(K°|OLL|K°)
SmZ f%

By =

defined in some renormalisation scheme at some scale .
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Lattice QCD

e Discretise QCD on a four-dimensional space-time lattice
— Lattice QCD

e T his provides:
1. A consistent definition of QCD .

2. A way to calculate it's predictions.
Systematics

e Finite Volume (Want — at ieast — two volumes )

e Unphysical masses [The lighter the 'mass, the more expensive |

— Extrapolate to physical point using effective theory for low energy
QCD: Chiral Perturbation Theory .

e Finite Lattice Spacing (extrapolate from several — 3 — lattice spacings )

8
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Fermionic Actions

e Various ways to discretise QCD
— all ( should ) be the same in continuum limit.

— some may be much closer to continuum limit at finite lattice spacing.
Two traditional Fermionic Actions:

1. “Staggered Fermions”

e Cheap, extra flavours (tastes); taste mixing problem.

2. “Wilson Fermions’ :

e Exact flavour symmetry, (badly ) broken chiral symmetry

— characteristic energy scale of chiral symmetry breaking much larger
than the quark masses.

Such broken symmetries require complicated operator renormalisation calcu-
lations.



Domain Wall Fermions

e Domain Wall Fermions preserve
qL) qR) flavour symmetry and have greatly
reduced chiral symmetry breaking.

2 e pgn - 7 — at the expense of adding an
_ S B, extra, fifth, dimension.

mf

8/

e [ he.nearest neighbour derivative' in the 5th dimension distinguishes left-
and right- handed fermions

1 1 .
~5 (vj; + V) + §v“ Vi +Ms  4d piece

+Pp87 — Pro;  5d piece

10



Domain Wall Fermions

/\ ‘ / e Define 4d quark fields
on the wall

@z = PV, o0+FPrW, p,—1

e Couple the two walls
with a mass term

mqq

mf

6L

e For finite L, chiral symmetry is broken, leading to an additive shift of the

mass
My — 1y - TMres

plus other problems i'll explain later

® Myes — 0 as Ly; — co ; The cost in computer time o< Lg

— Can get small myes ( few MeV ) for reasonable L, (0(10) )

11
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Operator Mixing and By

e If you have exact chiral and flavour symmetry at finite lattice spacing,
then their is only one operator that contributes to By . It if of the form:

Orr = 3rvudr Sryudr

e If chiral symmetry is broken four other operators may mix.
(KP|OLr| K°) = Z11(K°|Orn| Kot + zzli<KolOMIX,i|Ko>latt
§>2

In principle I have to calculate these five seperate quantities and then take
just the right combination so that all chiral symmetry breaking effects
cancel.

o If flavour symmetry is broken (Staggered fermions) many other opera-
tors may mix

— actually under better control than the Wilson situation.

12
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e First order chiral perturbation theory predicts that
(K°|Orr| K°) oc M7
and, unfortunately, that | |
(K°|OtheRESTIK®) o 1

SO... as the chiral limit is approached the wrong chirality operators will
dominate . |

e We will always work at relatively large values of the kaon mass, but still
it is important to understand the expected size the ¢; coefficients.

13
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Quenched Results for B-parameters

30

T R I ! I ! |
KON :
- ; @ VV+AA T
ol | H VV-AA |
Not the most sensible quantity ever, _ o i Sswee
but can calculate “B-parameters” for L < T
these other operators. | _or N <= o
g i .
© ;
, E o o | = 2 S 2 & _
e up to = 50 times larger than the § | < s <
operator we are interested in. b | R * *
-10- = ' -
: = E i
This kind of mixing problem also oc- ol = !
curs in the AT = 1/2 calculation. =0 . il
- L :ms i
30 ‘I_‘: N T R B RN
0.01 0.02 0.03 0.04 0.05
m

DWIF  allows us to simply ignore this mixing problem.

14
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Quenched Approximation

Until recently most lattice calculation were performed in the Valence or
Quenched approximation:

e Quarks propagate in background gauge field.‘

e In perturbative language:

include : neglect :

O(100) times less computationally demanding than real QCD.

e This is an uncontrolled approximation: the only way we know how to do
better, is not to do it at all.

e good place to check out control of other systematics.

15
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Quenched Details

e I'm going to show some RBC results in the quenched aproximation
from two different lattice spacings..

— a1 = 2 GeV. (L, = 16) and 3 GeV (L = 10)
— ~ 1.5fm3 x 3fm box

— degenerate masses

e Put operator with quantum numbers for Kaon at timeslices 4 and 28 (2
GeV)

e  Move effective Weak vertex over all timeslices

— Plateau should appear for large seperation.

16
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Bare By plateaus

17
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Chiral fits, extracting Bx

Predicted NLO ChiPT :

Br = b (1 — —-ﬁ——M? in ——J-‘-@'——} 4 by M7
(4rf)2 " [ (4nf)? ®

DWF(RBC) a~! = 2GeV DWF(RBC) a~! = 3GeV

0.8 P T ] v T ¥ ) T T T 1 ¥ T T 0-8 T T T 1 M T T T v i
O mgg=my | L O Mmyg=m,
—— constrainted chiral log. —— constrainted chral log.
07 L — free chiral log. i o7L — free chiral log. |

0.6

05

04

0.3 i 2 1 2 . 1 1 L 1 I ] L \ L 0.3 L 1 1 ] L ) L ] 2 ' 1
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Mes” [GEV?] m.s [GeV]

18
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Non-perturbative Renormalisation

The relation between the observed ¢, and Bg:
le] = CeA?X°R [—n18(me) + 125(we) (A*2% (1 — §) + 135 (we, 21) | Br
is calculated using perturbation theory, applying normalisation conditions
on off-shell greens functions.
Need to use same conditions. Either:
1. Use lattice perturbation theory (tedious; badly convergent)
2. Apply thse conditions directly on the lattice data

The second option is one the REBC has found to be particularly successful
for various projects ( Bx , € /e, quark masses...)

- Can also use the method to calculate the size of the mixings with wrong

chirality operators.

19
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1.3

1.2 Hd
1.1

0.8 -
0.7

- | vv+aa : tt
0.6 | vv+aa : ss+pp
s ;@ st Vv+aa : ss-pp
0.5 %7 VV-aa :vv+aa
" b tt: vv+aa

0.4
0.3

0.2

0.1

-0.1

0.9@3*

Oy

NPR: results

Non-perturbative renormalisation for B_K

0]

OGO

REATRI
WENDY

vv+aa : vv+aa
vv+aa : vv-aa

>o00

SS+pp : vv+aa
$S-pp : vv+aa

¥+l

'{:r"||||||||||||||||||||‘||
0 02 04 06 08 1 12 14 16 1.8 2 22 24
(ap)*2

K. T NI NV TN NI N T A R N A S

20



Quenched continuum limit of Bg

e Continuum limit consistent with CP-PACs Iwasaki/DWF calculation usé
ing perturbative renormalization »

68

0.8 T T T T 0.64 I T y ; y T
E O DBW2 p=1.22 1
O DBW2 B=1.22 062 1 0 DBW2 B=1.04 ]
0.7 = DBW2 $=1.04 . ! O Wilson =6.0 1
< Wilson B=6.0 ﬁ? 0.60 i m CP-PACS (Iwasaki) 1
> 058 | |
0]
Al
1 056
g
< 054 | —+
- !
0.52 \
. 1
I
0.50 E |
1
0.48 L - : ' : -
0 01 ,0.2 0.3
a [GeV ]

21
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Quenched Summary (CKM 2005)

i l ! l i I 1 l t I t l 1 l I | 1 | '

Overlap (Berruto) =

Improved Stag (Lee)

1]

Overlap (De Grand) |

3/

I

DWE (RBC) e BYPE(2GeV) = 0.58(3)
DWF (CP-PACS) o c.f.

Twisted Mass o B%DR<QG€V> = 0.58(4)
Wilson (WTI) DN Shoji Hashimoto (ICHEP 2004)
Staggered —e—

0 L 1 s 1y 4y

L 1 I ! 1
03 035 04 045 05 055 06

065 07 075 038

e Seems to be a good agreement between several different methods in the
quenched approximation.

e Systematic error due to quenching is put in as a (educated) guess of
10-15%. |

22
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Unitarity Triangle

0.7 I~ Iw.) T T T I/ B T ! ;_n} .._I:A:- X ._l ¥ T T T T T ‘ T T T T T T T T T ] ."I::v =
20, Am, b Am_& Am B
0.6 ¢,1} d i s d’\\\\\%

e This is a plot put to-

lllllllIl||llllllll]."lflll

03 gether by the CKMfit-
0z ter collaboration using
' the CKM2005 value for
0.1 By

0 1 N Ly Ry

0.4 -0.2 0 0.2 0.4 . 0.8 1

oI

e The value is consistent with other measurements and the Standard
Maodel , but is not very constraining on the allowed region.

e The main reason for this is the large error-bar; this is dominated by the
ambiguity due to the Quenched Approximation

23
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Dynamical QCD

o Vital to move beyond the quenched approximation.

e For the past two years we have been using the QCDSP supercomputer
to perform the first large-scale calculations using two dynamical flavours
of domain wall quarks. ‘

— three different masses: 0.02, 0.03 and 0.04 ( ms/2 — ms ).
— g ! ~ 1.7GeV |

— on lattices of size 16° x 32 ( ~ (2fm)3 x 4fm )

— a fifth dimension of 12

— with a collection of over 5000 HMC trajectories for each mass
* 94 configurations for each dynamical mass

24
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Dynamical QCD...

e Note:

this is the *“iess quenched” approximation.
* dynamical u and d; quenched s quark.

single volume, single lattice spacing, heavy masses

Stepping stone to 2 4 1 flavour dynamical DWF on QCDOC
+ Already started: see Bob Mawhinney's talk.

e Calculated many things on these configurations. Here i'll just talk about
B . Same approach as in quenched study described earlier. In addition:

— Extrapolate in dynamical mass.

— Included non-degenerate quark masses (ms 7= myg ).

25
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Degenerate fit

In quenched work ChiPT was used to interpolate; here we use it to extrap-
olate.

e relying much more on the convergence of ChiPT (known to be bad for
other guantities at these masses)

mseq dependence not well resolved 065~
between mge, = 0.03, 0.04 . -

0.6

Msea = 0.02 is clearly lower: relevant -
ChiPT coefficient ~ 2¢ 055
lighest/heaviest valence points aren't fit 05
well I

045

04

0 0.01 0.02 0.03 0.04 0.05 0.06

26
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Non-degenerate effects

e Degenerate and non-degenerate valence quark results
(plotted as myq = (M1 + m2)/2)

1 v 1 T T 1 1
" | @ degenerate ]
065 | O non-degenerate ® —
@ |
i @ ]
06 3 i - Effects clearly small.
I ) 8 ]
055 g - Fit to non-degenerate ChiPT gives a — sta-
: D - tistically — well resolved ~ 3% lower than the
05~ § . degenerate number.
0450 . —
04 L | L | L | L | i [ L
0 0.01 0.02 0.03 0.04 0.05 0.06

valence

27



B, (NDR, 2GeV)
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Dynamical Bg

— T T T T 1 1 7 .
ol |8 e aioen 7 . e “Suggestive” graph with the
o%‘ﬁ'fgg:‘;i%&m = quenched and dynamical DWF
[m] S ) . .
o7l | O DWENPRDBW2N,=2®BC) ] results on, with the a2 extrapolation
on it.
el i — Not a very sensible thing to plot
o5 il e Our dynamical result is only 3%
lower than the quenched results
- Y closest in lattice spacing.

e need : smaller masses, two lattice spacings, larger volumes...

— QCDOC

28
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Direct CP-violation

0.04 =

The RBC also has a history of in- oy
terest of calculating ¢'/e (K — 7w ) |

- EL
pi’evious calculation: *JT%&%JTJT%HH%”%

— quenched approximation ol
— actually measure K — 7«

As well as moving to full QCD, we (Yamasaki/Christ/Kim) are testing
out theoretical techinique for calculating K — w7 on the lattice

Plot is test calculation of amplitude (n7|O|K) performed on a QCDOC
motherboard.

29
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Difference in Computing Power

e This is a picture of the first QCDOC machine, taken a few days before
it was shipped off to Edinburgh in November.

30



Simulating HOT Matter on COOL Computers
Frithjof Karsch, BNL
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Phase Transition from a Hadron Gas
to theQuark-GIuon Plasma

temperatures in the early universe after 10~° sec: ~ 1012 K

density of neutron stars: ~ (3-10)-times nuclear matter density

quark gluon plasma

dense hadronic

= matter
g  hadron gas

.—p.3/13



Phase Transition from a Hadron Gas
to the Quark-Gluon Plasma

70T

temperatures in the early universe after 10~5 sec: ~ 1012 K

density of neutron stars: ~ (3-10)-times nuclear matter density

quark gluon plasma
dense hadronic

matter What are the propertles of thls

hadron gas , ;
g new form of matter'? j |

,,,,,,,,,, : (equa‘t[on Of State
1 screemng)

"What habﬁéhs to resonances

ln adense hadromc gaso EEEE B

.—p.3/13



Lattice Gauge Theory and
Heavy lon Collisions

Collision of Au-Au and other ions in the
‘Relativistic Heavy lon Collider (RHIC)
at Brookhaven Nat. Lab. (BNL)

Lattice Simulations of

Finite Temperature QCD
on QCDOC at the
RIKEN-BNL Research Center (RBRC)
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State-of-the-art:
Critical temperature & equation of state

= B —

T, [MeV] o [l
260 | ]
240 | | // - €c =~ (6 2) T4

. + —c — — c

e

i _ e 1 '
220 ~ (0.3 — 1.3) GeV/ fm?®
200 t . =2, p4 —m— -
@/Q ng=3, p4 —e—
180 | %/. n=2, std —a— |
160 | mPS [MeV]
0 1000 1500 2000 2500 3000 3500 energy ity for 0, 2 and 3-flavor QCD

RHIC ege/TH —*

14 r
12 ]
T.—= (173 &= 8 & sys) MeV 1o} , LJC_

3 flavor
2 flavor

83

8
FK, E. Laermann, A. Peikert, .|
Nucl. Phys. B605 (2001) 579 Al 0 flavor
2
0

'I‘c p— 167(13) [177(11)] MeV F T [MeV] ]

MILC, hep-lat/0405029 100 200 300 400 500 600

.—p5/13




 State-of-the-art:
Critical temperature & equation of state

L0T

280 [ ' ' ' ' Ny ?LM_;_:
T. [MeV] / o 77777
260 r ‘ i EC
e
240 | ; /9 - e mpg ~ 770 MeV (Il
2201 a/ ‘ e V ~ (4 1m)3 (thermodynamic limit)
200 ¢ n j n=2, p4 —m— - '
g ne=3, p4 —e—
180 L n=2, std +—8— |
160 Mpg [MeV] .
0 500M\00O0 1500 2000 2500 3000 3500 ~ energy dengiy for 0, 2 and 3-flavor QCD
16+ - ' ' ]
RHIC esg/T* —*
Tc qal 8/T4 SB ]
e mpg 2, 300 MeV (chiral limit??) | 1 _
~ : oo 10 | o
e a ~ 0.2 fm (continuum limit??) o | s tavor |
SPS Zgﬂavor
. . 6 “2+1-flavort X
® improved staggered fermions, 0 flavor
. 4 r , i
=> flavor symmetry breaking ,
(need even better fermion actions) . | | - TMeV]

100 200 300 400 500 600
.—p.5/13
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16 |
14
12 |
10 |

9

2

o N A~ OO
T T T T

Equatlon of State

—_ -

ected
- b O o @

]
X
o
)
g
p

[ — Y

—-
Measured / Ex

o
oo

3 flavor
2 flavor
“2+1-flavor”
0 flavor

1 - . ¥ /DY, ;
L e PbPb | l+ ]
ﬁ T [MeV] | 2p e J]'I ++++ ]

100 200 300 400 500 600 0 2 4 6 8 10

. , L (fm)
state-of-the-art EoS (LGT) charmonium yield (SPS)

SPS

o
o

o o
N £
T

o

e/T* for mx ~ 700 MeV; » from absorption length (L) to energy
T¢ for m,=> 300 MeV -_ density (e) using Bjorken formula

— (173 4 8 =+ sys) MeV ® from energy density to T'/T. using
ec = (0.3 — 1.3)GeV/fm3 lattice results

Does the charmonlum suppressmn at SPS turn mto -
| Chal‘momum enhancement at RH[ ? S

.—p.6/13
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- Strongly Coupled QCD

o6 mbmim—————m— ™ —————— gy - e FTTTTTTTTTTTTT BLELELELE BUAAA LN B B
> 0 25 - HYDE‘EO timrts -
05t 0.2 Z ]
0.4 | ’ﬁ"
0.15F & E -
03 | : FE ]
. 01 o ® - E/A=11.8 GaV, E877 ]
02t y 2 . % 9. E it? B E,,/A=40 GaV, NA49 E
E e 005} =il ¢
01F : i v v vv% b E @ % _*_\Q:ﬂooeev: STAR Prelim. E
0 Lo + +AT¥’ | 00”"5'l"10“”15”“2lO””2|5””3|0””35
0.01 0.1 (1/S) dN_, /dy
running coupling at finite-T (LGT) elliptic flow (RHIC)
S T-dependence of gg interaction at ® large elliptic flow suggest the cre-
short and medium distance reflects ation of an almost ideal fluid in a
asymptotic freedom as well as rem- heavy ion collision at RHIC

nants of confinement

Is there evrdence for colored bound states or densrty oorrelatlons that
| oould grve support to the sQCD scenario suggestrng a Lo
| ﬂurd phase generated at RHIC ?

.—p.7/13



Heavy quark spectral functions
and correlation functions

reconstructed correlation functions
above T, from data below T,

1.8 074 —
8 r G)/G - J
(X CO) (t)/Girgcon(®) { { 1 5Tc .
15| E *
’

L 2y L
= b4
o + % -

...... gggm@;mﬁﬁf%éa%

orbrtal excitations (x.) disappear at Tc,}

~ 8C, B=6.64, ¥=0.1290, Giecop, from p(0.75T¢)

charmonrum S- states (J /w and T]c)

09

survrve at |east up to L5 T R

T[fm]

: 3 g ! —
o
VC, B=6.64, k=0.1290, G4y from p(0.75T,)
0O 005 01 015 02 025 03 035

0.14

012
0.1 1
0;08 -
0.06

0.04 1

0.02

0.45

04 r
0.35
031
0.25
02
0.156 |
0.1
0.05

reconstructed spectral functions
smg the MaX|mum Entropy Method

t’)‘/'of
112TC R

need to get better control over
ultra-violet cut-off effects '
‘(erson doublers) |

,,_use better fermion actlcns
il | -overlap fermions =
W - domain wall fermrons

(truncated) perfect actfons ,‘
S N—p8/13



Critical behavior in hot and dense matter:
- QCD phase diagram + Statistical Physics

K. Rajagopal and F. Wilczek, The condensed matter physics of QCD, hep-ph/0011333

continuous transition for
small chemical potential
and small quark masses at

T \ quark-g|uoné deconfined, TC — ]'70 M@V 3
Cplasma y.symmetric e = 0.7GeV/ fm
o ~170 LY
Mev| ~~--~. 2nd order phase transition;
TNl Ising universality class

TC( /LL) under investigation

confined,
- superconductor

¥ -SB
'\ o

L, fewtimes nuclear U
matter density

.—p.9/13
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Fluctuations of the

baryon number density (u

> 0)

baryon number density fluctuations:

up to O ((pq /T)4)

I xq/ /'l a

RHIC LHC ,; R

hlgher orders in Taylor expansnon statlstlcally not
yet under control Iocatlon of CCP remams uncertam

(Bielefeld-Swansea, PRDGS (2003) 014507)  1° d(M/T)2 T4 Tﬁxed

9T

=2 (<Né> - <NB> )

T [MeV]

B/ T=1

N Gsifuure

ool \ , BT

50-

i R ]

GeV]

C z" 4 T 1.2 1.4
v . R A .—p.10/13
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Next generation
thermodynamlcs calculations

® Thermodynamics of pure gauge theory has been "solved”
on (1-10)GFlops computers (1996)

® Thermodynamics of QCD with "still too heavy” quarks has been studied
on (10-100) GFlops computers

® Analysis of "continuum and thermodynamic limit” of QCD thermodynamics
with light quarks, requires computers with ~10 TFlops peak speed.
(LatFor proposal 2003, US white paper 2004)

... on Teraflops computers

® 7., EoS (x=0and u > 0) with light dynamical quarks:
(2+1)-flavor QCD, close to physical m,/mg ratio;
exploring the continuum limit: ¢ ~ (0.1 — 0.2) fm

analyzing the thermodynamic limit: V' ~ 500 fm?

= |attice sizes up 10 323 x 8; CPU-time: ~ 5 TFlops-years

.—p.11/13
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Thermodynamics on
QCDOC and apeNEXT

US — QCDOC - RBRC Bl — apeNEXT

"~ 6 TFlops for QCD-Thermodynamics
-~ 50 times more CPU-time than for
previous studies of the EoS Ees

.—p.12/13
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First results, May 26, 2005:...towards a determination of T

Thermodynamics on QCDOC

2 3 . ; 0.9
) 8°x4, 0.4my, —&—
18+ * gy 8%x4, 0.8m, —=— - 0.8 | <|L|>
3 ]
16 L 16°x4, 0.8mg —e— | 07 L .
m n
14t 0.6
m
1.2 + 05
1+ i 04
. i
0.8 | 03 | 8§x4, 0.4m, +—a—
" 83x4, 0.8mg —m=—
0.6 r o - 0.2 16°x4, 0.8mg —e—
B [ | -
04 - B 0.1
E -"'.';
0.2 ] 1 1 1 1 ] O ] ]
2.9 3 3.1 3.2 3.3 34 35 3.6

29 3 N3.1 32 33 34 35 36
B

We see a phase trans‘ition!!!

.—p.13/13



QCDOC and Domain Wall Fermions: Making Lattice
QCD Simpler?

Robert D. Mawhinney, Columbia University
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QCDOC and Domain Wall Fermions:
Making Lattice QCD Simpler?

Robert D. Mawhinney
Columbia University
RBC Collaboration

Dedication of the RBRC QCDOC Computer
Brookhaven National Laboratory
May 26, 2005

1. Making lattice QCD closer to the continuum case
2. Exact QCD algorithms
3. Choosing actions and parameters

4. Physics to do

RBRC QCDOC 5/26/05 1
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RBRC-BNL-CU (RBCQC) Collaboration, May 2005

RBRC | BNL Columbia

Blum, Tom (U Conn) Creutz, Mike | Aubin, Christopher
Dawson, Chris | Jung, Chulwoo Cheng, Michael
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Hashimoto, Koichi Petreczky, Peter Cohen, Saul
Izubuchi, Taku (Kanazawa) = Petrov, Konstantin Li, Sam

Kaneko, Takashi Schmidt, Christian Lin, Meifeng

Ohta, Shigemi (KEK) Soni, Amarjit Lin, HueyWen
Sasaki, Shoichi (KEK) Loktik, Oleg
Yamazaki, Takeshi . Mawhinney, Robert

Recent Previous Members

Aoki, Yasumichi Laiho, Jack Clark, Michael
Nemoto, Yukio Kim, Changhoan
Noaki, Jun-Ichi Levkova, Ludmila
Orginos, Kostas . Yamaguchi, Azusa

Yamada, Norikazu RBRC QCDOC 5/26/05 2
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Motherboards from Columbia University Computers

16-node  64-node 256-node QCDSP
16 Mflops 16 Mfops 64 Mflops 3.2 Gflops
1985 1987 - 1989 1998

2-d mesh 2-d mesh 2-d mesh 4-d mesh

QCDOC
64 Gflops
2004

6-d mesh

RBRC QCDOC 5/26/05 3
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QCD Description is Simple

e Jeopardy meets QCD, ala Wilczek
— Category: numbers
— Answer: 2 and 3

— Question: What are the values for the 2 dimensionless numbers that
determine most of low-energy QCD physics?

e QCD is an SU(3) gauge theory with 2 almost-massless quarks

e A complete description requires
— 6 quark masses
— A specification of the coupling constant at some scale
— The value for the vacuum angle in QCD, 0

e Lorentz invariance and gauge invariance fix everything

e QCD has SUL(Ny) ® SUr(Ny) symmetry broken only by quark masses.

RBRC QCDOC 5/26/05 4
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QCD Near the Chiral Limit
e QCD chiral Lagrangian, £ , with > = exp |21¢%t%/ f| and mass matrix M is:
QCD
2) 2 fa ; ;
Loop = T (0,Z0*ET) +v Tr [MX + (MZ)]
where M = diag(m.,, mgq, ms)

e Chiral limit well described by a low-energy effective field theory.

RBRC QCDOC 5/26/05 5
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Lattice QCD Description is More Complicated

Continuum

Lattice

Gauge invariance

Gauge invariance

Lorentz invariance

Hypercube invariance

Ny quarks

Generally more than Ny quarks

Chiral symmetry broken by
quark masses |

Chiral symmetry broken by

@ observed small

quark masses and lattice effects

Numerical simulations with non-
zero 6 not currently possible

Renormalization of operators
simplified by full symmetry and
mass-independent schemes

Breaking symmetries makes
renormalization of - operators
difficult to virtually impossible

RBRC QCDOC 5/26/05 6
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Improved Fermion Actions

SUv (Ny) SUA(Ny) | Uv(1) Ua(1)
Wilson v X v/ X
clover | O(a?) O(a?)
ASQTAD v X X Vv X
staggered O(a?) O(a?) O(a?)

discrete subgroup | U (1) subgroup
( 4Ny flavors on lattice from fermion doubling)

domain wall V/ V4 v/ X
@ (ae‘aLS) O (ae_o‘Ls)
(for modes bound to 4-d walls)

e Wilson clover fermions markedly improves chiral symmetry.
o ASQTAD staggered fermions have much smaller O(a?) flavor breaking.

e DWF also gives off-shell improvement.

RBRC QCDOC 5/26/05 7



Domain Wall Fermion Operator
e Introduce extra dimension, labeled by s

__ Il 1
Dm,s;m’,s’ — 5373/D$,m’ + 5m,m’Ds,s’

° Dil,x, is a Wilson Dirac operator with an opposite sign for the mass term.

I
Daz,m’ T

[NeR =
E

[(I_WM)USD,M(S%—W,&:’ -+ (1+’VM)U9Z/,M5W—[L@’] + (Ms — 4>533,m’

1

=
I

= e D;L, o couples points in fifth dimension, distinguishing left and right handed fermions

9

1

i m i
5 [(1‘“75)53—}—1,3’+(1_I‘75)6s—1,3’_255,5’} —-éi {(1—75)58,L3—150,3/—I_(]—_l_f)/S)gS,OOLS—l,SI}

g [’
o
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rt
rL

|
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Residual Chiral Symmetry Breaking for DWF

Consider introducing in action a SU(Nyf) matrix  through term at [ = L, /2

S Ty P (QF = 1) Uy + T PR (O 1) Toya ) Q= UrQUJ

Conventional DWEF' recovered by { — 1
QCD chiral Lagrangian £ , with & = exp [2i0%t%/ f] and mass matrix M is:
QCD -

f;_Tr (@Mzaﬂz"‘) +vTr [Mz + (Mg)q 4o Ty :QE + (QZ)T} +v" Tr [QMT + Q*‘M] |

For modes bound to walls of fifth dimension, 2 enters Green’s functions as
Qe—ows - 0/7 ,U// -~ e—ost

Chiral condensate from differentiating w.r.t. mass, m2 from expanding 2

f2m3r+

4(mu -+ md + eres)

—(@g)(my =0,Ls) ~v 4" v= Myes = V' /v

RBRC QCDOC 5/26/05 9
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Chiral Perturbation Theory Comparisons

The chiral Lagrangian at the next order contains new low-energy constants for
continuum QCD, denoted by L; for ¢ = 1 to 10.

For m?2, 2 terms are needed

(2L — La) (2Ls — Ls)
For DWF, at finite lattice spacing, the same terms are needed, although now
one has L;(a) = L; + O(a?).

For DWF, to fit partially quenched data for m%q and fps to NLO one needs 6
parameters and the known value fOr Mres- |

For ASQTAD staggered, one needs 10 parameters. The additional 4
parameters come from lattice terms which break symmetries.

Fewer parameters for DWF should give better control over the chiral limit.

RBRC QCDOC 5/26/05 10
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Lattice QCD Algorithms

e Fermion determinant represented by “pseudo fermion” fields

Z = [(40)1a9][d9) exp {~BS, + (P +m)w} = [ [4U] det(P +m) exp {55y}
_ / [dU] [dg™][de] exp {—BSy + ¢* (P +m) "¢}
_ / [dU] [dI1] [d¢*][d¢] exp {~TI% — Sy + ¢* (P +m) " ¢}
— [ (4v) a1 idgidg) exo { ~11% — 55, + ¢7(( )+ )]

Since det(Jp 4+ m) is positive definite, it equals det[()) + m) (DT + m)]~1/2.

All eigenvalues of () 4+ m) (DT + m) are positive, which yields a positive
definite probability weight for a single quark flavor.

The Rational Hybrid Monte Carlo algorithm of Clark and Kennedy (UKQCD)

is an exact algorithm that utilizes the square root.

Therefore, 2+1 flavor DWF QCD can be simulated with an exact algorithm.

RBRC QCDOC 5/26/05 11
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Moving Through the Phase Space of QCD
e RHMC implemented in CPS software for QCDOC

e Motion through phase space occurs in small steps

e What is efficiency for decorrelating gluon configurations?

A start trajectory 2

start trajectory 1

start

—

RBRC QCDOC 5/26/05 12
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Evolution of N; =2 Lattices with mgyy, ~ Mstrange/2

e Long autocorrelation times can yield underestimation of errors

e Topological fluctuations correctly weighted for DWF, if evolutions are long

0.648
0.6475
0.647
0.6465
_ 0.646 —

0.6455

0.64250 00 !

m

enough to sample phase space.

dyn

= (.02 plaquette evolution

At
i Nﬂﬂ’

|

Jﬂlh'f ﬂ Lmﬁlm‘” L'IHI

| 1 ] L
2250 2500 2750 3000 3250 3500

m dyn=O.02 Topological Charge

R R R

Qrop _
bodLubdbbdbbiliorpwsua agwno

@
<a®
5)?

o

é‘ul.l.||I|IlI|I|I|I|I-I-I-.I.I.I.I.I.

4000
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Evolution of Ny = 3 Lattices with mgy, = Mgrange

e Check correlation time versus length of trajectory with RHMC.

e 10 days of running on 3, 1024 node QCDOC racks (Meifeng Lin).
Topological Charge

6 | I | 1 I 1 l 1 I T I i I

— traj.len.=1.5

g A, /,1\_ :

i gl d/\/ ]

-4 1
1600 1800 2000 2200 2400 2600 2800 3000
Scaled Trajectory Number

/ — traj.len.=1

[\
|8

J

Topo Charge

(=)
[
=
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Mres Versus Ly for Ny = 0,2 and 3

Compare gauge actions composed of plaquette and rectangle terms.

Sy = (8/3){(1—8c1) Y Re(Telp) + &1 Y Re(Trlx) |

] I ] l I ] | ] ]
0.01 = GO N,=0, Wilson | =
E E—£] N, = 0, DBW2 E
- & N,=2,DBW2| -
i A—AN,=3,DBW2 ]
0.001 = =
£ z
0.0001 |- E
_ i | ] | ] I ] I ]
1e-05 10 20 30 40 50

L RBRC QCDOC 5/26/05 15
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le+05

10000

1000

100

10

0.1

Plaquette Distributions at ¢=! ~ 2 GeV

= 1 | 1 l | 1 [} | | 1 1 i i | I I I 1 3
- N, =0, Wilson, 2~ = 1.92 GeV :
B N,=0,DBW2,a" =198 GeV _
5 N,=2,DBW2,a" = 1.70 GeV E
" N,=3,DBW2,a" =17 GeV 1
i ; |
= J ; :
i Y o i
A i |
— ‘ I !]
I | ! , I l } I | | ! | I I I I I |
0 05 1

Plaquette value

RBRC QCDOC 5/26/05 16
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Full QCD with Plaquette plus Rectangle Actions

e Find lines with constant lattice spacing, a.

0.125 |, L. S .
Py
P‘W,‘&%g DBW2
0.1~
'..%_";,/\# Iwasaki
= T
]
Q
w .
— quenched 2 GeV
~— 0.05—
— ¢ quenched 1.0 GeV .,
= » dynamical 3f 1.4 GeV (valence)
- ---- quadratic fit
- quadratic fit
- quadratic fit .
0 Wilson
1 ' 1 | 1 l 1
0 1 2 3

e Compare residual mass at fixed a.

RBRC QCDOC 5/26/05 17
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myes for Plaquette plus Rectangle Actions

= c1=-1.4069, beta=0.72
G- cl=-2.3, beta=0.48
< cl1=-3.57,beta=0.32
A cl1=-7.47 beta=0.16
<4< ¢c1=-1.4069,beta=0.764

. E
. -
ol
\ "4
\\ i
| \ | . | . | \ \
10 15 20 25 30

RBRC QCDOC 5/26/05 18
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UKQCD Collaborators on DWF Calculations, May 2005

UKQCD

Antonio, D. J.
Bowler, K. C.
Boyle, P. A.
Clark, M. A.
Joo, B.
Kennedy, A. D.
Kenway, R. D.
Maymnard, C. M.
Tweedie, R. J.
Yamaguchi, A.

RBRC QCDOC 5/26/05 19
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Physics Program -Two Primary Calculations

e 241 flavor T'= 0 DWF using Rational HMC (RHMC) ( = 0.6 of QCDOC)
— Rectangle tests on 16% x 32 x 12 - completed with L, = 8

+ =~ 1 month, done mostly during bring-up. 2 months
x Can Mmyes be small for a1 ~ 1.3 GeV? Yes.

— If so, run with 16° x 64 x 16, a=! ~ 1.3 GeV. 2.5 fermi physical volume.
— TFollow with 243 x 64 x 16 with a~! ~ 1.8 GeV. 2.6 fm box. Ready to start -

— 10,000 trajectories on 24 x 64 x 16 m,, = mg ~ m, /b takes 1/2 year on 10k
nodes. (2x uncertainty)

— Studies above done with UKQCD collaboration. Are collaborating on
lattice generation and physics.
e 2+1 flavor thermo - staggered (P4 or ASQTAD). ( = 0.3 of QCDOC)
— P4 has better approach to Stefan-Boltzman limit (Heller, Karsch).
— Zero temperature scaling study of P4 needed.
— Do state of art, determinationv of T, with P4.

— Continue to investigate thermodynamics with DWF.
RBRC QCDOC 5/26/05 20



CP Violation in the Standard Model

Imaginary part for K — 7 amplitudes comes from Cabbibo-Kobayashi-Maskawa,
(CKM) matrix, which relates quark electroweak eigenstates and quark mass

eigenstates
Vud Vus Vub
Vea Ves Ve
Via Vis Vi

6€T

Vus 18 essentially sin ¢, where 6¢ is the Cabbibo angle.

Vup and Vig are complex. Vi effects K — 7 through “penguin” diagrams.

RBRC QCDOC 5/26/05 21
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Unitarity Triangle
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CP Violation in the Kaon System

e Two amplitudes determine ¢ and €’

AKY — ntn™) A(K) — w7

4 = — / — —_ _— 2 /
- AKY — nto—) cre "Too A(KY — 7O70) cT e

o SM: X' — KO mixing via Q®972) = (5,da)v_4a (5sdg)v_a defines By as;

2

(K" 1QA5=2 ()| K°)) = = B () f2m’k

W] oo

. —2/9 |
o RGI parameter Bx = Bx (1) [aff’)(m] [1 + g%w—)t]g} relates SM and ¢

Grfrmx My {ReAc [n1So(ze) — 13S0 (e, x:)] — ReAs 12So () } exp(im /4)
12272 A M i : v

€ = BK ImM;

e Defining A(K? — nw(I)) = A7el®1)| Py = ImAs/ReAs, Py =ImAgy/ReAo:

, iet(02=d0) /Re A, Im A, Im Ag _ ReAy 99
= — w = =
€ \/§ . Re AO Re AQ Re AQ Re Az

RBRC QCDOC 5/26/05 23




The Kaon B Parameter, BM5(y = 2 GeV)

quenched a — 0

dyn. a7t =1.7 GeV

PDG | JLQCD (stag) | CP-PACS (DWF) | RBC (DWF) | RBC (2f DWF)
0.654+0.15 | 0.628 +0.042 ‘ 0.575 +0.019 l 0.570 £+ 0.020 0.492 4 0.018
! 1 l I I T | 1
i A staggered, inv. JLQCD)
08 i v staggered, non-inv. (JLQCD)
: <& DWEF, large vol (CP-PACS)
| O DWF, NPR, Wilson gauge (RBC)
= i O DWEF, NPR, DBW2 (RBC)
S —_ i O DWEF, NPR,DBW2, N, =2 (RBC)
> 07 i
O
@ —
('\] L
=
0.6
&
M,
S
0.4i,1.|.|.|.||

RBRC QCDOC 5/26/05 24
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¢’ /e from Quenched QCD and yPT

e Dominant contribution: Q2 to Re A5 and Re Ap, Qg to Im Ay, Qg to Im As.
e Contributions depeﬁd on renormalization scale GeV

e Schematic formula for ¢’/e

Re(e /e) ~ W QW Qg 782 Qw Qg + Oés%m%cog (/2
e(€/¢) = 5 - y
\/§|e| exp awog + aamiof awag + aamiof

20 1 I I <1->'
0 T —
ﬁ‘o | A
5
Q.“O 20 — _
|
40 - . -
4@ GO total
w i ot i
i H-HaI=2
60 - OO I=0 ]
physical value
-80 I I |
0 0.5 1 RBRC QCDOC 5/26/05 25
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Estimating NLO €' /e from Quenched QCD and yPT

Calculation determines all K — 77 amplitudes to lowest order.
¢’ /e not determined to consistent order in yPT

Need NLO for AI = 3/2. For physically relevant strange quark masses have:

Re(e /&) ~ [ -2 [ awas(l+c®8m, +logs) 17 [agas]™?
e/ 2 27, 0)m,, +
\/§‘€| exp aamio€(1 + ¢ my 4 logs) Qo

(3/2)
2

For K — 7 matrix elements, log and mg corrections at Mstrange 10 &
similar to leading. m, term. Barring unexpected cancellation, 0(27’1)mq should
be a considerable positive contribution to €' /e.

Re(e/e) ( w ) { awos (1 Oy ))} (3/2) [agozfi] (1/2)
€ [e) ~ — ! —
V21l oy | LaamiZe ; -

Putting in values from quenched simulation gives

Re(€' /e) =~ —13 < 107%(1 — 0(0.95)) — (=14 x 1079

RBRC QCDOC 5/26/05 26
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Graph of Estimated NLO ¢'/e from Quenched QCD and xPT
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Nucleon g4

e Quenched and full QCD simulations of g4

e Larger volumes for dynamical calculations useful.

T I 1T T 1 I T T 1 I T 1 1 | T T T ]

1.4 — _ —

- EXp -

Qi - e - < T . | -

R i @ ®© 4 O v

W 12— nf=0 o —
1’0 1 | 1 1 1 I [ I | I [ I I l R A

0.0 0.2 0.4 0.6

RBRC QCDOC 5/26/05 28



LYT

Quenched Nucleon Structure Functions

e Ratio of flavor nonQSinglet momentum fraction to the helicity distribution

e Chiral limit appears less mass dependent for ratio

1.0 1 | 1 1 1 1 | 1 I 1 1 | 1 | i 1 | 1 1 ] 1

- _ -

Q —

P _ -
A 08— R - —
A b ® o -
N 1

? e ey —

=

A _ -
x - . -
\' - 2t Experiment

0.6 — —
-I 1 1 1 1 1 I | 1 I 1 1 1 1 1 1 1 i

0.0 0.2 0.4 0.6 0.8
m_ *[GeV?]
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IBM BlueGene/L

3-dimensional mesh architecture, similar to QCDSP and QCDOC
65,000 node, 360 TFlops installation at Livermore in early 2005
Al Gara is primary architect.

371

RBRC QCDOC 5/26/05 30
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Conclusions and Outlook
QCDOC provides powerful resource for Lattice QCD.
2 and 3 flavor dynamical DWEF simulations on QCDSP show DWEF' working.

2+1 flavor DWF lattices allow calculations of weak matrix elements, nucleon
properties and heavy quark physics.

For By, no open theoretical issues. Precision requires careful control of
systematics and good statistics.

Lattices generated in next 6 months provide platform for nucleon, heavy quark,
and kaon physics. |

Thermodynamics with improved staggered quarks now.

Some QCDOC time for new ideas!

RBRC QCDOC 5/26/05 31
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A Passion for
Synchrotron Science

News from the 2005
NSLS Annual Users’ Meeting

ferce enthusiasm for the science performed at the NSLS

and increasing hope that N5SLS-1 will become a reality
was the message of the speakers at the main session of the
2008 National Svnchmtron Light Source (NSLS) Annual Us-
ers’ Meeting, held on Tuesday, May 24,

The incoming chair of the NSLS Users” Executive Commit-
tee (UEC), Peter Stephens of Stony Brook University, welcomed
the nearly 400 attendees and then opened the stage to BNL
Director Praveen Chaudhari, who gave a brief “BNI, Update”
talk and praised many users for their work to support NSLS-II.

“The struggle to get NSLS-IH s just beginning,” Chaudharl
said. “But once the machine is built, you’ll have the best
machine in the world.”

{from ieft) Praveen Chaudhari,

BNL. Patricia Dehmer, DOE; and Steven Dierker, BNL.

Roger Stoutenburgh paszoses

Chaudhari then introduced Patricia Dehmer, head of the
Office of Basic Energy Sciences within the DOE Office of Sci-
ence. Dehmer, who plays an important ole in efforts to move
NSLS-H forward, discussed the status of the proposed facility.

“NSLS-II will undoubtedly be the world’s finest synchro-
tron; it will be a stunning facility,” she said. She added that
she and Office of Science Director Raymond Orbach will soon
present the Laboratory's NSLS-IT proposal to Deputy Secre-
tary of Energy Clay Sell for his approval.

“This Laboratory has a
wonderful history of con-
structing and operating ma-
jor user facilities,” she con-
cluded. "NSLS-II will take
that tradition and move it
into the future.”

NSLS Chairman Steven
Dierker then gave an update

(continued on page 2)

The NSLS Users’ Executive
Committee (UEC) Chair, Peter
Stephens (left) of Stony Brook
University, presents the 2005
UEC Community Service
Award to Tony Lenhard, NSLS
Department.

l———'-‘———“—ﬁ
2

005 RHIC & AGS

Annual Users’ Meeting

June 20-24

he Relatvistic Heavy lon Collider (RHIC) & Alternating

Gradient Synchrotron (AGS) Annual Users’ Meeting will
include three days of topical workshaps followed by twe days
of plenary sassions on Thursday, June 23, and Friday, June
24, The plenary program will include the fatest results from
RHIC, AGS, and the NASA Space Radiation Laboratory;
reports from Washington, elections, awards, an gpen forum
meehng, thes)s awards, a poster session with a prize for the
best student/post-doc poster, and a banquet. Workshops are
scheduled for Monday through Wednesday. An end-of-run
party wilt follow the plenary session on Friday afterrioon at
4 p.m. in Bu:lding 510 caurtyard. O

Far more information, with a complate list of workshops,
qo to www bl govirhic_agsiusers_meeting/

!

RIKEN-BNL Research Center Dedicates

r Stoutenburgh 54

new supercomputer — the

RIKEN BNL Research Cen-
ter (RBRC) supercomputer —
was unveiled at a dedication cer-
emony on May 26 at BNL at-
tended by physicists from
around the world. Called
QCDOC for quantum chromody-
namics on a chip, it was designed
and built by BNL, Columbia Uni-
versity, IBM, RBRC, and the Uni-
versity of Edinburgh. The com-
puter has 10 teraflops of peak
computing power, which makes
it capable of performing 10 tril-
lion arithmetic calculations per
second, with sustained speeds of
five teraflops. The $5-million
computer took three years to de-
sign and build and is funded by
RIKEN — The Institute of Physi-
cal & Chemical Research — in
Japan, with infrastructure sup-
port from DOE's Office of Science.

Satoshi Ozaki, Special Assis-
tant to the Laboratory Direc-
tor for Accelerator Projects,
and chair of the event, opened
the dedication ceremony, wel-
coming the audience of about
100 people to the “very happy
occasion.”

Laboratory Director Praveen
Chaudhari, in his welcoming re-
marks, gave a brief history of the
evolution of the RIKEN-BNL
partnership and discussed the
capabilities of QCDOC, a “spe-
cial purpose” computer.

Addressing the audience,
Nicholas Samios, RBRC Direc-
tor, said that QCDOC is about
15 times more powerful than
the previous supercomputer in-
stalled at BNL in 1998 and
called QCDSP for quantum
chromodynamices on digital sig-
nal processors.

“We have gone from 0.6
teraflops to 10 teraflops in seven
years. I'm looking forward to
another celebration in five years
to dedicate a computer with a
factor of 20 to 100 increase in

New Supercomputer for Physics Research

In front of the new supercom-
puter, QCDOC, are: (from left)
Praveen Chaudhari, BNL,
Yoshiharu Dol, RIKEN, Norman
Christ, Columbia University,
Edward McFadden, BNL; T.D.
Lee, Columbia University; and
Koji Kaya, RIKEN; (front, from
left) Satoshi Ozaki, BNL, and
Nicholas Samios, BNL/RIKEN
BNL Research Center.

At the May 28 dedication of the RIKEN BNL Research Center (RBRC)
superconductor held in the BNL Physics Department are: (from left)

LR UBMGUINOIS J8E0Y

Nicholas Samios, BNL/RBRC; T.D. Lee, Columbia University; Koji
Kaya, RIKEN; Yoshiharu Dof, RIKEN; Satoshi Ozaki, BNL; Ryutaro

Himeno, RIKEN; and Praveen Chaudhari BNL.

computing capability with rela-
tively small power requirements
and small footprints,” he said.

Samios and Yoshihari Doi,
Executive Director of RIKEN,
with RBRC's first Director, Nobel
Prize winner Tsung-Dao Lee of
Columbia University, all look
forward to a new era of precise
calculations that might, accord-
ing to Doi, “open up completely
new possibilities in search for
the origin of the universe.”

QCDOC will be used for
physics research for 90 percent
of its operating time. With the
help of the computer, physicists
hope to determine the proper-
ties of a state of matter currently
under intense study at BNL's
premiere accelerator, the Rela-
tivistic Heavy lon Collider. Dur-
ing the remaining 10 percent of
operating time, researchers will
use the supercomputer to pur-
sue scientific projects in a vari-
ety of fields, including biology
and materials science.

Among those attending the
dedication ceremony was Ed-
ward McFadden, Manager of the
Brookhaven Scientific Comput-
ing Facility in the Information
Technology Division (ITD). ITD
built QCDOC, tested it, and will
maintain it. Besides acknowl

(continued on page 2)

QCDOC in Action
Taking up only 100
square feet of floor space
compared to a football field
or more for some com-
mercial supercomputers,
QCDOC is installed at BNL
in the RIKEN-BNL Research
Center, a physics research
center formed by RIKEN
and BNL in 1997, QCDOC
achieves its ultra-fast speed
by harnessing the power of
12,288 individual com-
puters, each with its own
memory and an extremely
fast interprocessor commu-
nication network. Each pro-
cessor is constructed on a
single silicon chip, so the
supercomputer is essentially
12,288 interconnected chips.
This simple design leads to a
low power requirement of
about 100 kilowatts com-
pared to the many mega-
watts typical of most com~
mercial supercomputers,
One of the major discov-
eries emerging from the
Relativistic Heavy Ion Colli-
der is the creation of a form
of hat, dense (10 to 30 times
denser than a nucleon)
(continued on page 2) |
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Calendar
of Lahoratory Events

»  The BERA Sules Office is located in
Berkwor i{alland is apen weekdays fom 9
. to 3 pow. For pre ingforymation o
BERA erenis, contact Andres Ihler, Fxt.
3347 or Chrls Carter, Ext, 2873,
Additiswal information for Hospitelity
Commiites rrents cun be fornd al the
Receeation Eidg. and ot thelaundry, both
docated n the gpastment area.
Contact nawmes nee provided for most
evenlsfor mare information.
?Iindnr ot lggedwih nuﬁ
*) kave an accompar story in
H ek Bt
_m .
Weckdays: Freo English for Speakers
of Other Languages Classes
Beginne Intenediate,and Adsanced dlasses.
Vatipus tiars. Allare webcorve, Leam English,
smake friends. Scovwwbnov/esol/schecule,
bendfor scheddule.Jen Lynch, Ext, 4804,
Mondays: ENL Gospel Choir
5:157 p.on. Recknee Hall, All fyiths are wel-
come. swwhnlgov/bera/activllins/choir/,
Mondays & Wednesdays: Pilates
Mon., Noon-] gum, in the Rec, Hall: Wed,,
5:30.6:30 pum. in the Rec. Hall. Cliristine
Carler. Ext, 5060,
Mon,, Tuss,, & Thurs.: Kickboxing
$5 pet class, Mo, noonl . fn e gy
Tues., 5:15-6:15 pun. in the gy Thhace., noon
1p, in the gym; Thurs., 515615 pa. in
Brockduven Ctr. North Room. Registration is
regpiired. Christine Carter, Ext,
Mon., Wed,, & Fri.; Tat Chi
Noon-Lpm. EroldimenCenterNorth Rsom.
Adam Ronck, Txt. 58306 rusek@bnlgor.
Tussdays: Welcoma Cotfes
10-0:30 2.0, Kee, THall. First Tuesday of ev-
ey tnonth is special for Lab noweomers aod
Teaving gitoste. Cindy Ottemann, 849-Y646.

Tuesdays; BNL Music Chub

Noon, North Roem, Brookhaven Center.
Contehear b wausic. Joc Vignola, Ext, 846,

Tupedays: Jiu Jitsu Club

£:30:7:30 pui. in the g, All leviks, apes 6
aud above, $10 per clase. Tom, Ext. 4856,
Tuesdays: Toastmasters

Tst and 3rd Yuesday of each wonth , 530
pan., Tidg, 473, room 160, Guests, vistors
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2005 NSLS Annual Users’ Meeting (cont'd,)

on activities at the NSLS during  forms with his group at beam line
the past year. He pointedoutthat  X27C. Steve Almo from the
the NSLS continues to thrive, Albert Einsteln College of Medi-
evenasthird-generation synchto- cine discussed “Structural
trons have been built in the U.S.  Genomics in the 3rd Millenium,”
During the remainder of the Finally, NSLS scientist Peter
main session, participants heard  Abbamonte presented his work
several scientific talks. Henk onantiferromagnetism, a state of
Schenk of the University of magnetism that may be involved
Amsterdam discussed “The Struc-  in superconductivity.
ture of Cocoa Butter and the That evening, many meeting
Quality of Chocolate.” Schenk  participants attended the ban-
was followed by a safety presen-  quet in Berkner Hall, where the
tation delivered by Stephensand 2005 UEC Community Service
Bob Casey, the NSLS Assoclate  Award was presented to Tony
Chalr for Environment, Safety, Lenhard.
Health, and Quality. John Rehr of On the other two days of the
the University of Washington meeting, May 23 and 25, several
spoke about the theory involved  scientific workshops were held
in interpreting x-ray data, at locations across BNL, and a
Benjamin Chu from Stony poster session was held in
Brook University described the Berkner Hall on the evening of
polymer experiments he per- May 23. — Laura Mgrdichian

x|

The winners of the 2005 National Synchrotron Light Source (NSLS) An-
nual Users' Meeting poster session are: {from left) Tejas Telivala of Stony
Brook University (SBU), “Effect of Metal lons on the Secondary Structure
of Amyloid Beta in Alzheimer's Disease;” Ashtosh Ganjoo of Lehigh Uni-
versity, “Observation of Phato-Induced ic Changes in Ci
Glassss by in-situ EXAFS;” Angele Dragone of BNL's Instrumentation
Division, “The Peak Detector Derandomizing ASIC for Multichanns! En-
ergy &Timing Cl ization & Further D P 3

always welcome. swww.hnLg
tesftoastmstrs/de faultbiten.

Tuesdays & Thursdays: Asrobics
5:5-5:30 pm., $5 pee claws ox 340 for ten
classes. Ree. Hall. Pat Flood, Ext 7886,

Tuesdays & Thursdays: Aqua Aerobics
om, $30 toxt

Holger F 1 of SBU, g ion X-ray A pe
with Three Axes Laser Interferometer;” Meghan Ruppel of SBU, “Chemi-
cal Makeup of Microdamaged Bone Differs from Undamaged Bone;” and
Brandon Chapman of BNL's NSLS, “Synchrotron X-Ray Studies of Or-
ganic-Based Devices: Molecular Transistors & Liquid Crystal Displays.”

tendoncea week; $40toattend twiceaweek.
Ext. 2873 fsr more inforniation.
Tuesdays & Thursdays: Jazzercise
Noond pan., Ree, Hall, Preregistration Is
required. Christine Carter, Ext, 5060,
Tues, Thurs,, Fii.: tpton Nursery School
8:30 11:30 2.m. Ree. Hall. Two-snd three.
day progeamn asail, 7278082 or Fxt. 5090,
for infarmation.
Tues,, Wed. & Thurs; Rec Hall Activities
5:30-9:30 p.m. General activities, large-
screen T, ping pogches,ganes, nd -
ehalining Christine Carter, Ext. 5000.
Wedneedays: On-Site Play Group

10 20.noon. Hee. Tl An infant/toddier
dmgrin event. Pareats meet while children
play. Kati Peteeerky, 8214131,
VWednesdays: Weight Watchers
Noon-t ps. Michael Thom, Ex1. 8512,
Wednesdays: Yoga

toon-1 ., Brovkhaven Center. Free, la
Carapbel, Ext. 2206, agobnl gov,
Wednesdays: Open Chees Night

5.8 pm. Rec, Hall. lristine Carter, Ex1. 5000,
Wednesdays: Dance Lessons

51158 pm. Brooklaven Cate, North Rosm,
BN Ballruum Dance Club lists lessons, be-
gioner 10 adv. foln Millener, Ext. 3853,
Thursdays: Reiki Healing Class
Noan-L pons., Bldg. 2L Conference Ren.
Nicole Bernuole, Eat, 2007,

Fridays: Family Swim Night

58 .m. at the BNL Pool. $5 per family.
Fridays: BNL Social & Cuttural Club
8 p.n., Nacth Ballroom, Brookhaven Ctr,,
danice lessons, 9-11:30pm. general dancing,
Rudy Afarque, Ext. 4733, rudy@iul

Friday, 6/10

Lungh Talk: Yard Work Using Tools
Noon-1 p.m. Beskner Hall, Roons D.
Safety at Home talk on yard work us-
ing tools. Al are welcome.

Monday, 6/13

Lunch Talk: Swimming Pool Safety
Noon-1 p.m. Berkner Hull, Room D,
Safety at Home tall on swimming pool
safety. All are welcome,

Tuesday, 6/14

{  Verizon Wirsless Demo

U a.m.-2 pm., Berkner Hall, Repre-
sentatives from Verizan Wireless will
present BNLers with special rates and
a 15 percent BNL emnployee discount
on wireless products and services.
Eduwin, 516-459-2635.

DOE, NYS Help Small Business
Series of Free Workshops, Counseling Offered

The DOE Small Business Development Center, which Is located
in Building 179 at BNL, in cooperation with the New York State
Small Business Development Center at Stony Brook University, is
sponsoring a serles of free workshops to be held at noon on every
second Wednesday starting from June 29 (with a break around
the end of September) at the BNL cafeteria in Berkner Hall. All are
welcome to attend, but pre-registration is prefered. To register, call
632-9070 or e-mail agarbarino@ notes.cc.suny sb.edu. Through
these same contacts, you can arrange one-on-one counselling on
Wednesday mornings at the DOE Office in Bldg. 179. Dates and
workshop titles are listed below.

* 6/29 Marketing Magic

* 7/13 E-Commerce

* 7/27 Import, Export

* 8/10 Patents, Trademarks

* 8/24 Accounting Magic
* 9/14 Venture Capital
» 9/28 Legal Matters

To Develop Future Researchetrs,
Host a Summer Student

Members of the Lab scientific community are asked to consider
becoming a mentor for a High School Science Research Student.
The six-week high-school program begins on July 6, The program
allows talented high school juniors and seniors to participate in a
full-day research program at no cost to the sponsoring department.
Applications are available for review at the Science Education Cen-
ter, Bldg. 438. Contact Mel Morris, Ext. 5963 or mmorris@bnl.gov.

Scharff-Goldhaber Prize Ceremony, 6/15

Brookhaven Women in Science (BWIS) invites the Lab com-
munity and faculty members and graduate students of the De-
partment of Physics, Stony Brook University, to the award cer-
emony of the 2005 Gertrude Scharff-Goldhaber Prize on Wednes-
day, June 1§, at 3 p.m,, in the Large Seminar Room of the Phys-
ics Department, Bldg. 510. BNL Distinguished Scientist Maurice
Goldhaber will present the award to Ann Sickles, an SBU gradu-
ate student, who will present a short seminar on her research.
Refreshments will follow the presentation.

Science Camp for BNL Children, Grades 4-6

BNLers are invited to register their children or grandchildren
in BNL's Summer Science Exploration camp, a free offering from
the Lab's Science Museum. The three-day camp will be held Tues-
day- Thursday, August 9-11, 8:30-11:30 a.m., for students enter-
ing grades 4 - 6. This year's focus will include a BNL environmen-
tal field activity, understanding energy and building/testing rub-
ber band cars, and exploring the Museum's interactive exhibits.

Children must attend all three days, and their parents are also

welcome. To register or for more information, call Ext. 4495.
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New Supercomputer Dedicated

.
From left: Minoru Yanokura, RIKEN, Kaji Kaya, RIKEN; Hideto En'yo,
RBRG/RIKEN; Praveen Chaudhari, BNL; and Nicholas Samios, BNL

Les, CU

Praveen Chaudhari
and Nicholas Samios

Pictures on this page are
by Roger Stoutenburgh.

Doris Rueger and Rae Green-
burg, Physics Department

edging the outstanding efforts
of this staff at ITD, McFadden
also wished to give credit to
Plant Engineering and many
of the trades at BNL. He said,
“There were many important
contributions from support
personnel in making the
QCDOC project a success,
such as the preparation of the
physical facility, the engineer-
ing design, assembly of hard-
ware, container construction,
and international shipping.”

Good Things
Come in Threes

The RIKEN-BNL QCDOC
is one of three similar com-
puters that have been built
by the same team of collabo-
rators. Funded by the Particle
Physics & Astronomy Re-

Norman Christ, Columbia University
{CU), Jeffrey Mandula, DOE, and T.D.

(cont’d.)

)

Michael Holland, DOE,
and Guishan Ral, DOE

Thomas Blum, Univarsity

of Connaclicut/RBRC, and
Robert Jaffe, Massachusetts
Institute of Technology

T.D. Lee and Nicholas Samios

search Council in the United
Kingdom, the second com-
puter, now completed and be-
ginning operation, is located
at the University of Edin-
burgh, Scotland. The third,
which is funded by DOE's Of-
fice of Science, will also be lo-
cated at BNL and used by a
community of U.S. scientists
for calculations in quantum
chromodynamics. Now un-
dergoing testing, the third
QCDOC is due to be ready
for operations in the summer
2005. Working on related
and sometimes different
problems using these three
supercomputers, researchers
hope to make significant
contributions in physics and
other scientific fields.

~— Diane Greenberg

- QCDOC In Action

and materials science.

matter whose properties are consistent with those of a
strongly coupled plasma of subatomic quarks and glu-
ons — the “quark-gluon plasma” that existed a few mi-
croseconds after the birth of the universe.

Related to this effort, the supercomputer will be used
for calculations in quantum chromodynamics — the
physics theory that describes the interactions of sub-
atomic quarks and gluons. In particular, physicists hope
to understand the reason for the existence of six types
of quarks that have widely varied masses. With this
powerful computer, they can disentangle quarks from
their interactions with gluons to gain important data
about both particles’ properties.

During the remaining 10 percent of operating time,
researchers will use the supercomputer to pursue sci-
entific projects in a variety of fields, including biology

(cont’d.)

—DG L.
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NATIONAL LABORATORY

Contact: Diane Greenberg, (631) 344-2347 or Mona S. Rowe, (631) 344-5056-
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RIKEN BNL Research Center Dedicates New
Supercomputer for Physics Research

May 26, 2005

UPTON, NY - A new computer — the RIKEN BNL Research Center supercomputer -- was unveiled today at a dedication ceremony at the
U.S. Department of Energy’s Brookhaven National Laboratory attended by physicists from around the world. It is called QCDOC for
quantum chromodynamics on a chip, and it was designed and built by Brookhaven Lab, Columbia University, IBM, RIKEN -- The
Institute of Physical and Chemical Research in Japan, and the University of Edinburgh. The computer has 10 teraflops of peak computing
power, which makes it capable of performing 10 irillion arithmetic calculations per second, with sustained speeds of five teraflops. The $5-
million computer took three years to build and is funded by RIKEN, with infrastructure support from DOE’s Office of Science.

Taking up only 100 square feet of floor space, the supercomputer is
installed at Brookhaven Lab in the RIKEN BNL Research Center, a
physics research center formed by RIKEN and Brookhaven Lab in
1997. QCDOC achieves its ultra-fast speed by harnessing the power
of 12,288 individual computers, each with its own memory and an
extremely fast interprocessor communication network. Each processor
is constructed on a single silicon chip, so the supercomputer is
essentially 12,288 interconnected chips. This simple design leads to a
low power requirement of about 100 kilowatts compared to the many
megawatts typical of most commercial supercomputers.

QCDOC will be used for physics research for 90 percent of its
operating time. With the help of the computer, physicists hope to
determine the properties of a state of matter currently under intense
study at Brookhaven’s premlere accelerator, the Relativistic Heavy lon Edward McFadden fleft BNL Informtaion Technology
Collider (RHIC). One of the major discoveries emerging from RHIC is DIVISIOH? and Nicholas Samios (Physics Department) in
the creation of a form of hot, dense (10 to 30 times denser than a front of the QCDOC supercomputer.

nucleon) matter whose properties are consistent with those of a

strongly coupled plasma of subatomic quarks and gluons — the so-called quark-gluon plasma that existed a few microseconds after the birth .
of the universe.

Related to this effort, the supercomputer will be used for calculations in quantum chromodynamics — the physics theory that describes the
interactions of subatomic quarks and gluons. In particular, physicists hope to understand the reason for the existence of six types of quarks
that have widely varied masses. With this powerful computer, they can disentangle quarks from their interactions with gluons to gain
important data about both particles’ properties.

During the remaining 10 percent of operating time, researchers will use the supercomputer to pursue scientific projects in a variety of fields,
including biology and materials science. .

The RIKEN BNL QCDOC is one of three similar computers that have been built by the same team of collaborators. Funded by the Particle
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Physics and Astronomy Research Council in the United Kingdom, the second computer, now completed and beginning operation, is located
at the University of Edinburgh, Scotland. The third, which is funded by DOE’s Office of Science, will be located at Brookhaven Lab and
used by a community of U.S. scientists for calculations in quantum chromodynamics. Now undergoing testing, the third QCDOC is due to
be ready for operations in the summer of 2005. Working on related and sometimes different problems using these three supercomputers,
researchers hope to make significant contributions in physics and other scientific fields.

Particle Physics and Astronomy Research Council QCDQC page

Number: 05-58

One of ten national laboratories overseen and primarily funded by the Office of Science of the U.S. Department of Energy (DOE), Brookhaven
National Laboratory conducts research in the physical, biomedical, and environmental sciences, as well as in energy technologies and national
securitv. Brookhaven Lab also builds and operates major scientific facilities available to university, industry and government researchers.
Brookhaven is operated and managed for DOE's Office of Science by Brookhaven Science Associates, a limited-liability company founded by Stony
Brook University, the largest academic user of Laboratory facilities, and Battelle, a nonprofit, applied science and technology organization.
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Solving the Mysteries of Quarks

Particle Physicists are embarking on a new attempt to solve the mysteries of quarks
with the completion of the three most powerful supercomputers ever applied to this
problem, including one at the University of Edinburgh for use by the UKQCD
collaboration of scientists from seven British Universities.

Quarks are the fundamental particles that make up 99.9% of ordinary matter; yet it is
impossible to examine a single quark in the laboratory. Consequently, some of the
basic properties of quarks are hot known, such as their precise masses or why they
exist in six different types. Quarks are bound together by the Strong Force, which is
weak when the quarks are close, but increases steadily as you try to separate them,
making it impossible to isolate a single quark. Instead, the theory describing the
Strong Force, called Quantum Chromodynamics (QCD), has to be simulated on huge
computers.

The Edinburgh compuiter is the first of three similar machines and has been operating
since January. The second computer is being inaugurated today at the RIKEN
Brookhaven Research Center in Brookhaven National Laboratory in the USA. The
third is part of the U.S. Department of Energy Program in High Energy and Nuclear
Physics, and is also installed at Brookhaven where it is currently undergoing testing.

The computers are built with processing chips designed for the purpose, known as
QCD-on-a-chip, or QCDOC for short. A litile slower than the microprocessor in your
laptop, the QCDOC chip was designed to consume a tenth of the electrical power, so
that tens of thousands of them could be put into a single machine. The computers
were designed and built jointly by Columbia University (USA), the University of
Edinburgh, the RIKEN Brookhaven Research Center (USA) and IBM.

Each QCDOC machine operates at a speed of 10 Teraflops, or 10 trillion (i.e. million
million) floating point operations per second. By comparison, a regular desktop
computer operates at a few Gigaflops (a thousand million floating point operations
per second), whilst IBM's BlueGene, a close relative of QCDOC and the fastest
computer in the world, operates at over 100 Teraflops. Edinburgh’s machine and part
of the QCDOC development costs were funded through a Joint Infrastructure Award
of £6.6million administered by the Particle Physics and Astronomy Research Council,
who also fund the UK scientists in this field. ‘

Professor Richard Kenway, who led UK participation in the QCDOC Project, said
“After five years building this machine, it’s exhilarating to be able to compute in days
things which take everybody else months. Now we are about to run QCDOC for
months to do the most realistic QCD simulation yet. It’s like standing on the shore of
a new continent after a long voyage, we've chosen our path of exploration, but we
don't know what we're going to find.”

Notes for Editors
The Mysteries of Quarks
¢ Quarks never appear singly, but always as bound states of two or more,
called hadrons, such as the protons and neutrons that make up the atomic

nucleus. Thus, Nature hides its fundamental particles and we would like to
understand better how the Strong Force achieves this.
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¢ Only the mass of the top quark is accurately known, because QCD effects are
small for such a heavy particle. To determine the masses of the lighter quarks
accurately (called up, down, strange, charm and bottom), QCD effects have
to be computed. These masses are needed for detailed understanding of
many phenomena and should eventually be predicted by the much sought
after Theory of Everything.

o There are six types of quark and this seems to be related to the small
difference between matter and antimatter, called CP violation, that may help
to explain why our Universe is dominated by matter (and hence why we can
exist at all). QCD simulations are needed to discover whether our current
theories can explain this, or there is some new physics at work.

e The Theory of Everything is very likely to permit protons to decay. If so, the
proton lifetime must be enormous, since no decay has yet been observed.
Experimental lower bounds on the lifetime, together with QCD simulations,
place restrictions on what the Theory of Everything can be and have already
ruled out some candidates.

e At enormously high temperatures and densities, such as may be found in
neutron stars, everyday matter made of bound quarks may melt into a new
type of matter. This change of phase, which is being searched for at
Brookhaven National Laboratory by coliiding gold and lead nuclei at high
energies, is accessible to QCD simulations. What happens may tell us about
what is going on inside some of the most exotic objects in the Universe.

The UKQCD Collaboration

UKQCD is a collaboration of particle physicists from the Universities of Edinburgh,
Southampton, Swansea, Liverpool, Glasgow, Oxford and Cambridge. It was formed
in 1989 and has exploited a series of novel architecture computers for QCD
simulations, becoming one of the leading projects in this field world wide. QCDOC
gives UKQCD for the first time the fastest computer in the world available for QCD
simulations.

The QCDOC Computer
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Professors Christine Davies and Richard Kenway, and Technician Andrew Main with the
12,288 processor QCDOC machine at Edinburgh in November 2004

The QCDOC chip integrates 50 million transistors on a 1.3cm x 1.3cm die and consumes
approximately 5 Watts at a clock speed of 400 MHz.
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A water-cooled QCDOC rack containing 16 mother boards with 1024 QCDOC chips. The
upper compartment holds Ethernet switches.

Contacts

University of Edinburgh: Professor Richard Kenway, 0131 650 5245
University of Glasgow: Professor Christine Davies, 0141 330 4710
University of Liverpool: Professor Alan Irving, 0151 794 3782
University of Oxford: Dr Mike Teper, 01865 273 972

University of Cambridge: Professor Ron Horgan, 01223 337 839
University of Southampton: Professor Chris Sachrajda, 023 8059 2105
University of Wales Swansea: Dr Chris Allton, 01792 295 738
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Completing a Supercomputer 4/11/05 11:28 AM
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Completing a Supercomputer

Joe DePace (below), Information Technology Division (ITD), installs the final components in a
supercomputer, one of three built by the division and designed by collaborators from Columbia University,
IBM, the University of Edinburgh, the RIKEN BNL Research Center, and ITD. The huge computers will
perform the numerical calculations of quantum chromodynamics (QCD), the physics theory that describes
the interactions of quarks and gluons, the basic building blocks of matter. The computers, known as QCDOC
for QCD On a Chip, were specially designed to provide cost-effective, massively parallel computing
capability. Together, the three supercomputers have 36,864 processors (compared to one processor in a
typical PC) and 30 teraflops of computing power, which makes them capable of performing 3o billion
arithmetic operations per second.

Last Modified: April 8, 2005
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Completing a Supercomputer 4/11/05 11:28 AM

One of ten national laboratories overseen and primarily funded by the Office of Science of the U.S. Department of
Energy (DOE), Brookhaven National Laboratory conducts research in the physical, biomedical, and environmental
sciences, as well as in energy technologies and national security. Brookhaven Lab also builds and operates major
scientific facilities available to university, industry and government researchers. Brookhaven is operated and
managed for DOE’s Office of Science by Brookhaven Science Associates, a limited-liability company founded by
Stony Brook University, the largest academic user of Laboratory facilities, and Battelle, a nonprofit, applied
science and technology organization.
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FRIDAY, JUNE 3, 2005

Supercomputer could
hold universe’s secrets

By Jennett Meriden Russell

A compact, super-intelligent com-
puter designed to solve the myster-
ies of the universe. While it might
seem like the stuff of science fiction,
scientists at the U.S. Department
of Energy’s Brookhaven National
Laboratory unveiled a new “super-
computer” at their Upton facility last
- Thursday, May 26, which is designed
to do just that.

Dubbed QCDOC for Quantum
Chromodynamics On a Chip, the
computer is designed to explore com-
plex mathematical equations associ-
ated with quantum chromodynamics
(QCD), the theory of the so-called
strong interactions that bind ultra-
tiny building blocks of the universe
together.

Physicists from around the world
attended the dedication ceremony of
the new RIKEN-BNL Research Center
supercomputer. RIKEN is the Institute
of Physical and Chemical Research in
japan, which has been collaborating
with BNL on physical and chemical
research since 1997. RIKEN financed
the $5-million computer, which took
three years to build, and employed
the computer skills of RIKEN, BNIL,
Columbia University, IBM, and the
University of Edinburgh technicians
to create.

In search of the origin of matter
and the universe itself, quantum
physicists have taken us deeper and
deeper inside atoms, which were once
thoughti to be the smallest particles in
the universe. First to come into view
was the atomic nucleus, and then the
individual protons and neutrons that
constitute the nucleus.

At least for three decades, nucleons
(protons and neutrons) were consid-
ered to be the smallest elements in
the universe, but then, peering into
them, scientists detected shadows of
yet another layer of matter that lurks
inside. Unable—so far—to crack open
a nucleon and bring out one of these
shadowy objects for observation and

173

measurement, physicists can only
guess what the mysterious substance
is made of.

Dubbed “quarks,” scientists believe
that two types of quarks—one named
“up” and the other “down”—make up
the protonand the neutron. An unseen
power called the “chromo force,” rep-
resented by particles dubbed “glu-
ons,” holds quarks together. So it is
the quarks and gluons that physicists
currently believe may lie at the bot-
tom of all known maiter.

BNL and RIKEN physicists hope that
the supercomputer will help them
understand what the mysterious
chromo force is. But, since the funda-
mental properties of QCD cannot be
directly tested, scientists can use the
computer to create a virtual laborato-
ry to explore the theories of quantum
chromodynamics. RBRC Director Dr.
Nicholas P. Samios said the supercom-
puter would work in conjunction with
BNLs premiere accelerator Relativistic
Heavy Ion Collider (RHIC).

With the help of the computer, RBRC
physicists hope to determine the
properties of a state of matter current-
ly under intense study at Brookhaven.
One of the major discoveries emerg-
ing from work with the collider is the
creation of a form of hot, dense (10 to
30 times denser than a nucleon) mat-
ter with properties shat are consistent
with those of a strongly coupled plas-
ma of subatomic quarks and gluons—
the so-called quark-gluon plasma that
existed a few microseconds after the
birth of the universe.

“We're trying to understand what
happened about 10 microseconds
after the Big Bang,” Dr. Samios said.
“As these computers become more
and more powerful, we're able to make
more and more precise calculations,
where the theoretical predictions are
comparable to the hypothetical.”

Taking up only 100 square feet of
floor space, the supercomputer
achieves its ultra-fast speed by har-
nessing the power of 12,288 individual
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Brookhaven National Laboratory scientists, from left to right, Dr. Nicholas P. Samios,
Dr. Yoshiharu Doi, Robert Mawhinney, and Norman Chris heiped to unveil a new super-

computer at the lab in Upton on Thursday, May 26.

computers, each with its own memory
and an extremely fast inter-processor
communication network.

Edward McFadden, manager of the
Brookhaven Scientific Computing
Facility, said each processor is con-
structed on a single silicon chip, so the
supercomputer is essentially 12,288
interconnected chips. “A computer
with this much memory would have
been the size of a football field years
ago,” he said.

This simple design leads to a low
power requirement of about 100 kilo-
watts, compared to the many mega-
watts typical of most commercial

-

JENNETT MERIDEN RUSSELL

supercomputers.

RIKEN Executive Director Dr
Yoshiharu Doi said the supercom-
puter has been designed tc provide a
highly cost-effective computer capa-
ble of focusing significant comput-
ing resources on relatively small but
extremely demanding problems. Dr.
Doi said the computer has 10 teraflops
of computing power, which makes
it capable of performing 10 tillion
arithmetic calculations per second. To
give some perspeciive of how power-
ful the QCDOC is, the average home
personal computer manages only one
ten thousandth of a teraflop.
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Additional RIKEN BNL Research Center Proceedings:

Volume 73 — Jet Correlations at RHIC, March 10-11, 2005 — BNL-73910-2005

Volume 72 —~ RHIC Spin Collaboration Meetings XXXI(January 14, 2005), XXXII (February 10, 2005),
XXXIII (March 11, 2005) — BNL-73866-2005

Volume 71 — Classical and Quantum Aspects of the Color Glass Condensate — BNL-73793-2005

Volume 70 — Strongly Coupled Plasmas: Electromagnetic, Nuclear & Atomic — BNL-73867-2005

Volume 69 — Review Committee — BNL-73546-2004

Volume 68 — Workshop on the Physics Programme of the RBRC and UKQCD QCDOC Machines — BNL-
73604-2004

Volume 67 — High Performance Computing with BlueGene/L and QCDOC Architectures — BNL-

Volume 66 — RHIC Spin Collaboration Meeting XXIX, October 8-9, 2004, Torino Italy — BNL-73534-2004

Volume 65 — RHIC Spin Collaboration Meetings XX VII (July 22, 2004), XX VIII (September 2, 2004), XXX
(December 6, 2004) - BNL-73506-2004

Volume 64 — Theory Summer Program on RHIC Physics — BNL-73263-2004

Volume 63 — RHIC Spin Collaboration Meetings XXIV (May 21, 2004), XXV (May 27, 2004), XX VI (June
1,2004) — BNL-72397-2004

Volume 62 — New Discoveries at RHIC, May 14-15, 2004 — BNL- 72391-2004

Volume 61 ~ RIKEN-TODAI Mini Workshop on “Topics in Hadron Physics at RHIC”,
March 23-24, 2004 ~ BNL-72336-2004

Volume 60 — Lattice QCD at Finite Temperature and Density — BNL—-72083-2004

Volume 59 — RHIC Spin Collaboration Meeting XXI (January 22, 2004), XXII (February 27, 2004), XXIII
(March 19, 2004)- BNL-72382-2004

Volume 58 — RHIC Spin Collaboration Meeting XX ~ BNL-71900-2004

Volume 57 — High pt Physics at RHIC, December 2-6, 2003 — BNL-72069-2004

Volume 56 — RBRC Scientific Review Committee Meeting — BNL-71899-2003

Volume 55 — Collective Flow and QGP Properties — BNL-71898-2003

Volume 54 — RHIC Spin Collaboration Meetings X VII, XVIII, XIX — BNL-71751-2003

Volume 53 — Theory Studies for Polarized pp Scattering — BNL-71747-2003

Volume 52 — RIKEN School on QCD “Topics on the Proton” — BNL-71694-2003

Volume 51 — RHIC Spin Collaboration Meetings XV, XVI — BNL-71539-2003

Volume 50 — High Performance Computing with QCDOC and BlueGene — BNL-71147-2003

Volume 49 — RBRC Scientific Review Committee Meeting —~ BNL-52679

Volume 48 — RHIC Spin Collaboration Meeting XIV — BNL-71300-2003

Volume 47 — RHIC Spin Collaboration Meetings XII, XIII — BNL-71118-2003

Volume 46 — Large-Scale Computations in Nuclear Physics vsing the QCDOC — BNL-52678

Volume 45 — Summer Program: Current and Future Directions at RHIC — BNL-71035

Volume 44 — RHIC Spin Collaboration Meetings VIII, IX, X, XI - BNL-71117-2003

Volume 43 — RIKEN Winter School — Quark-Gluon Structure of the Nucleon and QCD — BNL-52672

Volume 42 — Baryon Dynamics at RHIC — BNL-52669

Volume 41 - Hadron Structure from Lattice QCD — BNL-52674
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Additional RIKEN BNL Research Center Proceedings:

Volume 40 — Theory Studies for RHIC-Spin — BNL-52662

Volume 39 — RHIC Spin Collaboration Meeting VII - BNL-52659

Volume 38 — RBRC Scientific Review Committee Meeting — BNL-52649

Volume 37 — RHIC Spin Collaboration Meeting VI (Part 2) — BNL-52660

Volume 36 — RHIC Spin Collaboration Meeting VI — BNL-52642

Volume 35 — RIKEN Winter School ~ Quarks, Hadrons and Nuclei — QCD Hard Processes and the Nucleon
Spin — BNL-52643

Volume 34 — High Energy QCD: Beyond the Pomeron — BNL-52641

Volume 33 — Spin Physics at RHIC in Year-1 and Beyond — BNL-52635

Volume 32 — RHIC Spin Physics V — BNL-52628

Volume 31 — RHIC Spin Physics III & IV Polarized Partons at High Q*2 Region — BNL-52617

Volume 30 — RBRC Scientific Review Committee Meeting — BNL-52603

Volume 29 — Future Transversity Measurements — BNL-52612

Volume 28 — Equilibrium & Non-Equilibrium Aspects of Hot, Dense QCD — BNL-52613

Volume 27 — Predictions and Uncertainties for RHIC Spin Physics & Event Generator for RHIC Spin Physics
IIT — Towards Precision Spin Physics at RHIC — BNL-52596

Volume 26 — Circum-Pan-Pacific RIKEN Symposium on High Energy Spin Physics — BNL-52588

Volume 25 — RHIC Spin — BNL-52581

Volume 24 — Physics Society of Japan Biannual Meeting Symposium on QCD Physics at RIKEN

" BNL Research Center —- BNL-52578

Volume 23 — Coulomb and Pion-Asymmetry Polarimetry and Hadronic Spin Dependence at RHIC Energies
— BNL-52589

Volume 22 — OSCAR II: Predictions for RHIC — BNL-52591

Volume 21 — RBRC Scientific Review Committee Meeting — BNL-52568

Volume 20 — Gauge-Invariant Variables in Gauge Theories — BNL-52590

Volume 19 — Numerical Algorithms at Non-Zero Chemical Potential — BNL-52573

Volume 18 — Event Generator for RHIC Spin Physics — BNL-52571

Volume 17 — Hard Parton Physics in High-Energy Nuclear Collisions — BNL-52574

Volume 16 — RIKEN Winter School - Structure of Hadrons - Introduction to QCD Hard Processes —
BNL-52569

Volume 15 —~ QCD Phase Transitions ~ BNL-52561

Volume 14 — Quantum Fields In and Out of Equilibrium — BNL-52560

Volume 13 — Physics of the 1 Teraflop RIKEN-BNL-Columbia QCD Project First Anniversary Celebration —
BNL-66299

Volume 12 — Quarkonium Production in Relativistic Nuclear Collisions — BNL-52559

Volume 11 — Event Generator for RHIC Spin Physics — BNL-66116

Volume 10 — Physics of Polarimetry at RHIC — BNL-65926

Volume 9 — High Density Matter in AGS, SPS and RHIC Collisions — BNL-65762

Volume 8 — Fermion Frontiers in Vector Lattice Gauge Theories — BNL-65634
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* Additional RIKEN BNL Research Center Proceedings:

Volume 7 — RHIC Spin Physics — BNL-65615

Volume 6 — Quarks and Gluons in the Nucleon — BNL-65234

Volume 5 — Color Superconductivity, Instantons and Parity (Non?)-Conservation at High Baryon Density —
BNL-65105

Volume 4 — Inauguration Ceremony, September 22 and Non -Equilibrium Many Body Dynamics -BNL-
64912

Volume 3 — Hadron Spin-Flip at RHIC Energies — BNL-64724

Volume 2 — Perturbative QCD as a Probe of Hadron Structure — BNL-64723

Volume 1 — Open Standards for Cascade Models for RHIC — BNL-64722
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For information please contact:

Ms. Pamela Esposito

RIKEN BNL Research Center
Building 510A

Brookhaven National Laboratory
Upton, NY 11973-5000 USA

Phone: (631) 344-3097
Fax: (631) 344-4067
E-Mail: pesposit@bnl.cov

Homepage: http://www.bnl.gov/riken

Ms. Tammy Heinz

RIKEN BNL Research Center
Building 510A

Brookhaven National Laboratory
Upton, NY 11973-5000 USA

(631) 344-5864
(631) 344-2562
theinz@bnl.gov




| RIKEN BNL RESEARCH CENTER

RBRC QCDOC Computer Dedication
| and
Symposium on RBRC QCDOC

LiKern  Nuclei as heavy as bulls Copyright©CCASTA
Through collision
Generate new states of matter.
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