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 6.1   Introduction 

The electronic structure of a solid is affected by size and altered from the 

continuous electronic levels forming a band, characteristic of bulk or microsized solids, 

to discrete-like or quantized levels. This is drastically observed when the particle size 

goes down to the nano-meter range and is the origin of the so-called “quantum 

confinement” terminology referring to this phenomenon. From a solid state point of 

view, electronic states of confined materials can be considered as being a superposition 

of bulk-like states with a concomitant increase of the oscillator strength.1 The 

valence/conduction band-width and position observables of a solid oxide are functions 

of the crystal potential and this, in turn, is perturbed by effect of the size in two ways; a 

short-range effect induced by the presence of ions with a different coordination number 

and bond distance, and a large-range one, induced by changes in the Madelung potential 

of the oxide. Theoretical analyses for oxides show a redistribution of charge when going 

from large periodic structures to small clusters which is roughly considered small for 

ionic solids and significantly important for covalent ones.2,3 Chapter 1 of this book 

describes the most recent theoretical frameworks employed to deal with these physical 

phenomena while here we will describe their influence in physico-chemical observables 

obtained by spectroscopical techniques. 

In brief, natural consequences of these size-induced complex phenomena are  

band narrowing and change of band energy.1,4 The thermodynamic limit (at 0 K) for a 

chemical step/reaction that can be carried out with charged particles (electron or holes 

located in electronic levels) is given by the position of the band edges, the so-called flat 

band potential. Both size-induced band-related changes modulate the onset energy 

where absorption occurs, e.g., the band gap energy, changing also the Fermi level of the 

system and the chemical potential of charge carrier species hosted by these electronic 
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levels. An additional consequence of nanostructure when speaking of semiconductor or 

insulator oxides is the presence of new electronic states located in the bulk band gap. As 

well known, perfect crystals do not display such electronic features and are thus directly 

or indirectly related to a finite size in the nano-meter range. Such mid gap states are 

sometimes called “surface states” as the main structural sources of their origin are the 

presence of a different local symmetry at the surface and/or the presence of additional 

defects, among which, the most typical in nano-oxides are of punctual nature (oxygen 

vacancies or interstitial ions) located at/near the surface.3,5,6  The energy distribution of 

vacancy-related mid gap energy levels have been experimentally obtained,7,8,9 allowing 

the comparison between different samples. Roughly speaking, donor levels are 

energetically near the conduction band while acceptor ones are located near the valence 

band and create gaussian-like distributions with a width proportional to the 2/3 power of 

the number of defects.10 Such electronic levels display distributions ranging from 0 to a 

few tens (ca. 0.7) of eV from the corresponding flat band potential with maxima (or 

depths) located sometimes at 0-100 meV7,11 and others well above such energies.3,10,12 

Both types are phenomenologically differentiated in shallow and deep (mid-gap) 

electronic levels and display distinctive features when charged particles (electrons or 

holes) interact with them.13 One last general point to mention here is the absence in 

nano-particulate materials of band bending under contact with the external media in a 

heterogeneous chemical reaction.14 This infers an important property to all nano-

structured oxides under light excitation, as it facilitates the presence of both charge 

carrier species, electron and holes, at the surface of the particle, ready to be involved in 

subsequent chemical steps. This contrasts with the situation of bulk-like semiconductors 

where one of the charge carriers is typically depleted from the surface area. 
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 These electronic implications of size are mainly studied by using three different 

techniques based on the interaction between photons and the solid phase. The first one 

uses (soft and hard) X-ray photons to excite internal or core electrons and analyze the 

absorption coefficient as a function of the incident photon energy; this is the so called 

X-ray absorption near edge structure (XANES) which allows the scanning of the 

(locally projected, see below) density of unoccupied electronic states. A second type of 

technique is based on optical absorption of visible/ultraviolet photons with an energy 

that allows to study intra-atomic (typically d-d transitions in transition elements) and 

charge transfer (near or band gap energies) excitations; they are frequently utilized to 

study (optical) band gap energies and unoccupied localized states at the band gap of 

nano-meter solids. A third type of technique, photoemission, is used to analyze the 

density of occupied states of solids and may give information about the valence band as 

well as more inner levels. Several emission optical techniques may also provide 

information about the electronic properties of solid oxides but usually they do not add 

additional input to the main electronic characteristics as studied by the three techniques 

above mentioned. A main problem when dealing with nanoparticulated solid oxides, 

which is present in all the results obtained with these spectroscopical techniques, comes 

from the broad size distribution typically obtained during the synthesis of the material, 

significantly larger than those characteristic of other types of materials. This obscures 

the detailed investigation of  the electronic properties in a large number of occasions.  

 

6.2 XANES 

 As already discussed in Chapter 5 for XAS techniques, XANES spectroscopy 

probes the electronic state of an absorbent atom of the X-ray radiation. The two XAS 

techniques are sensible to local order, making them specially suitable for analyzing 
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nanostructured materials, but differ in the fact that XANES is essentially not affected by 

thermal effects; in absence of vibronic or specific (non-frequent) cases of spin-orbit 

coupling, the recording temperature does not affect the XANES shape.15,16,17,18 Recent 

work on XANES concerning nanostructured oxides has been published for Al,19 Mg,20 

Ti, 21,22,23,24,25 V,26 Fe,27,28,29 Ni,30 Zn,31 Sn-In32 and Ce33,34,35,36,37 containing systems 

while older work is summarized in refs. 18 and 38. These studies showed that bulk 

XANES shape is typically reached by clusters of around 80-100 atoms and, thus, solids 

with a typical dimension below 4 nm show a characteristic, distinctive XANES shape. 

This happens because, in terms of the scattering theory, the different continuum 

resonances (CRs) are dominated by contributions corresponding to different 

coordination shells and may not be present or display variations in energy/intensity with 

respect to the bulk material in the corresponding XANES spectrum of a size-limited 

material.19,21,28,29,30 At the moment, not precise information is available concerning 

differences between surface species present in nanostructured and 2D-infinite surfaces. 

A general feature shared by all nanostructured oxide materials with size typically below 

10-15 nm is that they display broader CRs with respect to well-crystallized 

references.19,21,24,25,26,31,33,39 This can be observed in the inset of Figure 6.1; the 

derivative spectra give evidence of a larger overlap between CRs. The reason for this 

can be understood in terms of the f-rule.40 This rule implies that the total absorption 

over all edges and energies is a constant independent of the final state nature; therefore, 

disorder, inherent to nanostructured materials, broadens the spectrum without altering 

the overall intensity.22 The large overlap of CRs usually limits information concerning 

electronic effects of nanostructure but some details are still available/resolved when 

analyzed low energy (below 1 KeV) absorption edges, even for nearly amorphous 

materials.41,42 
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 A strong influence of size can be also found in the 1s  d pre-edge transition 

present at K absorption edges (1s absorption spectra, see Figure 6.1a) of transition metal 

cations inserted in an oxide matrix. Other elements do not present this pre-edge as they 

have a fully occupied d band. Both a direct 1s to nd quadrupole transition and dipole 

transitions to states with (n+1)p character hybridized with the nd sub-band are posible.18 

Typically, the matrix element of a dipole transition (see equation 5.3.2 in Chapter 5) is 

about two orders of magnitude larger than quadrupole ones but, on the other hand, the 

amount of d character at or immediately below of the Fermi region is by far larger than 

the p one in transition metal ions. Depending on the particular system we are dealing 

with, the contributions from dipole and quadrupole can be equivalent or one can be 

neglected. In particular, for centro-symmetric systems, like cubic systems, only a very 

small admixture of p states is allowed into the nd sub-band while in non-centro-

symmetric systems p/d mixing is symmetry allowed. It is rather obvious that corners, 

edges and, in general, surface positions are non-centro-symmetric and can be therefore 

differentiated in the case of many oxides. 

 The 1s  d transition can be composed by several peaks, depending of the 

symmetry and oxidation state of the metal ion constituting the oxide. Reviews of the 

literature can be found in refs. 18 and 43. The electronic fine details enclosed in the pre-

edge structure are however masked by resolution problems when working with most of 

the ions of chemical interest (transition or lanthanides) but the recent setting-up of 

resonant inelastic X-ray scattering may soon eliminate such problem while working 

with hard X-rays which allow to characterize the system in essentially any experimental 

condition (e,g. in-situ).44 In the first transition row, with current set-ups three/two peaks 

can be observed from Ti to Fe cations in centro-symmetric positions due to the (s)p-d 

mixing of the absorbent/central cation orbitals as well as to the presence of quadrupole 
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transitions to d-like states of neighboring atoms. For some low oxidation states, low 

spin configurations and non-centro-symmetric positions of the above mentioned cations 

as well as from Co to Cu-containing oxides a single (most often dominant but not 

unique as is accompanied by shoulders) peak is obtained. As an example, Figure 6.1a 

displays the presence of a characteristic peak at the left of the vertical line, indicative of 

fivefold-coordinated surface Ti ions, not present in the bulk of the material which, 

therefore, allows to investigate the characteristics as well as the quantity of surface 

species in Titania. Data on the second and third transition row is more scarce and 

usually less well defined due to poor energy resolution coming from the large core-hole 

life-time inherent to the high photon energy used (above 17 KeV).18 As mentioned 

above, this may change in the near future with the removal of the life-time broadening 

in XANES spectra by standarizing detection schemes using low-medium energy X-ray 

photoemission, emission decay or Auger channels.44,45 Of course, this will be able to 

give larger resolution in the complete XANES spectrum, enhancing the electronic 

information extracted by using this technique but at the expense of a strong decrease in 

signal intensity. On the other hand, a detection scheme based in X-ray emission, like, 

for example, using the 1snp fluorescence channel, would open a window to site-

selective XANES and the corresponding speciation of species by chemical, surface/bulk 

or other interesting properties.44 

 XANES can be used for the characterization of oxide nanoparticles under 

reaction conditions, varying pressure or temperature as a function of time.3,18 This is 

illustrated by the Ce LIII-edge XANES data shown in Figure 2. This figure compares 

spectra from a Ce0.8Cu0.2O2 nanocatalyst under the water gas shift (WGS) reaction (CO 

+ H2O  CO2 + H2) at different temperatures.37  As mentioned above, the Ce LIII-edge 

is frequently used as a “fingerprint” to characterize the electronic properties of ceria-
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based materials.18 The electronic transitions behind these XANES features are complex.  

In pure stoichiometric CeO2, the Ce LIII-edge exhibits two clear peaks frequently 

labeled B1 and C.18 A third peak, with lower photon energy than B1, can be obtained by 

curve fitting.18  Included in Figure 2 is the spectrum for a Ce(NO3)3•6H2O reference, in 

which the cerium atoms are trivalent (Ce3+). The two main peaks in the spectrum of the 

Ce0.8Cu0.2O2 sample at room temperature are separated by approximately 7eV, in 

agreement with results for pure CeO2 nanoparticles.37  Based on a comparison of the 

intensities of the spectra near the Ce3+ position, one is able to confirm that oxygen 

vacancies and Ce3+ cations are formed during the WGS reaction. The amount of oxygen 

vacancies and Ce3+ is seen to increase with the raise of the reaction temperature up to 

300oC, but decreased at higher temperatures, especially above 400oC. This type of 

information is essential for establishing the mechanism of the chemical reaction and 

studying the behavior of the Ce0.8Cu0.2O2 nanoparticles as catalysts.37  In many 

technological applications (catalysts, sorbents, sensors, fuel cells, etc), the electronic 

properties of oxide nanoparticles undergo important changes during operation and 

XANES can be a very useful technique to follow these changes in-situ.15,18,37,41    

  

6.3 Optical Absorption 

Optical techniques can be devoted to the analysis of metal oxide electronic 

structures. As a major part of oxides are semiconductors or insulators we will first detail 

such cases. The absorbance α(λ) of a solid semiconductor can be calculated by using 

the relation: 
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Where T is the measured transmittance, F the reflectance, and δ is the optical path 

length.46 Metal oxides can be direct or indirect semiconductors depending on whether 

the valence to conduction band electronic transition is dipole allowed or forbidden. In 

the later case, the electronic transition is vibrationally allowed through vibronic 

coupling and phonon assisted. The intensity of the corresponding electronic transition is 

several orders of magnitude lower for indirect with respect to direct band gap 

semiconductors.47 Indirect band gap semiconductors display thus a step structure at the 

absorption onset originated from the momentum conserving optical phonon absorption 

and emission and a general stronger dependence of the absorption coefficient with 

energy near the edge.46,47 The absorption coefficient dependence of energy is stated in 

equation 6.3.2, where n equals ½ or 2 for, respectively, direct and indirect 

semiconductors; 

 

 

Where B is a constant and Eg is the band gap energy. 

 As mentioned in the introduction, the nanostructure has a strong impact in the 

electronic structure of oxides producing the so-called quantum size of confinement 

effects. From a solid-state point of view, nanostructured oxides have discrete, atom-like 

electronic levels which can be considered as being a superposition of bulk-like states 

with a concomitant increase in oscillator strength.4,48 Electronic effects related to 

quantum confinement potentially visible by optical absorption are the shift in band gap 

energy as a function of primary particle size as well as the discretization of the 

absorption, presenting a well-defined structure instead of the featureless profile typical 

of bulk solids.4,48 In metal oxides however the influence of nanostructure in optical 

( ) ( ) ( ) 1−−= ννλα hh n
gEB (6.3.2) 
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spectroscopy data is mostly confined to the absorption onset energy as inhomogeneous 

broadening resulting from the particle size distribution induces broadening of the 

spectrum and limits the study of the shape of the optical absorption spectrum. 

 The onset of the optical absorption spectrum occurs at the so-called first exciton 

(electron-hole pair created after light absorption) or optical band gap energy. The most 

widespread, simple theoretical framework to study the influence of confinement effects 

and, particularly, the primary particle size influence in exciton energy, is the so-called 

effective-mass approximation (EMA). 4,48 Other theories as the free-exciton collision 

model (FECM)49 have been implemented and although are much less utilized may 

become alternatives in the near future for massive use. The EMA theory assumes 

parabolic energy bands, infinite confining potential at the interface of the spherical 

semiconductor particle, and limits main energy terms to electron-hole interaction energy 

(Coulomb term) and the confinement energy of electron and hole (kinetic term). Form 

experimental work it is customary to identify three different energy regions as a 

function of the average crystalline radius (R) of the semiconductor particle: 

1) R>aB, where aB is the exciton Bohr radius of the extended/bulk semiconductor, 

defined as aB= ae+ah where ae and ah are the electron and hole Bohr radii, 

respectively. This is the regime of weak confinement and the dominant energy is the 

Coulomb term and there occurs a size quantization of the motion of the exciton 

(electron-hole pair is treated as a quasi-particle). The energy of the lowest excited 

state is a function of R as; 
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Where Eg is the band gap energy of the extended/bulk semiconductor, and M is the 

mass of the exciton (M = me
* + mh

*; m* being the effective mass of electron and hole). 

This indicates a blue shift of E(R) as a function of R-2. 

2) R<aB or strong confinement region, where the Colulomb term can be treated as a 

perturbation and electron and holes are treated as confined independent particles, so 

the exciton is not formed and separate size quantization of electron and hole is the 

dominant factor. In this case E(R) for the lowest excited state of a spherical cluster 

is given by: 

 

Where the first corrective term to Eg is the confinement term, the second is the 

Coulomb correction with ε2 the dielectric constant of the bulk semiconductor, and 

the third is the spatial correlation energy correction, being ER the exciton Rydberg 

energy. 4,48,50 As well known at present, this formulae overestimates the E(R) energy 

and is being corrected by using an effective bond-order model (EBOM) to construct 

the hole Hamiltonian, include spin-orbit coupling, and finite confining potential,51 or 

by introducing the effect of shape distortion from a spherical particle model.52 

Alternative methods including these novel points in the framework of the tight-

binding53 or pseudopotential54,55 theories have been also published. An important 

additional challenge to all theories is to develop consistent theoretical estimates of 

the ε2 dependence with R.48 

3) The region between weak and strong confinement has not been thoroughly 

investigated but has deserved some attempts for specific semiconductors.56 The 

intermediate regime is precisely defined as the region where Re > RB > Rh, and here 
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the hole is quasi-localized and the absorption spectrum comes from the oscillation 

movement of the hole around the center of the nano-crystal, suffering an average 

potential corresponding to the much faster electron movement.48 

Form the above discussion, it can be thus concluded that metal oxide 

semiconductors would present, as a first rough approximation, an optical band gap 

energy with an inverse squared dependence of the primary particle size if quantum 

confinement dominates the energy behavior of the band gap. Figure 6.3 shows that this 

happens to be the case for (direct band gap) Fe2O3
57 or (indirect band gap) CdO58 but 

not for Cu2O,59 CeO2,36,60 ZnO,61,62 and TiO2.63,64 Limited deviations from the R-2 

behavior, as observed for ZnO in Figure 6.3 or SnO2
65 can be based in the known fact 

that the theory (equations 6.3.3 and 6.3.4) overestimates the blue shift and can be 

justified with a proper calculation of electronic states by using simple quantum 

mechanical methods, while marked deviations are usually based in several 

chemical/physical phenomena not accounted for in the previous discussion. In the case 

of Cu2O59 or CeO2
36,60,66 it appears to be directly related with the presence of Cu2+ 

(remarkably for very low particle size) and Ce3+ ions at the surface of the 

nanostructured materials. At the moment it is not clear if the presence of these oxidation 

states are intrinsic to the nanostructure or result from the specific procedure of 

preparation. The case of WO3 share also some of the difficulties pointed out above. 

Kubo et al. were able to show that the band gap of this oxide decrease with size from ca. 

3.0 to 2.8 eV as a function of R-1,67 but the presence of a variable number of oxygen 

defects, reduced W redox states and mid-gap electronic states with size makes this an 

open question.68 Besides electronic modifications, alien ions, like Cu2+ and Ce3+ above, 

induce strain effects and concomitant structural differences in atomic positions with 

respect to bulk positions. The influence of strain in the absorption spectrum has been 
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nicely demonstrated in the work of Ong et al. for ZnO,69 showing the splitting of the 

first exciton peak for large values of compressive strain. Strain effects are inherent to 

nanostructured materials3,70 and may be comprised in the general, ambiguous term of 

“surface” effects usually claimed to account for significant deviations from equations 

6.3.3 and 6.3.4. Surface effects related to the preparation method and particularly 

important for very low particle size are sometimes observed for certain oxides, as 

SnO2
71 or ZrO2.72 

TiO2 is the other example included in Fig. 6.3 having a band gap energy behavior 

with marked differences from that expected from equations 6.3.3 and 6.3.4. While bulk 

TiO2 is an indirect semiconductor, nanostructured TiO2 materials are likely direct 

ones.63,73 This may be a general result. As discussed in ref. 74, the confinement of 

charge carriers in a limited space causes their wavefunctions to spread out in 

momentum space, in turn increasing the likehood of radiative transitions for bulk 

indirect semiconductors. This may also be the case of NiO.75 The indirect nature of the 

absorption onset would complicate the analysis of the optical band gap energy due to 

the above mentioned step structure of the absorption onset (which includes phonon-

related absorption/emission features).76 In spite of this, the steady behavior shown in 

Fig. 6.3 can not be accounted for by small variations in the absorption onset and should 

be grounded in other physical phenomena. For small primary particle sizes, below 3-4 

nm, this has been claimed to be based on a fortuitous cancellation effect between the 

Kinetic/Confinement and Coulomb terms in eq. 6.3.4, but electronic grounds for this 

phenomenon still need to be understood. For indirect band gap semiconductors, recent 

theoretical results54 suggest the presence of a red shift instead of a blue one with a 

primary particle size decrease but recent careful experimental data corroborate the 

existence of the blue shift qualitatively described by eq. 6.3.4.76 
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The nanostructure not only affects the band gap energy but at the long wavelength 

of the charge transfer or main absorption band, a weak exponential absorbance decay 

can be observed. At a given temperature, this region can be modeled following the 

Urbach empirical formulae, yielding an Energy parameter describing the width of this 

exponential absorption edge.77 In certain oxides, the width of Urbach tails has been 

correlated with the degree of crystallinity, giving thus a quantitative tool to compare this 

properties on structurally similar samples.78   

As happens with the absorption, the emission spectrum followed by 

photoluminiscence or fluorescence from nanostructured samples has specific 

characteristics with respect to bulk systems.4,48 However, they do not usually add 

further insights into the main electronic structure of metal oxides and will not be treated 

here. A last word in this section can be said concerning semi-metallic or metallic metal 

oxides (as VO2 at T > 373 K). Although a metal to insulator transition is expected as a 

function of size,1,4 this has not been analyzed in detail. Therefore, as a rough picture, we 

may expect the discretization of electronic levels and presence of well-defined 

transitions, which, however, would be typically broadened by the “size distribution” 

effect. 

 

6.4 Valence and Core Level Photoemission 

The roots of core and valence level photoemission can be traced back to the famous 

article of Einstein explaining the photoelectric effect.79  For a solid, the relationship 

between the kinetic energy of the photoemitted electron (Ek) and the energy of the 

incident radiation (hω) is given by the equation:   

 

                                      Ek = hω  -  EB - WF               (6.4.1)  
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where EB is the binding energy of the electron in the solid and WF is the system “work 

function” (a catch-all term whose precise value depends on both the sample and 

spectrometer).80 The previous equation assumes that the photoemission process is an 

elastic process between matter and the external electric field. The photoemission 

process is the dominant de-excitation channel for atoms with atomic number Z lower 

than 30/50 for K/L edges, while Auger electrons dominate de-excitation for Z > 30/50. 

Thus each characteristic excitation energy (hω) will give rise to a series of 

photoelectron peaks which reflect the discrete binding energies of the electrons (with 

energy lower or equal than the excitation one) present in the system.80 The intensity of 

the peak is essentially an atomic property and thus allows the quantification of the 

absorber atom at the surface and near surface layer.80 

 In the period of 1950-1970, pioneer work by the groups of Siegbahn,81 Turner,82 

and Spicer83 showed that spectra with well resolved ionization peaks could be obtained 

when using high-resolution electron energy spectrometers combined with x-ray or 

ultraviolet radiation for photoexcitation. The typical experiments of x-ray photoelectron 

spectroscopy (XPS) utilize Mg Kα (1253.6 eV) or Al Kα (1486.6 eV) radiation to excite 

the electrons.80 He I (21.21 eV) and He II (40.82 eV) are photon energies frequently 

used in ultraviolet photoelectron spectroscopy.84 Synchrotrons are a very valuable tool 

for performing photoemission experiments.85,86,87 Electrons orbiting in a synchrotron 

emit radiation that spans a wide spectral region, is highly collimated and polarized. 

Using the facilities available at synchrotrons, one can get photoemission spectra that 

have simultaneously a very high resolution and excellent signal-to-noise ratio.77,78 The 

acquisition of spectra can be very fast, and chemical transformations can be followed as 

a function of time.88,89,90 
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 Valence Photoemission. Depending on their energy, the levels occupied by the 

electrons in a nanoparticle can be labeled as core (> 50 eV), semi-core or valence (< 20 

eV).80 In the valence region, the electrons occupy de-localized or bonding orbitals. The 

spectrum in this region consist of many closely spaced levels giving rise to a band 

structure.91,92,93,94 For large oxide nanoparticles, valence bands similar to those of the 

bulk materials are expected. As the size of the nanoparticles decreases, unique features 

could appear in the valence region,95,96 and eventually the valence bands could break 

down into discrete levels in the case of  small oxide clusters.97 In their bulk states, some 

oxides can have metallic character, but most frequently these systems behave as 

semiconductors or insulators and have a significant gap between the valence and 

conduction bands. Due to size effects, a nanoparticle could have a bandgap energy 

differing from that of its bulk state (see section 6.3 for a detailed analysis) and this 

could be detected in valence photoemission.96,97,98 This technique is also very useful to 

verify the presence of O vacancies in an oxide nanoparticle. Electronic states associated 

with O vacancies usually appear above the valence band of the oxide in the 

bandgap.99,100  

 Core Photoemission. The discovery, during the early days of XPS,80,81 that non-

equivalent atoms, either by symmetry or oxidation state, of the same element in a solid 

gave rise to core-level peaks with different binding energies had a stimulating effect in 

the development of the field.80 Core-level photoemission can be very sensitive to 

changes in the oxidation state of an element in an oxide nanoparticle.3 Thus, different 

oxides of the same metal element in many cases have substantially different core level 

binding energies.101 Figure 6.4 illustrates the utility of core-level photoemission for the 

characterization of oxide nanoparticles. These XPS data were acquired in experiments 

similar to those that produced the STM images of Figure 8 in Chapter 5.102 MoO3 and 
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Mo2O5 were prepared by the oxidation of Mo nanoparticles present on a Au(111) 

substrate. Initially, there is intermixing of Mo and Au. The formation of the MoOx 

nanoparticles induces migration of Mo from inside the Au substrate to the surface and, 

thus, there is a big increase in the intensity of the signal for the Mo 3d core levels.102,103 

A Mo → MoO3 transformation is accompanied by a shift of ~ 4.3 eV in the Mo 3d 

levels. At small concentrations of molybdenum (~ 0.05 monolayer), the Mo 

nanoparticles can be fully oxidized (left-side panel in Figure 6.4, spectrum b). On the 

other hand, after oxidizing a larger concentration of molybdenum (~ 0.10 monolayer), 

photoemission shows a mixture of  MoO3 and Mo2O5 (right-side panel in Figure 6.4, 

spectra b, c and d).102 

 Core-level binding-energy shifts constitute one of the most widely used 

diagnostic tools for routine chemical analysis in industrial laboratories.104 A lot of effort 

has been focused on the interpretation of these shifts.80,104 A core-level binding energy 

is fundamentally a difference in total energy between the ground and unbound 

continuum excited states of a system. This difference can have initial- and final-state 

contributions.104 To induce a core-level shift with respect to a well defined reference 

one can modify the initial or final state. Thus a change in the oxidation state of an 

element can lead to a shift in its core-level binding energies (initial state effect), but a 

core-level shift also can be produced by a variation in the screening of the hole left by 

the emitted electron (final state effect).104 A priori, it is not easy to evaluate final-state 

contributions to core-level binding-energy shifts.80,104 

 Several models, based on physical simplifications of the photoemission process, 

have been proposed for the analysis of core-level shifts in oxide 

compounds.104,105,106,107,108,109,110,111 The physical basis for a core-level shift can be 

illustrated by a simple charge potential model:80,81 
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                  Ei  =  Ei
R + kqi  + Σ 3qi/rij                     (6.4.2) 

 

where Ei is the binding energy of a particular core level on atom i,  Ei
R is an energy 

reference, qi is the charge on atom i, and the final term of equation (6.4.2) sums the 

potential at atom i due to ‘point charges’ on surroundings atoms j. The last term can be 

expressed as Vi= Σ 3qi/rij. Then, the shift in binding energy for a given core level of 

atom i in two different chemical environments is:80 

 

         Ei
(1)  -  Ei

(2)  =   k(qi
(1) – qi

(2))  +  (Vi
(1)  -  Vi

(2))           (6.4.3)  

 

The first term, k∆qi, indicates that an increase in binding energy accompanies a 

decrease in the valence electron density on atom i. The second term depends on the 

charge distribution of the whole system, is related to the Madelung potential of the 

oxide, and has an opposite sign to ∆qi in equation (6.4.3).80,81  For highly ionic oxides, 

the effects of the Madelung potential can be quite strong and dominate the overall 

direction of the core-level shifts.80,104 Thus, Hartree-Fock self-consistent field 

calculations for BaO clusters show that the removal of  two s electrons leads to an 

increase of the core-level binding energies in Ba2+ over neutral Ba (as expected), but 

this increase is offset by the Madelung potential and the XPS measurements show a net 

negative core-level shift. The dominance of these two electrostatic effects in the core 

level shifts of all alkaline-earth oxides was also demonstrated.106 From equation (6.4.3) 

it is clear that one can have a core-level shift in an oxide nanoparticle by changing the 

oxidation state of atom i, by modifying the Madelung potential, by the creation of O 

vacancies, or by just moving the atom i to a non-equivalent position (like surface ones) 

within the structure of the system. It is important to take into consideration that the 

Madelung potential of a nanoparticle or nanostructure of an oxide can be different from 
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that of the bulk material and affect not only the position but also the intensity of the 

peaks in an XPS spectrum.112,113 

 Equation (6.4.3) is a first approximation to the problem of core level shifts, and 

in general should be used only in qualitative terms.80,104 A major simplification of the 

charge potential model is that it neglects relaxation effects; e.g. it does not take into 

account the polarization effect of the core hole on the surrounding electrons, both intra-

atomic (on atom i) and extra-atomic (on atoms j).80,104  A precise interpretation of core-

level binding energy shifts frequently requires the use of quantum-mechanical 

calculations.105,106,111 This is the best way to separate contributions from initial and final 

state effects.114,115,116 Initial state effects are frequently calculated by the Koopman´s 

theorem which essentially depends on the “sudden approximation”, explained in section 

5.3, to describe the photoemission process as being realized by one electron while the 

remaining N-1 electrons of the system are “frozen”. The use of the full electron (final-

state) wavefunctions yields the core-hole energy. Note that several final-state 

wavefunctions corresponding to a localized/delocalized nature of the hole and the 

existence of hole-induced charge transfer (M(n+1)+ - L-1) are usually possible. The latter 

typically produces the presence of secondary peaks, close to the main but with lower 

intensity, for transition metals oxides having d holes in the final state. The difference 

between these two quantities, e.g. the initial state and the core-hole energies, is the 

relaxation energy.80,104 The relaxation energy may vary from one oxide to another and 

with the size of the particle, since it is affected by the Madelung potential and this 

changes with size.104,113 

 Charging is a phenomenon that can occur when the conductivity of the oxide 

nanoparticles or nanostructures is too low to replenish the photoemitted electron.80,104 

This means that a significant net positive charge accumulates in the system, and 
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eventually produces a shift in the binding energy position of the core and valence levels. 

Unfortunately, a fully satisfactory solution to charging problems is not yet available. 

Several approaches have been proposed.80,104 A flood gun is one of the easiest and most 

common solutions to charging problems. It produces a huge increase in the 

concentration of low-energy electrons. One must verify that these “extra” electrons do 

not induce any structural or chemical transformation in the sample. Whenever possible, 

it is highly advantageous to deposit the oxide nanoparticles on a conducting 

support.117,118 During the photoemission process, electrons spill from the support and 

neutralize the charging effects. The data in Figure 6.4 shows how effective this 

approach can be.102 

 The low pressure conditions in which  XPS spectra are taken (< 10-7 Torr) can 

induce the loss of O2 gas and formation of O vacancies in oxide nanoparticles.112 This 

can become a serious problem if the oxide system is easy to reduce. For example,    

measurements of XPS for ceria nanoparticles give a concentration of Ce3+ cations that is 

much larger than that detected with XANES.112   
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