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 5.1   Techniques for the study of structural properties 

 The evolution of our understanding of the behavior of oxide nanostructures 

depends heavily on the structural information obtained from a wide range of physical 

methods traditionally used in solid state physics, surface science and inorganic 

chemistry.1,2 In this chapter, we describe several techniques that are useful for the 

characterization of the structural properties of oxide nanostructures: X-ray diffraction 

(XRD) and scattering, X-ray absorption fine structure (XAFS), Raman spectroscopy, 

transmission electron microscopy (TEM), scanning tunneling microscopy (STM) and 

atomic force microscopy (AFM). The ultimate goal is to obtain information about the 

spatial arrangement of atoms in the nanostructures with precise interatomic distances and 

bond angles. This may not be possible for complex systems and one may get only partial 

information about the local geometry or morphology. 

    

5.2  XRD and PDF 

 Since the 1910s, X-ray crystallography has been a valuable tool for obtaining 

structural parameters of metal oxides.1 X-ray diffraction powder patterns come from the 

interference pattern of elastically dispersed X-ray beams by atom cores and, in the case of 

materials with moderate to long range order, contain information which arises from the 

atomic structure and the particle characteristics (for example: size, strain).1,2 The effect of 

atomic structure on peak positions and intensities is described in text books1 and the 

effect of particle characteristics on peak shape has been recently reviewed.3 This 

technique is frequently used for studying the structural properties of non-amorphous 

oxide nanoparticles.2 
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 Alternatively, the radial distribution of the materials can be determined by the 

appropriate Fourier transform of the diffraction pattern independent of any requirement 

of long range coherence. This is an advantage in the study of nanoparticles or 

nanostructures where there is reduced long range order. Egami and coworkers have 

applied this technique to metal oxide particles and obtained information about the 

structure and its defects.4 Finally, low angle x-ray diffraction5 can be used to determine 

the structure of nanoparticles.  

 Particle characteristics from whole powder profile fitting. Recent analyses of 

particle characteristics rely on least squares refinement of the whole powder diffraction 

profile, although there are several useful approximations which give some of these 

characteristics from individual peaks.  The pattern is represented as a superposition of 

peaks where the peak position depends on the cell parameters, and the peak width is a 

sum of instrument parameters, particle size parameters (τ), and strain related parameters 

(ε).  The particle size peak width is given by 

     βτ = Kλ/τ cos θ                   (5.2.1) 

while the strain peak width varies as 

                                                 βε = 4ε tanθ                       (5.2.2) 

with λ representing the wavelength and θ the diffraction angle. The fact that the strain 

broadening follows a tanθ function whereas the crystallite size broadening has a 1/cosθ 

dependence allows the separation of these effects in whole profile fitting through a range 

of θ.6 Here, the strain (ε) can be the result of a non-uniform application of stress in the 

lattice of the nanoparticles and reflects variations in cell dimension within the sample. 

Obvious variations are present at the surface of the material with respect to bulk since 
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local symmetry and distances are different. Additionally, Oxygen vacancies and the 

different types of defects7 shown in Table 1 can lead to strain in the lattice of a 

nanoparticle. The relative importance of each type of defect depends on the size of the 

nanoparticle and the chemical nature of the oxide.  

Additional structural features can be obtained from diffraction. In some cases, the 

refinement of the powder pattern can include structural parameters for the thermal motion 

of the atoms, the fractional occupancy and the positions. The quality of these refinements 

can be greatly improved with high energy X-rays were the absorption correction is 

negligible and a larger range of Q (4πsin(θ)/λ) can be measured.8  

Local structure from Fourier analysis of whole pattern. The local structure from 

amorphous nanoparticles can be determined from the diffraction pattern in a manner 

similar to techniques which have been used to determine the structures of liquids and 

glasses.9 As an example, we describe the determination of the atomic pair distribution 

function (PDF) of amorphous quartz.  Figure 1a shows the diffraction pattern from a 

quartz capillary. The local structure g(r) is defined as the probability of finding an atom at 

a distance r from a reference atom and is derived from G(r).  

G(r) = 4πr[ρ(r)-ρ0]   ρ(r)= ρ0g(r)         (5.2.3) 

Where ρ(r) is the pair density function and ρ0 is the average pair density. 

G(r) is also the Fourier transform of the total structure factor, S(Q) 

                               G(r) = (2/π) ∫ Q[S(Q) – 1]sin(Qr)dQ                 (5.2.4)       

                                Q=4πsin(θ)/λ                                                    (5.2.5) 

The structure factor S(Q) is related to elastic part of the diffraction intensity (Iel) as 

follows: 
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                         S(Q) = 1 + [Iel(Q) - ∑ci|fi(Q)|2]/ |∑cifi(Q)|2      (5.2.6) 

where ci is the fraction of species i, and fi(Q) is the atomic scattering factor of species i. 

The Iel is obtained from the total scattering after subtraction of background, and 

corrections for Compton scattering, absorption, multiple scattering. The calculated G(r) is 

shown in figure 1b.  In this figure we clearly see the Si-O, O-O and Si-Si distances and 

some longer distances.  The number of inter-atomic distances has decreased to nearly 

zero by the distance of 10 Å. 

The real space resolution obtained in the PDF is directly dependent on the Q 

range measured and it is therefore a necessity to measure data to high Q, with adequate 

counting statistics, to obtain well resolved peaks in the PDF.10 Generally the data are 

collected at synchrotrons where high energy (short wavelength) and high intensity 

facilitate the above requirement. When the PDF technique is applied to crystalline 

materials, it has the advantage that the diffuse scattering data in the “background”(not 

under Bragg diffraction peaks) region contributes to the PDF.  The obvious disadvantage 

of having a one dimensional result is partly compensated for by refining three-

dimensional models of the one dimensional data.11 

 The PDF analysis of nanoparticles of ceria is another good example of the 

application of this tool to nanostructures of oxides.12 In this case, data of neutron 

diffraction was used in the analysis. The neutron scattering cross sections from cerium 

and oxygen are nearly equal while X-ray diffraction scattering by oxygen is much less 

than cerium and, consequently, neutron diffraction provides a more reliable determination 

of the oxygen structural features.  However, a recent experiment on nano ceria using high 

energy X-rays (λ=0.15) obtained similar results.13 Frenkel defects of the oxygen atoms in 
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ceria were observed using this technique. Recent PDF studies14 of Zr doped ceria have 

show that the oxygen storage capacity can be related to interfacial domains between the 

zirconium and cerium rich domains. 

 In addition to nano CeO2 and Ce1-xZrxO2, several structures of nano-crystalline 

metal oxides have been elucidated using the PDF technique.15-17  In these systems the 

Bragg peaks were very broad and there was very limited long range order.  The short 

range structures were solved by matching the observed G(R) to related bulk structures. 

Nano tubes of of V2O5  have a very well defined structure based on double layers of 

pyramidal/octahedral vanadium-oxygen units derived from the structure of 

BaV7O16.nH2O.15   In a similar way, the structure of a V2O5-nH2O Xerogel  was shown to 

consist of square pyramidal V2O5 at the nanometer length scale.16  In addition,  the 

structure of hydrated lithium manganese oxide was found  to contain layers made up of 

edge shared MnO6 octahedra encapsulating K and Li atoms with the hydrous sample and 

Li and Mn atoms within the anhydrous sample.17  This result indicates that the improved 

electrochemical performance of the water based nano-crystalline lithium manganese 

oxide could be attributed to its unique structure with well separated MnO layers leaving 

Li atoms ample room to move in and out during the charge-discharge process.17 

In situ time-resolved powder diffraction. Investigations at Brookhaven National 

Laboratory and other institutions have established the feasibility of conducting 

subminute, time-resolved X-ray diffraction (XRD) experiments under a wide variety of 

temperature and pressure conditions (-190 oC <  T < 900 oC; P < 45 atm).18,19,20 This is 

made possible by the combination of synchrotron radiation with new parallel data-
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collection devices. Using time-resolved XRD one can follow structural changes during 

the preparation of nanoparticles and under reaction conditions. Figure 2 shows  time-

resolved powder diffraction results for Zr doped nano ceria  (Ce0.9Zr0.1O2) during heating 

from 25 to 925°C in air.21 The sintering of the nanoparticles produces a sharpening of the 

diffraction peaks at temperatures above 600 oC. This type of approach can also provide 

information of changes in cell dimension or lattice strain with temperature. 

Recently, the PDF technique has been extended/modified to allow the rapid 

acquisition of the necessary data. Time-resolved PDF measurements of nano catalysts 

under reaction conditions are now in progress.22 

 

5.3  XAFS 

The X-ray absorption fine structure (XAFS) acronym refers to the oscillatory 

structure observed in the absorption coefficient (µ(E)) just above or close to the 

absorption edge of an element constituting the sample. X-rays absorption spectroscopies 

are, essentially, synchrotron based techniques and measure the absorption coefficient as a 

function of the X-ray energy E = hω. A typical absorption spectra (µ(E) vs. E) show three 

general features. The first one is an overall decrease in µ(E) with increasing energy 

which, sometimes, also contains well defined peaks at specific energies called pre-edge 

transitions. The second is the presence of the edge, which roughly resembles a step 

function with a sharp rise at the corresponding edge energy and reflects the ionization of 

an inner-shell (or core) electron of the element under study. The third component appears 

above the edge and corresponds to the oscillatory structure that can be roughly described 

as a periodical function, progressively damped as evolves from the edge energy. Being 
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absorption techniques, XAFS spectroscopies are element-specific. On the other hand, the 

deep penetration of X-rays in the matter makes them to probe the whole system, being 

only surface sensitive by performing specific detection schemes will be briefly discussed 

below. 

The XAFS spectrum, χ(E), is defined phenomenologically as the normalized 

oscillatory structure of the X-ray absorption, e.g. χ(E)=(µ(E)- µ0(E)/µ0(E)), where µ0(E) 

is the smooth varying atomic-like background absorption. Essentially, the XAFS 

spectrum involves the quantum-mechanical transition from an inner, atomic-like core 

orbital electron to unoccupied bound (pre-edge transition) or unbound, free-like 

continuum levels. The oscillatory structure therefore reflects the unoccupied part of the 

electronic bands/structure of the system in presence of a core-hole23,24,25,26,27. Note that 

this differs from the initial, ground state by physical effects induced by the fact that the 

core-hole is not infinitely long lived but must decay as a function of time and distance 

from the photoabsorber atom20-24. The latter is a point to stress here as their short range 

order character makes these techniques particularly suitable to analyze nanostructured 

materials which, frequently, do not posses or have a strongly disturbed long range order. 

Historically, it was controversial to recognize the local nature of the XAFS 

techniques (see Lytle for a recent discussion28) but now the theoretical description of the 

techniques is reasonably well settled22,23. The absorption of X-rays by matter is described 

in many text books29. The treatment of the radiation as an electric field without practical 

spatial variation on a molecular/local scale and eliminating magnetic parts leads to the 

Fermi Golden Rule for the X-ray cross section: 

γδφφµ hEiEfif reKE +−
−
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The intensity of the absorption process is then proportional to the square of the 

transition matrix element connecting the initial (φi) and final (φf) states times a delta 

function which ensures the fulfillment of the conservation energy theorem. The 

elimination of the spatial dependence of the electric field corresponds to a series 

expansion of its e2πz/λ dependence up to the first term (linear dependence in r –equation 

5.3.1); this yields the dipole approximation of the interaction energy between the atom 

electronic cloud and the X-ray radiation field. Better approximations will include 

quadrupole, octupole and so forth terms. However, except in few cases, some of them 

here detailed, the dipole approximation gives quantitative analysis of the XANES shape. 

An important approximation is to assume that the matrix element can be rewritten 

into a single-electron matrix element. This is based in the sudden approximation which 

allows to reorder the transition element in 5.3.1 in terms of a overlap term of the N-1 

“inactive” electrons, which is roughly independent of energy, and the mentioned single-

electron matrix element connecting wavefunctions of the unbound and inner-core 

electrons30. The validity of the sudden approximation depends primarily on the photo-

excited electron kinetic energy and has been the subject of many studies21,25,27. All 

electron rearrangements (inter-atomic and mainly extra-atomic relaxation of valence 

electrons) in response to the core-hole creation are thus neglected, the series of delta 

functions corresponding to different final states identifies with the local density of states 

(ρ)31 and the corresponding X-ray absorption cross section becomes: 



 162

 

Where ϕi,f correspond to the mentioned initial and final mono-electronic wavefunctions. 

The dipole matrix element dictates that the local density of states has an orbital moment 

that differs by 1 from the core state (∆L=±1) while the spin is conserved (∆S=0). If the 

electric quadrupole radiation is considered, the selection rules change and are (∆L=0, ±2; 

∆S=0; ±1, ±2). 

There are two XAFS techniques; X-ray absorption near edge spectroscopy 

(XANES) and extended X-ray absorption fine structure (EXAFS). They differ in the 

energy of the final electronic state sampled which is limited to a maximum of about 40-

50 eV for XANES and above that point for EXAFS (Figure 3). Intuitively, it is obvious 

that pure electronic information (e.g. chemical bonding information) is only enclosed in 

the low-lying extended states and is thus confined to the XANES region. This will be 

discussed in Chpt. 6 of this book. On the other hand, at high energy in the continuum of 

electrons participating in EXAFS, the effect of neighboring atoms becomes small and 

electron states approximate to spherical waves that are simply scattered by such atoms. 

The information extracted is thus of geometrical local character. 

As a general rule, equations 5.3.1 and 5.3.2 can be solved by using modern 

quatum-mechanical methods. Two general approaches are discerned. The first one 

employs Ab-initio or DFT methods to calculated the initial and final wavefunctions of the 

electronic transition. The second reformulates the Schorodinger equation in terms of the 

scaterring theory and allows to express the absorption equation as a correlation function. 
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This latter is particularly useful for EXAFS analysis of nanostructured materials as they 

can be treated as clusters for calculations which, in turn, can be performed in steps of 

growing size, showing the effect of introducing different coordination spheres. Detailed 

accounts for the multiple scattering EXAFS theory can be found in refs. 32, 33. Using 

this theoretical framework the EXAFS formulae can be written as: 

 

This was originally proposed by Sayer et al.34, based in a single-scattering 

formulism but can be generalized to represent the contribution of N equivalent multiple-

scattering contributions of path length 2R31. It can be thus considered the standard 

EXAFS formulae, providing a convenient parameterization for fitting the local structure 

around the absorbing atoms. The dependence of the oscillatory structure on interatomic 

distance and energy is reflected in the sin(2kR) term. The decay of the wave due to mean 

free path or lifetime (including intrinsic core-hole and extrinsic inelastic losses) is 

enclosed in the exponential 2R/λ, which is largely responsible for the relatively short 

range probed by EXAFS in a material. As early recognized in ref. 32, the sinusoidal 

nature of the EXAFS phenomenon allows a Fourier analysis of the signal, yielding key 

information to give initial guesses for the fitting parameters. In fact, for each shell 

contributing to the EXAFS signal we may have a peak in the Fourier Transform 

spectrum. The strength of the interfering waves depends on the type and number (N) of 

neighboring atoms through the backscattering amplitude (F(k)) which largely dictates the 

magnitude of the signal. The phase function (φ(k)) reflects the quantum-mechanical 

))(2()()( 2)(/2
2

2
0 kkRsinee

Rk
kFNSE DWkR

i i

i φχ λ += −−∑ 5.3.3 
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wavelike nature of backscattering which depends on both the absorber and the scatterer 

atom properties and accounts for the difference between the measured and geometrical 

interatomic distances (which is typically of 0.3-0.4 A for low atomic number (Z) 

bacscatterers and lower for the rest of atoms) displayed in the Fourier Transform24,26. 

Another important factor is the exponential Debye-Waller (DW) term. This 

accounts for thermal and static disorder effects concerning the movement/position of 

atoms around their equilibrium/averaged position. A point to stress is that the nature of 

this term is different to the counterpart term in XRD35. Since vibrations increase with 

temperature, EXAFS spectra are usually acquired at low temperature in order to 

maximize information. Spectra at different temperatures may, on the other hand, allow to 

decouple thermal and static contributions to DW. The DW term smears the sharp 

interference pattern of the sinusoidal term and cut off EXAFS at sufficiently large energy 

beyond ca. 20 A-1. Important to stress is that the DW factor is in fact a complex 

mathematical function and has a natural cumulant expansion in powers of k. The 

amplitude of Debye-Waller term contains even moments DW(k)= 2C2k2- (2/3)C4k4+... 

while odd moments contribute to the EXAFS phase φ(k)=2c1k-(4/3)C3k3+...36. While the 

fitting of bulk systems makes use up to the squared term of the k-series expansion, the 

point is that the k3 behavior (third cumulant) is important for “disordered” systems; as 

surface atoms have a less symmetric environment with respect to bulk ones and 

correspond to a significant part in nanostructured materials, the cumulant expansion need 

to be considered in analyzing EXAFS data. Inclusion of the third cumulant would mainly 

influence coordination distance while the fourth would influence coordination number 

and/or (second order) Debye-Waller factor. 
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Effect of Nanostructure. EXAFS analysis of oxides as a function of size are scarce 

and mainly devoted to study Ti37,38,39, Zn,40 Y41, Zr41,42 and Ce43,44,45 containing systems. 

A point to stress is that, as mentioned throughout the text, nanocrystalline phases 

prepared by chemical methods are commonly accompaigned by amorphous ones 43,46  and 

different techniques may in fact be selective to one of them (XRD) while others (as 

XAFS) inform over the whole system. Although EXAFS studies of dispersed surface 

species are not the main target of this review, it can be mentioned here that revisions of 

related papers can be found in refs. 47 and 48. Surface species can have isolated or 

oligomeric structures, differing in their local order from the surface termination of nano-

particulated materials by effect of the oxide anion sharing between support and surface 

components. In this case, there are an infinite number of possible local arrangements as a 

function of the support nature, oxides like alumina, silica, or carbon-containing materials 

(surface-modified carbon using oxygen-containing groups, nanotubes, etc.) and 

morphological properties (surface area and face exposed to the atmosphere) and the 

loading of the surface species. 

Analysis of the EXAFS data of nanostructured oxides which account for the 

relative asymmetric (anharmonic) pair distribution of bond distances are even more 

scarce and exclusively devoted to Ti and Ce oxide systems49,50. This however has been 

frequently worked out for nanostructured chalcogenides51 and has been studied in detail 

for nanostructured fcc metals52. As metal oxides display multitude of different crystal 

structures, no general correlation between EXAFS coordination numbers of the three or 

four first shell coordination numbers and average particle size/morphology has been 

published. This can be found for fcc metals53 and might be generalized to certain oxide 
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cubic structures. It can be however noted that first shells display coordination numbers 

(CN) rather close to bulk ones, differing typically by less than one unit as under-

coordinated atoms complete their first coordination shell at surfaces by using hydroxyl 

groups (see below). Second and further shells display CNs departing from bulk values but 

their analysis is structure and shape dependent. A point to mention is that in some case, 

like ZrO2 oxides, coexistence of two crystalline (or one amorphous) phases can lead to 

destructive interference effects and misleading interpretation of results.54  

For titanium oxides, the studies usually identify the presence of fivefold-

coordinated species in the nanostructured anatase and rutile surfaces, with a shortening of 

the Ti-O first shell bond distance37,38 which in some cases is identified as a result of 

presence of Ti hydroxyl groups at the surface37. Note however that the inclusion of the 

third cumulant for studying mesoporous (amorphous by XRD but with a surface local 

structure similar to nanostructured anatase) titania suggests a larger Ti-O average first 

coordination distance with respect to the rutile/anatase phase50. The presence of surface 

hydroxyl-coordinated centers has been also mentioned in ZrO2 but detected by using 

other techniques42. The case of cerium-containing nanostructured oxides is still under 

study due the fact that the series of samples with increasing size are obtained by calcining 

at progressively higher temperatures solids from Ce(III) precursors and this influences 

the presence and concentration of two oxidation states Ce(III)/Ce(IV) in materials with 

small particle size43,44. 

Geometrical information is also enclosed in the XANES spectrum. The energy 

position of the peaks corresponding to electronic transitions to final quasibound, 

continuum states (called continuum resonances, CRs, in solid state physics) depends on 
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both electronic and geometrical factors23,29,55. Electronic factors are analyzed in chapter 

6. Geometrical factors are summarized in the so-called 1/R2 rule, which states that the 

quantity ∆E * R2 is a constant, where ∆E refers to the energy difference between the CR 

energy position and the zero electron kinetic energy and R is the nearest neighbor 

distance. This rule has been used fruitfully in solid-state studies but an article by Kizler56 

demonstrates limitations in its applicability. Essentially, this rule can be used with 

generality only for CRs dominated by scattering from first or second nearest neighbors. 

 

 5.4 Raman Spectroscopy 

 Raman spectroscopy is a powerful tool to analyze structural/morphological 

properties of solid oxides at a local level, given the strong sensitivity of the phonon 

characteristics to the crystalline nature of the materials.57 The theoretical basis for the 

application of this technique to the study of the properties of extended crystals as well as 

of individual molecular complexes present at the surface of oxide materials is out of the 

scope of the present work and can be found in different textbooks or review articles.58,59 

Raman spectroscopy is a bulk sensitive technique but the use of excitation frequencies 

allowing charge-transfer band absorption (Resonance Raman) allows some surface 

sensitivity. Essentially, the theoretical background for the study of nanocrystalline 

(considered as a whole as crystalline materials) oxides as well as the spectral 

consequences observed by Raman is provided by the phonon confinement model that will 

be briefly analyzed in a first part; complete details of this model can be found 

elsewhere.60,61,62 The study by Raman spectroscopy of other properties that can in some 

cases be linked to the nanoscopic nature of the oxide materials, like the existence of 
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disorder associated to the presence of lattice defects (see also section 5.1) or surface 

phonons, will be described later.  

Phonon confinement model. The model employed for analyzing the features 

observed in the Raman spectra of nanocrystalline materials is the so called “phonon 

confinement” (or “spatial correlation”) model.63 Within such model, nanocrystalline 

materials can be considered as an intermediate case between that of a perfect infinite 

crystal and that of an amorphous material. Thus, in a perfect crystal, conservation of 

phonon momentum (q) during phonon creation or decay upon interaction with the 

external radiation field requires that, in first-order Raman scattering, only optic phonons 

near the center of the Brillouin zone (q ≈ 0) are involved. In amorphous materials, due to 

the lack of long-range order, the q vector selection rule does not apply and the Raman 

spectrum resembles the phonon density of states. In the intermediate case of 

nanocrystalline materials, due to the uncertainty principle, a range of q vectors of the 

order ∆q ≈ 1/L (where L is the particle size) can be involved in the Raman process.60-63 

The approach employed in the phonon confinement model follows from the work by 

Richter et al.,60 which shows that the relaxation of the conservation of phonon 

momentum selection rule arises from substitution of the phonon wave function in an 

infinite crystal by a wave function in which the phonon is confined in the volume of the 

crystallite. In their approach, which is employed to explain the first-order Raman 

spectrum of microcrystalline spherical silicon particles, it is used a Gaussian function to 

impose the phonon localization. Later, Campbell and Fauchet extend the model by using 

other confinement functions and considering different shapes for the nanocrystallites 

(spherical, columnar or thin films).62 They found that the Raman spectrum of different 
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semiconductor nanocrystals is best explained by using a Gaussian confinement function 

similar to the one employed by Richter et al., although with lower amplitude at the 

boundaries. By using this model, the first order Raman spectrum is, considering the 

general case of a Gaussian confinement function with phonon amplitudes at the borders 

depending on a confinement parameter β,60-63 given by 

  ∫ Γ+−
−

≅
BZ q

LqqdI 2
0

2

223

)2/())((
)8/exp()(

ωω
βω    (5.4.1) 

where the integration is carried out over the entire Brillouin zone in the corresponding 

symmetry directions, ω(q) is the phonon dispersion curve and Γ0 is the natural linewidth. 

In the case of an infinite crystal (L → ∞), I(ω) is a Lorentzian centered at ω(0) (the 

Raman frequency) with a linewidth of Γ0. Application of equation (5.4.1) to any given 

Raman line of the perfect crystal results, as experimentally observed,60-64 in frequency 

shifts and asymmetric broadenings that increase with decreasing the particle size of the 

nanocrystal, and of a sign and magnitude that depends on the form and dispersion of the 

ω(q) function. Thus, a negative/positive dispersion in ω values as q increases is expected 

to produce asymmetric low/high frequency broadening and a red/blue shift of the peak. 

 Examples on the application of the phonon confinement model to the analysis of 

Raman lines in nanosized TiO2 and SnO2 materials60,65 are shown in Fig. 4; similar 

analyses successfully applied to the study of Raman lines in ZrO2 or ZnO nanoparticles 

are found in the literature.65,66 In the general case, a qualitative approach to the model is 

used to explain the evolutions of Raman peaks with decreasing the size of the 

nanoparticles. In this sense, it must be considered that in addition to the uncertainty in the 

choice of the confinement function and phonon dispersion curves (in the absence of 



 170

precise theoretical or experimental results by neutron inelastic scattering), the presence of 

non-uniform particle size distributions or of imperfect crystallites (further confining the 

phonons by the microdomain boundaries or defects) often leads to resort to empirical 

correlations for the analysis.64,65,66,67,68,69,70,71,72 Some examples of application of the 

confinement model for qualitative interpretation of Raman results in series of 

nanostructured oxides like anatase TiO2, CuO, Cr2O3, ZrTiO4 or manganese oxides can 

be found elsewhere.67-73 

In some cases, refinement of the model by including effects of defects or more 

precise consideration of particle size distributions leads to closer approaches to the 

experimental results, as shown by Spanier et al. for CeO2 nanoparticles.63 Thus, the 

analysis of  the three-fold degenerated F2g peak at 465 cm-1 (the only one allowed in first 

order) in CeO2 nanosized samples with multidisperse size distributions requires 

consideration of both the effects of the presence of the vacancies (proposed to increase 

with decreasing particle size, at least for sizes below ca. 2 nm)74 and the associated 

change in lattice dimensions. While the former, according to experimental evidence, is 

expected to give rise to blue shifts of the peak, this is compensated by the red shift 

produced upon lattice expansion (∆a), in accordance with the equation: 

     ∆ω = -3 γ ω0 (∆a/a0)   (5.4.2) 

where ω0 is the F2g frequency in pure stoichiometric CeO2, a0 is the CeO2 lattice constant, 

and γ = (B/ω) dω/dP is the Grüneisen constant with B the bulk modulus and dω/dP the 

linear shift of the frequency with hydrostatic pressure.75 The result is that the red shift and 

broadening observed in the Raman line is significantly larger than expected from the 

phonon confinement model and adequate fitting of the experimental spectra is only 
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obtained when jointly considering the effects of inhomogeneous strain (associated to the 

dispersion in lattice constants as a consequence of the presence of vacancies and reduced 

cerium centers)74 and phonon confinement.63 A similar approach has been employed to 

explain qualitatively the shifts observed in the main band of Ce-Tb or Ce-Cu mixed oxide 

nanoparticles as a function of the Tb or Cu content.76,77Another effect of the presence of 

oxygen vacancies in the CeO2 nanoparticles is the appearance of a new broad peak at ca. 

600 cm-1 that can be related to a second-order phonon or a local mode centered on the 

vacancy positions.63,75,78 The presence of second order peaks associated to nanostructured 

configurations has been also reported for ZrO2.79 

 Observation of acoustic modes. Another possible consequence of decreasing the 

particle size in the nanosized oxides is the appearance of low frequency bands associated 

to acoustic modes. An example is the study performed on SnO2 which, for particles from 

3.7 to 9.5 nm of average size, displays a peak from ca. 15 to 60 cm-1 that shifts to higher 

frequency and becomes less intense and broader with decreasing the particle size (Fig. 5 

shows the spectrum obtained under typical backscattering geometry of the spectrometer; 

note that correction of Bose-Einstein phonon occupation factor required for the analysis 

is not included).80 Analysis of such peak considers the vibration of the nanoparticle as a 

whole. Thus, the nanoparticle is considered as an elastic body of spherical shape with two 

types of vibrational modes, spheroidal and torsional. Then, after considering different 

boundary conditions (rigid or stress free), one arrives to expressions for estimating the 

frequency of the vibration as a function of the particle size of the type:80 

     
Lc

vS tltl ,,=ω     (5.4.3) 
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where vl,t is one of the two sound velocities (vl for spherical or longitudinal and vt for 

torsional or transversal vibrations) in the bulk of the oxide, Sl,t is a coefficient that 

depends on the sound velocities and c is the vacuum light velocity. As an interesting 

application of this analysis, non-destructive estimation of the particle size distribution can 

be done with this model after selecting the most adequate theoretical condition and 

applying it to deconvolute the experimental spectrum.80 Similar analyses have been 

applied to explain the presence of acoustical phonon modes in ZrO2 nanoparticles.81 

 Other spectral consequences of nanostructure. An obvious consequence of 

decreasing the particle size is that a relatively large fraction of atoms in the nanoparticle 

reside on the surface and, as a result, surface optical phonons can also be observed with 

measurable intensity and analyzed by Raman spectroscopy (in addition to high resolution 

electron energy loss spectroscopy and helium atom scattering techniques, most typically 

used for this purpose). An interesting application for this purpose is the use of resonant 

Raman spectroscopy tuned to the surface region, taking advantage of the different band 

structures of bulk and surface.82 The appearance of new vibrations (ascribed to surface 

phonon modes) different than those observed for the bulk material and increasing their 

relative intensity with decreasing the particle size has been observed in different oxide 

systems.80,83 A classical model is usually employed to analyze such surface phonons. 

According to the classical optical dispersion theory, each vibrational motion is 

characterized by an independent harmonic electric dipole oscillator with the 

corresponding transverse optical (TO) and longitudinal optical (LO) phonon modes. The 

frequency corresponding to the surface phonon modes must lie between νTO and νLO of 

any determinate TO-LO pair and satisfies the following condition: 
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where ε0, ε∞ and εm are dielectric constants for the material (static and high-frequency 

ones) and the surrounding medium and Lk are depolarization factors that depend on the 

particle shape. Full details of this theoretical approach and its successful application to 

the analysis of SiO2 surface modes can be found elsewhere.84 

 

5.5 TEM and STEM  

 Transmission electron microscopy (TEM) is one of the most powerful and 

versatile techniques for the characterization of nanostructured systems. Its unique 

characteristics allow to achieve atomic resolution of crystal lattices as well as to obtain 

(with the assistance of energy dispersive X-ray spectroscopy – EDS – and electron 

energy-loss spectroscopy – EELS - complementary techniques) chemical and electronic 

information at the sub-nanometer scale. Numerous monographs have addressed technical 

or theoretical aspects involved in modern TEM microscopy employed for 

characterization of nanostructured systems as well as particular applications in different 

fields (see, for instance, refs. 85,86,87,88,89,90,91,92,93,94 and references therein). The 

vast extension of the field precludes giving an exhaustive treatment here and only a brief 

outline of fundamental aspects of the TEM application to characterization of 

nanostructured systems will be thus attempted. As it is well known, the interaction of an 

electron beam with a solid specimen results in a number of elastic or inelastic scattering 

phenomena (back-scattering or reflection, emission of secondary electrons, X-rays or 

optical photons and transmission of the undeviated beam along with beams deviated as a 
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consequence of elastic – single atom scattering, diffraction – or inelastic phenomena). 

The TEM technique is dedicated to the analysis of the transmitted or forward-scattered 

beam. Such beam is passed through a series of lenses, among which the objective lens 

mainly determines the image resolution, in order to obtain the magnified image. In low-

resolution TEM, the objective aperture will be adjusted for selection of the central beam 

(containing the less scattered electrons) or of a particular diffracted (or scattered in any 

form) beam to form the bright-field or dark-field image, respectively. In high-resolution 

TEM (HRTEM), which is usually performed in bright-field mode, the image is formed by 

collecting a few diffracted beams in addition to the central one. 

Analysis of contrasts observed in the experimental TEM images when using the 

central beam by intercepting the electrons scattered through angles larger than a selected 

objective aperture is usually done on the basis of amplitude (or scattering) and mass-

thickness or atomic number contrast theories.85,86 Figure 6 shows a typical example of a 

bright-field image collected in this mode.95,96 The higher contrast resolution usually 

attained in dark-field with respect to bright-field images can be most useful to analyze 

particle size or shape of the nanoparticles; an interesting example in this sense has been 

shown in a work by Yin and Wang in which the tetrahedral shape of CoO nanoparticles is 

assessed from contrast analysis in dark-field images.97 On the other hand, interference 

between the scattered and the incident wave at the image point is usually analysed in 

terms of the phase contrast theoretical approach, which is employed for interpretation of 

HRTEM images.85-89 As a result of interaction with the specimen, the incoming electron 

wave is modified into a transmitted electron wave whose function ψ(x,y) contains 

information (the electron wave exiting from the specimen can be approximated as ψ(x,y) 
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= exp [iσVp(x,y)], being Vp(x,y) the electrostatic potential of the specimen projected in 

the x,y plane and σ an interaction constant)85-89 on the structural details of the sample. 

Extraction of such information by formation of an image at the detector requires further 

interaction of the transmitted beam with the series of lenses constituting the microscope 

optics, in such a way that the observed image intensity distribution (I(x,y) = | ψm(x,y) |2) 

is correlated with ψ(x,y) through a function T that contains instrumental parameters (like 

apertures, wave attenuations, defocus and spherical aberration coefficient of the objective 

lens, etc.), according to85-89 

   v)v)T(u,(u,ψ̂v)(u,ψ̂m =    (5.5.1) 

where v)(u,ψ̂m  represents the Fourier transform of the wave function after the lenses, 

v)(u,ψ̂  is the Fourier transform of ψ(x,y) and u,v are coordinates of the reciprocal space 

vector. 

To take into account the influence of the different parameters affecting the 

contrasts observed in the experimental images (electron scattering by the sample – 

particularly influences of irregular, columnar, etc. disposal of the scatterers -, lens 

imperfections, microscope instability, etc.), HRTEM quantitative analysis is usually 

based on matching experimental and calculated images, for which various computational 

methods have been developed.85,87,91,92,98,99 Figure 7 shows an example of application of 

simulated images to resolve geometrical aspects in a supported oxide system.91  

Resolution limits of the TEM technique and schemes to achieve sub-angstrom 

resolution have been analyzed in detail by Spence.87 The highest structural resolution 

possible (point resolution) when the obtained images can be directly related to the 

projected structure of the specimen is given by the Scherzer expression Rs = 0.66 λ3/4 
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Cs
1/4, where λ is the electron wavelength and Cs is the spherical aberration coefficient.87 

From this expression and considering the de Broglie formula, higher resolution is 

achieved upon use of high-voltage instruments (acceleration voltages higher than 0.5 

MeV). Enhanced radiation damage, which may have stronger effects for nanostructured 

materials,89 must however be considered in that case. Aberration correction has in turn 

allowed to achieve sub-angstrom resolution with microscopes operating at lower voltages 

(typically 200 KeV), allowing to resolve oxygen atoms in oxides materials.87,91 On the 

other hand, considering that high-resolution is achieved in TEM as the result of electron 

wave interference among diffracted peaks, a limitation to structural resolution can also 

arise from decreasing the number of atoms in the nanoparticle.99 This also can pose 

limitations to routinely employed determination of particle size distributions, particularly 

in cases when contrast differences between various sample components are not clearly 

resolved, as may occur for supported catalysts.99 Considering that such estimations are 

both microscope and sample dependent, calculations are generally required to establish 

limitations in contrast resolution in each particular case.99,100  

 As mentioned above, information on chemical and electronic characteristics of the 

nanocrystals at a high spatial resolution is also achievable with TEM instruments. The 

use of scanning transmission electron microscopy (STEM) in which a fine convergent 

electron probe is scanned over the sample (the resolution being related to the probe size 

that can be as small as ≈ 0.1 nm)93 is particularly useful for this purpose.85,87,90,98,101 The 

electrons kinetic energy losses or the X-rays emitted as a consequence of inelastic 

scattering processes during electron-specimen interaction can be analysed by EELS and 

EDS techniques, which are the two most commonly used in chemical microanalysis. Due 
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to EDS limitations in detection of light elements, EELS is most employed for the analysis 

of oxide materials. In addition to elemental information, the EELS spectra provide 

information on the electronic structure, bonding and nearest neighbor distribution of the 

specimen atoms. Among the different loss regions, the one most useful for this purpose is 

the high-loss one, related to electrons that have interacted with inner-shell or core 

electrons of the specimen atoms. Thus, the information obtained is similar to that given 

by XAS (see above), i.e. K-, L-, M-, etc. ionization edges of the elements present in the 

sample appear in the EELS spectrum (near edge and extended energy-loss fine structure – 

ELNES and EXELFS - regions being defined within them). A generally higher energy 

resolution is however achieved with EELS, which comparatively facilitates analysis of 

the states present in a determinate band.89 An interesting example of the high spatial 

resolution that can be achieved with this type of instruments is provided by a recent TEM 

study of ceria nanoparticles (3-20 nm in diameter) in which EELS spectra are able to 

resolve between valence states of cerium at the edge in comparison to the center of the 

particles.102 Thus, even though as shown in a joint XPS-XANES study this phenomenon 

is still subject to some debate,103 such TEM-EELS study nicely show the valence 

reduction of cerium with decreasing the particle size and the preferential reduction of 

cerium at the surface of the nanoparticles.102 

In connection with this, TEM images can be also formed with electrons that have 

lost a specific energy with respect to a determinate energy threshold of the atomic inner 

shell, giving rise to energy-filtered TEM (EF-TEM). A chemical mapping at the 

nanoscale can be obtained in this mode, which allows to resolve the location of the 

corresponding elements in the samples, being most useful in cases when small contrast 
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differences between different sample components are observed in the bright-field images; 

in addition, differences observed in the EELS spectra as a function of the valence state of 

a determinate element can be exploited by EF-TEM for getting valence state distributions 

across the specimen.89,97  

On the other hand, collecting the electrons scattered at high angles in a STEM 

(Scanning Transmission Electron Microscopy) instrument (by means of a high-angle 

annular dark field detector - HAADF -) has proven most useful to obtain images (by the 

so called Z-contrast imaging) of small clusters in catalysts or even single (relatively 

heavy) atoms or point defects.93,94 Considering the Mott formula for the electron 

scattering factor of a single atom (fe(s) = e[Z-fx(s)]/16π2ε0s2, being s = sinθ/λ, fx the X-

ray scattering factor of the atom, θ the scattering angle and λ the electron wavelength), it 

is inferred that the electrons collected at high angles give significant information directly 

related to the atomic number. Another application of high utility in the analysis of 

materials, and in which significant progress has been achieved during the last years, is in-

situ TEM.93,104,105 Recent advances in this field are collected in the review of Wang.93  

 

5.6 STM and AFM 

Since the 1980’s, scanning tunneling microscopy (STM) and STM-derived local 

probe methods have experienced a remarkable development. The seminal ideas behind 

these microscopies can be traced back to the early 1970s with the invention of the 

topografiner.106,107 Ten years later, Binnig and Rohrer established the basic principles for 

STM.108,109 For this important contribution, they received the 1986 Nobel price in 

physics. In a scanning tunneling microscope, the sample surface is scanned with a sharp 
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tip located at a distance of less than a few nanometers.110 The tip is mounted on a 

piezoelectric positioner. A voltage is applied between the sample and tip, generating a 

tunneling current that varies exponentially with separation.108,110 The tunneling current is 

then measured, and a feedback control system compares the actual tunneling current with 

a (user-adjustable) “set current”. If the actual current is too large or too small, the 

feedback control system moves the tip back or forward (respectively). In a first 

approximation, the movement of the tip represents variations in the position of the atoms 

in the surface of the sample. The two-dimensional array of numbers representing the 

surface “height” at each point is recorded in a computer, displayed in the computer 

screen, and then stored on a magnetic or optical device for subsequent analysis.110 

Several approaches have been proposed for the analysis of STM 

images.111,112,113,114,115,116 In general, there is a relationship between the STM image and 

geometric and electronic properties of the surface of a sample. A precise interpretation of 

the image at an atomic scale can be a problem109,115,116 because the image is not at all a 

steric representation of the surface but is a view of its electronic structure at the Fermi 

level energy. In most cases, it is therefore not possible to directly and simply relate the 

bumps and shapes of the STM image to the actual lateral positions of atoms.116 One must 

establish how the structural parameters affect the tunneling current and formation of the 

image.117,118 A good knowledge of the electronic structure of the surface and tip is a 

prerequisite for the calculation of the tunneling current. To obtain this electronic structure 

different quantum mechanical approaches can be used ranging from the extended Hückel 

method to calculations based on density functional theory.111,116 Various levels of 

approximation have been proposed for the calculation of the tunneling current.111-117 
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Many of the methods used to calculate the current rely on perturbation 

theory.119,120,121,122,123 Following this formalism, the current between two electrodes 

(represented by µ and ν) can be described as110 

                 I = (2π |e| / h) 3µ,ν [f(Eν) – f(Eµ)] |Mµν|2 δ(Eν + |e|V - Eµ)           (5.6.1) 

In this equation,  f(Eν) represents the Fermi-Dirac distribution function (the first factor in 

the summation reflects the fact that electrons must tunnel from an occupied electronic 

state to an unoccupied electronic state); Mµν represents the tunneling matrix element 

between state µ on the sample and state ν on the tip. The δ-function term reflects energy 

conservation during the tunneling process. The calculation of Mµν is not trivial.110,111,116 

In the early work of Tersoff and Hamann a s-wave was assumed for the tip,112 but in 

subsequent studies tunneling matrix elements have been calculated with p and d states as 

tip orbitals.110 A single metal atom and clusters have been used to model the tip.119-123 

 When using perturbation theory, the tip and the surface are treated separately, 

neglecting any interaction between them. Technically, this is valid only in the limit of 

large tip to surface distances. Methods have been proposed for the calculation of the 

tunneling currents that take into account interactions between the tip and sample through 

a scattering theory formalism.124,125 In principle, the tunnel event is viewed as a scattering 

process:116 incoming electrons from the sample scatter from the tunnel junction and have 

a small probability to penetrate into the tip, and a large one to be reflected towards the 

sample. Multiple scattering events can affect the current.126,127 Tip-induced localized 

states and barrier resonances seem to play an important role in the conductance.128,129 

 Although it may not be easy to obtain structural parameters from STM images, 

this microscopy can be used in a straightforward way to study the shape or morphology 
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of oxide nanostructures as a function of temperature and under reaction 

conditions.130,131,132,133,134,135 Figure 8 illustrates how useful this technique can be.136 

Initially, Mo nanoparticles are present on a Au(111) substrate. There is Au-Mo 

intermixing and the nanoparticles are tri-dimensional. Upon oxidation and formation of 

MoO3, the STM image shows a radical change in the morphology of the system. There is 

no more Au-Mo intermixing and two-dimensional aggregates of MoO3 spread out over 

the Au(111) substrate.136 

 The dependence of STM images on applied bias can be utilized as the basis for a 

true atomic-resolution tunneling spectroscopy.133 The effects of the voltage on the 

tunneling current depend on the electronic properties of the sample and, thus, information 

can be obtained about local density of states and band gaps.137 Tunneling spectroscopy 

data can be compared directly with area-averaging probes of electronic structure such as 

photoemission and inverse photoemission spectroscopies.138,139 Since the tunneling data 

can be acquired with atomic resolution, one could be able to directly visualize the spatial 

distribution of individual electronic states.138,139 

 In atomic force microscopy (AFM), a tip is mounted on a cantilever.110,111 Forces 

exerted by the sample on the tip bend the cantilever, and this deflection is used in a 

feedback system in a manner analogous to the tunneling current in the STM. The forces 

relevant to AFM are of electromagnetic origin.140 In the absence of external fields, the 

dominant forces are van der Waals interactions, short-range repulsive interactions, 

adhesion and capillary forces.140 The interaction between the tip and sample can be 

operated on either the attractive or repulsive parts of the interatomic potential curve. Most 

experiments for contact AFM are performed on the steeply rising repulsive part of the 
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potential curve.110 Operation in the attractive region is intrinsically more difficult because 

it involves weaker interactions and requires the measuring of both the force and force 

gradient.110 However, true atomic resolution is easier to achieve using attractive-mode 

contact AFM.110,111 Images obtained with repulsive-mode contact AFM may show atomic 

periodicity while no truly achieving atomic resolution.  

In the last decade, atomic force microscopy have experienced a significant 

transformation by using a vibrating probe to explore the surface morphology.140 Dynamic 

or non-contact AFM methods are emerging as powerful and versatile techniques for 

atomic and nanometer-scale characterization.110,111,140 In dynamic AFM, there are two 

major modes of operation:141,142,143 amplitude modulation and frequency modulation 

(AM-AFM and FM-AFM, respectively). Using FM-AFM, images with very good atomic 

resolution have been obtained for semiconductors and insulator samples.144,145,146 Because 

AFM does not involve the induction of a tunneling current between the probing tip and 

sample, it can be applied to study oxide systems that have a low conductivity (insulators 

or wide band-gap semiconductors).147,148  

To obtain structural parameters from AFM images one must model the movement 

of the cantilever over the sample in an accurate way.110,140 To gain insight into the tip 

motion, several authors have considered the cantilever-tip ensemble as a point-mass 

spring, and thus the movement can be described by a non-linear, second-order differential 

equation:149,150,151 

                                 mÏ + kI + (mωo/Q) İ = Fts + Focos(ωt)         (5.6.2) 

where Fo and ω are the amplitude and angular frequency of the driving force. Q, ωo and k 

are the quality factor, angular resonance frequency and the force constant of the free 



 183

cantilever, respectively. Fts contains the tip-surface interaction forces. In the absence of 

tip-surface forces, equation (5.6.2) describes the motion of a forced harmonic oscillator 

with damping.140 The mathematical expressions for Fts in general can be complex and 

contain terms for long-range attractive interactions, short-range repulsive interactions, 

adhesion, and capillary forces.140  
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