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Abstract

General definitions of horizontal and vertical amplitudes for linear coupled motion are deve?oped fr~m t!le
normal form of the one-turn matrix. This leads to the identification of conditions au the matnx that ~lve I?Se
to the linear coupling sum and difference resonances. The correspondence with the standard halmltoman
treatment of the resonances is discussed.

1. Introduction

One of the hallmarks of linear coupling is the
resonant exchange of oscillation amplitude between
the horizontal and vertical planes when the dif­
ference between the unperturbed tunes is close to
an integer. The standard derivation of this phe­
nomenon (that is, the difference resonance) can be
found, for example, in the classic papers of Guig­
nard {I, 2, 3]. One starts with an uncoupled lattice
and adds a linear perturbation that couples the two
planes. The equations of motion are expressed in
hamiltonian form. As the difference between the
unpertmbed tunes approaches an integer, one finds
that the perturbing terms in the hamiltonian can
be divided into terms that oscillate slowly and ones
that oscillate rapidly. The rapidly oscillating terms
are discarded or transformed to higher order with
an appropriate canonical transformation. The re­
sulting approximate hamiltonian gives equations of
motion that clearly exhibit the exchange of oscilla­
tion amplitude between the two planes.

If, instead of the hamiltonian) one is given the
four-by-four matrix for one turn around a syn­
chrotron, then one has the complete solution for the
turn-by-turn motion. However, the conditions for
the phenomenon of amplitude exchange are not ob­
vious frOlu a casual inspection of the matrix. These
conditions and those that give rise to the related
sum resonance axe identified in this article. The
identification is ma.de by expressing the one-turn
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matrix in normal form and defining appropriate am­
plitudes for oscillations in the horizontal and verti­
cal planes. The resonance conditions are found to
be encoded in a two-by-two matrix M formed fi'orn
the normal-form matrix W. The formulae obtained
are general in that no particular hamiltonian or cou··
piing elements are assumed. The only assumptions
are that the one-turn matrix is symplectic and that
it has distinct eigenvalues on the unit circle in the
complex plane.

The outline of the article is as follows: In Section
2 the properties of the one-turn symplectic matrix
are reviewed. In Sections 3 and 4 the normal form
of the matrix and normalized coordinates are intro­
duced. The matched ellipsoid and the horizontal
and vertical amplitudes are introduced in Sections
5 and 6. The conditions for resonance are iden­
tified a,nd discussed in Sections 7 through 10. In
Section 11 the degrees of freedom in the choice of
the normal-form matrix are examined and various
parameters and matrices that are independent of
this choice are identified. The Ed\vards-Teng pa­
rameters [4, 5, 6] are derived from the normal-form
matrix in Section 12 and the rnatrix M is shown to
be proportional to the normalized coupling matrix
of Sagan and Rubin [7]. If the conditions for one
resonance dominate over those f()r the other, the
number of parameters needed to specify the one­
turn matrix is reduced from ten to eight. This is
exploited in Section 13 where the measurement of
coupling parameters for the case of the difference
resonance is discussed. For completeness, the cou­
pled lattice parameters introduced by Ripken [8 j 9]
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are derived from the normal-form Inatrix in Section
14.

1112 ) .
n22

(11)

The matrix elements of m and n are proportional
to the skew quadrupole or solenoidal fields that give
rise to linear coupling between the horizontal and.
vertkal planes of oscillation.

Following Courant and Snyder \'le define the
symplectic conjugate of any two-by-two matrix

2. The One-Turn Matrix

Let X o, Xb, Yo, l"ci be the initial horizontal and
vertical positions and angles of a beam particle at
some point along the equilibrium orbit of a syu­
chrotron j and let X 1 X', Y, y' he the positions
and angles at the point on the nth turn around the
machine. \lIhiting A= (12)

(1)

we have

to be

-Al2 \) .

All

\Ve then have

(13)

(2)
AA =AA= IAII (14)

where
and

is the four-by-fouf transfer matrix for one turn
around the machine. It will be convenient to parti­
tion Zo, Z and T into tvm-component vectors and
two-by-two matrices. Thus

is the multiplicative identity.
The matrix T is symplectic and we assume that

its four eigenvalues are distinct and lie OIl the unit
circle in the complex plane. ,Ve assume further that
none of the eigenvalues is equal to 1 or -1. The four
eigenvalues are then )\1, ,Xi, A2 and .\~, where [10]

(18)

(16)

(17)

(15)

I=(~ ~)

A + A = (TrA)I

IAI = All A22 - A 12 A21

Tr A = All + A22

and

where

(G)

(5)

(4)

(3)

Zo = ( ~~ ) I Z = ( ~ )

X o = ( ;6 ), X = ( ;, )

Y o = ( ~J ), Y = ( ~, )

4C08'I))2 = Ai + N ~ )(1'2+ 41m + Iii. (21)

Here

(24)

(22)

(23)

(19)

(20)

N = Tr N = IV11 + N22

4cos'l.h = Iv1 + lV ± 11'2 + 41m +i:I1

T = Tr (M - N) = IH - N.

and

2

(9)

(7)

(8)

(10)

and

T= ( M n )m N

where

M= (Mn Il/h2 )
1\121 111122

N = ( N ll 1~12 )
N 21 N 22

( mll m12 )m=
'm21 m'22



Under our assumptions, the phases and~}2 are
real with cos ~b1 i- cos ?i}2. The tunes associated
with the eigenvalues are

(25)

A= ( cos'fh siu1.h ) (34)
- sin '1/;1 cos '~}l

B= ( COS'l/12 sin ?iJ2 ) (35)- sin '~')2 COS1J!2

and no elelnent of the set Ql, 2Ql, Q2, 2Q2 , Ql +
(12, (21 - (h is equa.l to an integer. \Ve also define

U = 2 cos 7/.!l - 2 cos '1/.)2

which gives

(26)

and W is a four-by-four symplectic. matrix. \Ve call
this normal form. Here we derive some important
relations between the elements of T and those of U
and W. Partitioning W into hvo-by-two matrices
we have

Under our assumptions it is possible to write T
in the form [12, 13}

(42)

(43)

(44)

(45)

(41)

(40)

(38)

(39)

(37)

(36)

Taking the trace of (42) and (43) gives

which gives

iW I i IV I 1I 11'" 21

IW2 1 + IV1 ! 1

WID l +V2W2 0

jlrV1 1+ 1'01 1 1

!W21 + 11)21 1

wl 152 +VI W 2 0

IWll = IW21, IV1 1 = 11)21
and

}V-1 = ( ~1 '02 ).VI W2

Thus we have

and the symplectic condition implies

(31)

(29)

(30)

(28)

(27)U = ±yT2 +41m + nl.

1M! = INj, jml = Inl·

IMi+lml 1

INI+lnl 1

Mn+mN 0

and

IMI+lnl 1

INI+llul 1

Mm+nN 0

where

0=: ( ~ ~ ).

\Ve shaH adopt the convention [7] that signs in front
ofthe square roots in (20), (21) and (27) are chosen
so the U has the same sign as T.

The symplectic condition implies that the two­
by-two submatrices of T satisfy

3. Normal Fonn

Equations (28) and (29) are actually equivalent,
and, as shown by Brown and Servranckx [11] 1 they
impose a total of 6 independent constraints on the
16 matrix elements of T. The four-by-four sym­
plectic matrix T is therefore specified by 10 inde­
pendent parameters. Equations (28) and (29) also
imply

T=WUW- 1

where

u=(~ ~)

(32)

(33)

3

1'',11 = D 'It A + (1 ~ D) Tr B

N = (1- D)TrA+ DTI·B

AI - ]V = (2D - 1)Tr(A - B)

(46)

(47)

(48)



and since we have adopted the convention that the
signs in (20) and (21) are chosen so that U has the
same sign as T 1 we must have

where

D = IWll = jW2 1

1 - D = 11'21 = 11'11.

Thus using (24) and (26) ,",'e have

T = (2D - l)U

(49)

(50)

(51)

and (60) becomes

X = AnXo, Y = Bnyo

where

( Y )y= )/,

( Yo)Yo = f~ .

Then using the identities

(Ar1 )t An = I (Bn)t BTl. == I

(62)

(63)

(64)

(65)

Taking the symplectic conjugate of (45) gives

D 2 1/2. (52) we have
.......!....... ......tX..-...
XIX = Xu 0 = <'I

and

(66)

(53) (67)

and therefore where

and multiplying by W- 1 from the left we see that it
is natural to introduce normalized coordinates [14]
defined by

The four parameters t 1, t2, ~&1 and 4)2 are the
"action-angle" parameters introduced by Luo [14].
These are initial condition parameters which either
determine or are determined by )(01 Xb, Y(1 and Yd
through equations (59) and (70-71).

Now writing (58) as

XIX = X2 + X'2. XbKo = X~ + X[)2 (68)

yty = y2 + y'2, y~Yo = y02+ y~2. (69)

Here and throughout the text we use a dagger to
denote the transpose of a vector or matrix. These
equations define the normal-mode emittances, t1

and f2, and show that they are conserved quan­
tities. They also show that there are phases cP1 and
</;2 such that

(72)

(70)

(71)

X
~, ~.,

o = vtlSm~/)l

''',Yo = JE2 sin (P2.
X'o = JE"l cos (h,

Yo = .Jf2 cos cP2.

z=wz

(57)

(56)

(55)

(54)

lIn + ill = U2 D(l - D).

Note that this follows also from (51) and (27).

Using (32) in (2) we have

Z == wunW~lZo

4. Normalized Coordinates

Using (38) we then have

m + ii = U1'2W 1

and

Partitioning Zand Zo into two-component vectors
we have which give the turn-by-turn positions and angles X,

X', Y and )/1 in terms of the submatrices of Wand
U and the initial normalized coordinates -"Yo, .Y(),
Yo and Y~.

..-... -1
Zo = ltV Zo°

This gives

Z= UnZo.

_. (X) ..-... ( Xo )
Z = Y , zo = Yo

(58)

(59)

(60)

(61)

4

and using (36) we have

X=W1X+'D1Y
Y=D2 X+W2Y.

Then using (62) we have

X = W 1An Xo + 'D1BnyO

Y = V 2 ATl.Xo + }V2Sn yo

(73)

(74)

(75)

(76)



5. The Matched Ellipsoid

The projections of the matched ellipsoid onto the
X, Xi and Y, Y' planes are then the regions defined
by [11)

Consider now the matrix

E = ltV)!V!.

Using (32) one finds that

'rET! = wuutwt

and since UUt = I we have

(77)

(78)

G = }\)2WJ +V2V~

C= {WIV~ + VI WJ }.

(88)

(89)

(90)

By construction the matrix E has unit determinant
and is real symmetric and positive definite. (A real
symmetric matrix E is positive definite if and only
if the quadratic form ztEZ > 0 for every vector
Z =I- 0.) It follows that the set of initial positions
and angles XOl X~, Yo, y~ defined by

'rET! = E ..

ZtE-lZo 0 = (,

(79)

(80)

and

(91)

respectively. The borders of these regions are the
ellipses defined by taking the equal signs in (90) and
(91). This suggests that we define horizontal and
vertical amplitudes

and
is a four dimensional ellipsoid. On the nth turn
around the machine we have (93)

(81) respectively, where

and (94)

(84) FF = ( bx -ax) (96)-ax 9x

GG= (
by -(1 ) (97)(85)

y

-ay 9y

ztE~lz = Zb(Ttyt E- 1 TnZo.

But (79) implies

TtE-iT = E- 1

and (by indliction)

(Tt)n E- 1 Tn = E- l .

Thus

ZIE- l Z = ZbE-1 Zo = {

(82)

(83)

and we have used the identities

Note that by construction the matrices FF and GG
have unit determinant and are symmetric and pos­
itive definite. Thus we C,:Hl write

and we see that the particle positions and angles lie
on the same ellipsoid after each turn. The ellipsoid
is then said to be matched to the lattice.

and we find that Jx and Jy have the familiar
Courant.-Snyder forms

6. Horizontal and Vertical Alnplitudes

(98)

(99)

(86)

Partitioning E into two-by-two matrices and us­
ing (36) in (77) we have

E = (~t g)
where

To obtain F and G we need to calculate

where

(87)
5

FF=
{WI1/V: +vIvi} {wIwl +V~151} (101)



GG=

{W2WJ +V2V~} {W~W2 +15~V2}' (102)

(118)

Thus

Here it will be useful to introduce the matrix

(121)
1V2 = --}VJ!v1D _.

J y = F {(I - D)2 E1 + D2t2}

+F {Xt Mt .;VlX + yt:M tMy}

-2F {(I - D)Xt Jvt Y+ DX t~Mty } (120)

Jx = F {D2c1 + (1 - D)2f.2}

+F { XI .Vi t ,,'\If X+ 1.7:J'vi t ./vfV}

+2F {DXt }vt Y+ (1 - D)X' /V{f y } (119)

and we have

where F is given by (108).
Note that we can use (103) to express VI and '02

in terms of WI, W2 and .,"vi. Thus

(107)

(106)

(103)

GG=

{n2 + (1 - D)2 + T'r (V2D~W~ W 2 ) } I (105)

and using (103) we have

where the second equality follows from (37). Using
(14-15) and (49-50) \ve have

FF=
{D2 + (1 - D)2 + 'Ir (WIWrViDl) }I (104)

Thus

F=G=
{D 2 + (1 ~ D)2 + Tr (M.Mt) }-1/2 . (108) V Vt - 1 W M Llb/Pt

2 2 - D2 2 iVL rV2

(122)

(123)

Now using (73) and ("74) in (92) and (93) we have

Jx =

F {xtwt + ytvi} F {W1X+ VI Y} (109)

WIV~ = - ~WIMtWJ

t 1 - t
D1W2 = DWIMW2'

(124)

(125)

Jy =

G{XtD~+ytWJ}G{D2X+W2Y} (110)

where

This gives

(126)

7. Sum and Difference of the Amplitudes

- -t- -t­
F = W 1W 1 + 'D 1V 1

wI Fl<'i!I = [PI + MT M

ViFV1 = (1-DfI+M tJv1

WfF'Dl = D/vt + (1 - D).;vt t

(111)

(112)

(113)

(114)

(127)

(128)

and

t- 2 -t-W 2 GW2 = D 1+ .A-1 ./v(

(115)

(116)

(117)
6

Ta.king the sum and difference of (119) and (120)
we have

J:;: + Jy = F {D 2 + (1 - D)2} (tl + E.2)

+2F {xt ./\1(1 },/fX + ytM t /v{Y }

+2F(2D - 1)Xt {M - Mt} Y (129)



which is just the result obtained in the standard
treatment of the linear coupling sum resonance.
Under the condition (140) we also find that (12G)
and (127) become

and we again find that F and G are proportional
to W1WI/D and W2vVJ/D .

and

Jx - Jy F(2D - 1)(fl - f.2)

+ 2FXt {M + oiilvt t } Y
where /v~ is given by (103) and

'/vOvi = 1\»'lW1 1)1 = D(l ~

Here we see that if

then

-~'1-"-- ~

M M =./vtM = D(l ~ D)l

•l\,1t }v1 = M)vt = D(l - D)I

(130)

(131)

(132)

(133)

(134)

and (130) becomes

Jx - J y = EI - 1:2

W )A)t

G = (2D-1)~
D

(144)

(145)

(146)

Tr(/vi./vi t ) = Tr(Mt /v!) = 2D(1 - D) (135)

F {n 2 + (1 - D)2 + 2D(1 _ D)} -1/2

1 (136)

and (129) becomes

8. :Further Algebraic Reduction of the Am­
plitu.des

Let us now look more closely at the matrix M
which appears prominently in the expressions for
the amplitudes. \Vriting

(137) (147)

it is useful [7] to define parameters A, B, w, and 1{1
such that

This is just the result obtained in the standard
hamiltonian treatment [1, 2, 3] of the linear cou­
pling difference resonance. Under the condition
(132) we also find that (126), (127) and (128) be­
come

2A cos W = .JVl n + ../\11 22

2A sinw = M 12 - J\..121 (148)

C =0.

(138)

(139)

2Bcos'li~ = M ll - M 22

2B sin 7/) = )vi l2 + M 21 . (149)

This shows that ..'\;1 can always be written in the
form [7]

We shall see in Section 12 that the elements of
WIwI /D and W2 WJ / D are just the Courant­
Snyder parameters introduced by Edwards and
Teng.

Similarly, if

iv! = An + B\J!

\vhere

(1;)0)

(140)

then

cosw
-sinw

sinw )
cosw

(151)

MtM = -M../vi = -D(l - D)I (141)

Tr(MMt) = Tt(Mt /v1) = -2D(1 - D) (142)
The matrices n and \IT have the properties

F {D2 + (1 - D)2 - 2D(1 _ D)} ~1;2

(2D - 1)-1 (143)
7

(153)

(154)



which give

{I - 2D(1 ~ D) + 2(.42 + B 2 )} -1/2

{I + 4B2 } -1/2 . (173)

F

J y F {D2E2 + (1 - D)2 E1 }

-'-- F {(A2 + B 2)((1 + (2)}

- 2AF {xTnTY}

+ 2(1 - 2D)BF {XtWY}

+ 2ABF {xtwnx - ytnwY} (172)

J,r; F {D2tl + (1 - D)2(2}

+ F {(A 2 + B2
)(f1 + (2)}

{~, t--}
T 2AF XTfi Y

+ 2(1 - 2D)BF {XtWY}

+ 2ABF {xTwrrx. - ytS1WY} (171)

where

and

Using these results in (119L (120) and (108) we
obtain

and, using (163),

Tr("M.A,;tt) = Tr("Mt /vf) = 2(A2 + B 2
). (170)

(162)

(161)

(160)

(159)

(158)

(157)

(156)

(155)Mt = Aot + Bw

M =Aot - B\f!

if and only if B = O. Similarly we have

and, along with (131),

IMI = D(l ~ D) = A2
- n2

.

if and only if A = O. As we have seen, these con­
ditions are a.ssociated with (137) and (144) respec­
tively.

The matrices nand W have the additional com­
mutation properties

and we see that

We also have

and therefore

Thus

\Ve can now express the terms of Jx and Jy con­
taining the matrix M in term::; of the matrices n
and wand the coefficients A and B. Thus

Tr(wO) = O. (163)
To proceed further we compute

Xb(An)tn t snyo

Xbnt (An) t Snyo (174)

XtMY = A {xtnty} - B {XtWY} (164)

Xt .Mty = A {xtnty} + B {XtWY} (165)

M t M = (A2 + B 2 )I - 2ABOw (166)

X6(A7l.)t wS n yo

X6 WA7l.snyo

Y~(!s7l.)tnwBnyo

Y6wntB2nyo

(175)

(176)

--t-t----
Y'./V1 .A1Y

where the components of Xo and Yo are given by
(70-71). \Ve then have

(A 2 + B 2
)C2

2AB {ytnwY}

.:\I1 t M = (A 2 + B 2 )I + 2AB\lfn

(167)

(168)

(177)

xt Mt .:VfX (.42 + B 2
)cl

+ 2AB {xtwnx} (169)
8

xt'1!y =~ cos ~+

(178)

(179)



ytnwY = t2 COS (2

Xt Wnx = (1 COS (1

(191)

where

~- =

~+ = +-

(180)

(181)

(182)

(183)

9. The Difference Resonance

Let us examine further the case B = O. In this
case we have A2 = D(l- D) and F = 1, and equa­
tions (187) and (188) become

DEI + (1 - D)E2

+ 2 {D(l - D)tlE2}1/2 cos~_

(184) and

and

(185) Df:2 + (1 - D)f.l

2{D(1- D)f:lf2}1/2 cos~_ (192)

(186) \vhe1'e

Here we see that the only n dependence in the ex­
pressions for Jx and Jy is in the terms contain­
ing cos~_ which oscillate with frequency Ql - Q2.
Moreover we have, as already shown,

These are both characteristics of the amplitudes ob­
tained in the standard hamiltonian treatment of the
linear coupling difference resonance. \Ve therefore
identify the condition B = 0 (or B 2 ~::: A2 ) with the
difference resonance. As we have seen, this condi­
tion is equivalent to M = Mt which gives

(195)

(194)

Thus t.he horizontal and vertical amplitudes become

Jx F {D2El + (1 - D)2 t2 }

+ F {(A 2 + 8 2)(f1 +- £2)}

+ 2F JEIE:2 {A cos ~_}

+ 2FJClf.2 {(1- 2D)Bcos~+}

+ 2ABF {£1 cos (1 - t2 cos (2} (187)

and

.Jy F {D2E2 + (1 - D)2 E1 }

+ F {(A2 + B 2)(EI + E:2)}

2F..j(1 f::;' {A cos ~- }

+ 2FJElE; {(I - 2D)B cos ~+}

+ 2ABF {(I cos (1 - (2 cos (2} (188)

These expressions are exact. They give the ampli­
tudes of oscillation in the horizontal and vertical
planes in terms of the initial condition parameters
EI, <'2: q;I and cP2, and the parameters D, A, B, w,
'IfJ, (h and (12 of the one-turn matrix. The simple
appearance of the parameters A and B in the ex­
pressions shows the utility of expressing the matrix
M as An -+ BII!. Note that each amplitude con­
tains frequencies Q1 - Q2: Q1 + Q2, 2Q1 and 2(/2.
If B = 0, only frequency QI - Q2 appears, while if
A == 0, only frequency Q1 + Q2 appears. Note also
that frequency Ql - Q2 is absent from the sum of
the amplitudes and is the only frequency present in
the difference. (199)

(198)

(197)

(196)

Using this in (27) we then have

jm+nl>O

a.nd we may define

it follows from (56) that we must have

The work of Calaga, T6maB and Franchi [15] shows
that the normalized coupling matrix elements of
Sagan and Rubin [7] satisfy equations (195) when
the sum resonance driving term of the hamiltonian
treatment is zero. In Section 12 we shall see that M
is in fact proportional to the normalized coupling
matrix.

Since for B = 0 we have

9

(190)

(189)

and

where



and (56) becomes

Figure L Horizontal and vertical amplitudes Jx and .Iy and
their sum versus turn plotted in black, red (dashed curve)
and blue respectively. Here normalized coupling matrix pa-­
mmeters A = 0.48 and B = 0.048. The small-amplitude
high-frequency oscillations seen on all of the curves arc due
to the parameter B being small but nonzero.

(202)

(203)

(201)

(200)

A = 0.48, B = 0.048

Q] = 5.2364, Q2 = 4.2236.

. ](2

D(1- D) = -----...
T2+4K2

Substituting (200) into (191) and (192) we see that
the oscillations of Jx and J y are greatest when T =

oand go to zero as ](2 goes to zero. \Ve also have

Vdlich shows that D goes to 1/2 as T goes to zero
and goes to one as J<2 goes to zero. The parameters
T and I< correspond to the unperturbed tune sepa­
ration and the coupling parameter in the standard
treatment of the linear coupling resonance.

By specifying values for parameters A, B, Q1,
Q2 we obtain values for D, U2

, ](2, and T 2
. As an

example of the difference resonance let us take

VVe then have

D = 0.6480 (204)

u 2 cOS(27rQl) - 2cOS(27rQ2)

-0.1595 (205)
2 1------...-.----.-------~--.---.-

Figure 1 shows a plot of Jx , Jy andJx+Jy obtained
with these values. Here we have taken E] = E2 = 1,
(h = (P2 = 0 and w = '1./) = 7r /4. As expected
we see Jx and Jy oscillations characteristic of the
difference resonance. The small-amplitude high­
frequency oscillations seen on all of the curves are
due to the parameter B being small but nonzero.
If we set B = 0 and keep A, CJl, (h the same as be­
fore j we obtain the curves shown in Figure 2. Here
we see that the high-frequency oscillations are gone
and the sum Jx + Jy is constant. Setting B = 0
corresponds to discarding the high-frequency terms
in the hamiltonian treatment of the difference res­
onance.

Figure 2: Amplitudes.lx and J y and their sum obtained
with normaliz<.:-'(} coupling matrix parameters A = 0.48 and
B = O. Here the high-frequency oscillations are gone and
the sum is constant.

10080604020

/----
I

I
/

/
I

I
I

I
I

I
I

(206)

(207)

](2 = D(l - D)U2 = 0.005806

and
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10. The Sum Resonance

For the case A = 0 we have B 2 = D(D - 1),
F = {2D - I} -1 and equations (187) and (188)
become

J ;r;

and

where

DEI + (D - 1)£2
1/2

2 {D(D - 1)El E2}' cos~+

Dt2 + (D - 1)£1

2 {D(D - 1)Elt2}1/2 cos'+

(208)

(209)

Here we see that the only n dependence in the ex­
pressions for .Ix and Jy is in the terms contain­
ing cos~+ which oscillate with frequency Ql + Q2.
Moreover we have

Figure 3: Amplitudes J x and J 11 a.nd their difTcrcnce plotted
in black, red (cia.shed curve) and blue respectively. Here
normalized coupling matrix parameters A = 0.056 and B =
0.56. The small-amplitude high-frequency oscillations seen
on all of the curves arc due to the parameter A being small
but nonzero.

without bound as 1'2 approaches 4K2. The motion
is unstable for T 2 ::; 4K 2

. Vile also have

which shows that D becomes large as T2 approaches
4K2 and goes to one as K 2 goes to zero. As an
example of the sum resonance let us take

(211)

These are just the characteristics of the amplitudes
obtained in the standard hamiltonian treatment of
the linear coupling sum resonance. 'Ve therefore
identify the condition A = 0 (or A 2 « B 2

) with the
sum resonance. Note that this condition is equiva­
lent to ./\1 :::::.: -Mt which gives

1 1 { T 2 }1/2
D = "2 +"2 T2 - 4K2 (217)

(212)

The work of Ref. [15] shows that the normalized
coupling matrix elements satisfy these equations
when the difference resonance driving term (of the
hamiltonian treatment) is zero.

Since for A = 0 we have

A = 0.056, B = 0.56

Ql = 5.2124, Q2 = 4.7973.

\Ve then we have

D = 1.2486

(218)

(219)

(220)

it follows from (56) that we must have

Im+nl < o.

(213)

(214)

U 2 cos(27fQd - 2 cOS(27fQ2)

-0.1176

1(2 = D(D - 1)U2 = 0.004291

(221)

(222)

(223)

and

Figure 3 shows a plot of Jx , Jy and /r ~ Jy

obtained with these values. Here we have taken
El = 1, E2 = 0.5, 91 = q)2 = 0 andw = 1./) = 7r/4. As
expected we see Jx and Jy oscillations characteristic
of the sum resonance. The small-amplitude high­
frequency oscillations seen on all of the curves are
due to the parameter A being small but nonzero.

11

(215)

(216)

and we have

Thus we may define

K 2

D(D - 1) = T2 _ 4K2 .

Substituting (216) into (208) and (209) we see that
in this case the oscillations of Jx and Jy increase



11. Change of Representation

The matrix W in the normal-form expression (32)
for T is not unique. In the Appendix it is shown
that if there is another s.ymplectic matrix W for
which

(224)

then we have

Since ppt = QQt = I it follows that

w1wl = W1W[

Vl 121 = D 1VI

}V2vv1 = VV2 WJ
122Vt = D2D~

(234)

(235)

(236)

(237)

11! = }VO

where (') must be of the form

(225)
which shows that these symmetric positive-definite
matrices are unchanged by a change in representa··
tion. \Ve also have

and therefore

\\le shaH call the transformation from W to W a
change in the normal-form representation of T. The
transformation is generated by the matrix 0 and we
use an underline to denote a transformed parameter
or matrix. The purpose here is to identify which
parameters and matrices of the previous sections
are independent of the representation.

It follows from (225-228) that

W WI = wootwt = WWt (229)

which shows that the parameter D is unchanged.
This is also evident from inspection of equation
(56).

For the matrix M we have

(245)

(244)

(242)

(243)

(238)

(239)

(240)

(241 )

sinw )
cos~

cos~

-sin~

M = D 1W 1 = QD1W1P = QMP

M = AQS1P + BQ\TJP

.M = An+B~

11= Qnp = (

IvV1i = IW11 = D

11\ I = I'DII = 1 - D

IW2 1 = IW2 1 = D

112.2 1= IV21= 1 - D

and

where

(228)

(227)

(226)

with

p=( C08Wl sinwl )- sinwl COSWI

and

Q= ( COSW2 sinw2 ).- sinw2 COSW2

(249)

(247)

(248)

.-- -1Zo = w Zo

~ = (;.1 +W1 - W2

and

Thus M does in fact change under a change in rep­
resentation, but only the phases wand '1./; change;
the parameters A and B are unchanged.

There is a corresponding change in the phases ¢1
and (/J2 associated with the normalized coordinates.
The transformed normalized coordinates are given
by

~ = QwP = ( cos '1/; sin "t'; ) (246)
sin :J! - cos '!k

12

(232)

(233)

(231)

(230)

~)

Thus E is unchanged by a change of representation.
The same is obviously true for the submatrices (F,
G and C) of E and it follows from (92) and (93)
that the amplitudes Jx and Jy are unchanged.

\Vriting

we have



where which we can write as

where

~=(~ )
r.. (k) ~, (Yo)Xc) = X' , Yo = y~1 .

_ ..0 --0

(250)

(251)

(264)

(265)

Using (225) and (59) we have

Zo = 0-IW- 1 ZO = O-lZO (252)

Defining

Ii = vD. (266)

Thus we have

~t~· ~t"""YoYo = YoYo = (-·2

(253)

(254)

(255)

and

1 -1 1-- ~-l
W = -lW201>\1W1 = -IY.M:F

( C

we then have

where

(267)

(268)

and

Xv = v'C1 cos P..1 '

~ = v'fi cos P..2 ,

~I

& = J(1sin¢
-1

./'-1

Yo = yf2 sin P..2

(256)

(257)

R= (_d~ ~)

N= (~ ~)

(269)

(270)

where The one-turn matrix is then

12. The Edwards-Teng Parameters

The change in representation therefore shifts phases
4;1 and ¢2 by WI and W2 respectively. Note that
these equations along with (247) and (248) give

(273)

(272)

(271)

\Ve shall show that this is just the parameterization
of Edwards and Teng [4,5,6]. Furthermore we show
that M is proportional to the normalized coupling
matrix introduced by Sagan and Rubin [7].

Since j it and ggt are symmetric positive­
definite matrices with unit determinant we may de­
fine Courant-Snyder pa.rameters Q;l j 81, 1"1, Q;2, /32

and "/2 such that

(
131

-Q;1

and

where

U =fJuoIv- 1
.

T = WUW- 1 = RUR- 1

(260)

(261)

(258)

(259)

- 1> - r/J + 1j; = - 91 - 92 + 'Ij.;
-1 -2 -

t 1 = 4;1 + WI

1.2 = 92 + W2·

which shows that the phases '+, (-, (1 and (2 ap­
pearing in the expressions tor Jx and Jy are un­
changed by a change in representation.

and

In terms of the matrix lvt we have
( ,82 -0:2 ) = ggt = ~W2WJ. (274)

-0;2 72 D

Equations (234) and (236) show that these param­
eters are unchanged by a change in representation.
Using (232), (233) and (242) we also have

W 2 /\/t W I l = V!)2.;tVtV!)11 (275)
13

(263)

(262)



which shows that Wand R are unchanged by a
change in representation.

Defining now

Note that we may always choose the representa­
tion such that

(289)

:F~ 1 ( lh 0 )-.Jth -al 1

Q=-~( /32
~ )~Ct2

(276)

(277)

Equation (267) then becomes

W = .!.9./\/fF-1

d

and we have

(290)

This is just the normali:wd coupling matrix intro··
duced by Sagan and Rubin [7]. \Ve also have j with
the help of (262) and (266),

we have

FFT = (

and it follows that we must have

(278)

(279)

'/\,1{ = dw

where

w = 9-lWF.

(291)

(292)

(298)

(297)

(295)

(296)

(293)

(294)

The phases wand '1/' in the matrices nand Ware
fixed by the choice (289). Thus, the one-turn ma­
trix T is specified by the ten parameters Ql1 Q2,
Db 0:2, {h, /32 A, B, wand '1/;.

where nand Ware given by (151) and (152), and
d is given by

which give the turn-by-turn positions and angles
in terms of the Edwards-Teng parameters and the
initial normalized coordinates.

Note that using (150) in (291) we have

w = ~ {AO + B'1J}

(285)

(284)

(283)

(282)

(281) Equations (75-76) then become

X = dFAnXo +:FW snyo

(280)

N=NO

cf + Sf = 1, C~ + 8~ = 1.

where

where

p=( C1 8 1 )
-81 Cl

Q=( O2 8 2 )-82 C2

and

Thus we have

and therefore

Carrying out the matrix multiplications we then
find

(287) 13. Measurement of Coupling Parameters
for the Case of the Difference Resonance

where

(288)

This along with the matrix R gives the parameter­
ization of Edwards and Teng.
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If we are operating under the difference resonance
condition B = 0, then the number of parameters
needed to specify the one-turn matrix is reduced
from ten to eight. Measurements of the turn-by­
turn horizontal and vertical positions at a single



dual-plane beam position monitor (BPM) then be­
come sufficient to determine the coupling strength
1(2 = 1m + ITI and the phase w. To show this, we
have for the case B = OJ

and.

VVe can fit (306) and (307) to turn-by-turn mea­
surements of the horizontal and vertical positions.
Using the fitted. valu08 of pl-1Tameters A] 1 A 2 : B 1

and B 2 we obtain

(313)

(312)

(300)

(299)W = VI ~ d2 n

and equations (295) and (296) become

F-1X = dAnXo + en t 8?lYo

and

(301)
and

where (314)

(302) which gives

Using the identity

(
COS () sin e ) ( CsOI.rS

I
' ~ ) =

- sin () cos e A

(
cos(B _. X) )

- sin(B - X)

we then have

(303)

(304)

Note that this expression is independent of which
normal mode is labeled 1 and which is labeled 2.
The expression is not valid if fl = 0 or f2 = 0, but
one can always kick the beam so that both normal
modes are excited.

Using the fitted values of Ql and Q2 we also have

and \\Fe then can calculate the coupling strength

and also

which gives turn-by-turn positions

(305)

(317)

(318)

X Al cos(n'¢l + xI)
.+. A2 cos(n~)2 + X2) (306)

From the fitted parameters X2 and 'IJ2 we obtain
the coupling phase

Y HI cos(rnjJI + rJd

+ B2 cos(n'ljJ2 + '1]2) (307)

W =1]2 - )(2-

We also have

(319)

where 'T]1 - Xl = rJ2 - X2 + 'if (320)

Xl = -91: ).':2 = -<P2 - w

(308)

(309)

(310)

(311)
15

which shows that w is determined only to within a
phase of 1r due to the freedom to choose which nor­
mal mode is labeled 1 and which is labeled 2. Luo
has obtained these results with his matrix pertur­
bation approach {16] and with the standard hamil­
tonian approach {17].



14. The Ripken Parameters

For completeness we show here that the normal­
form matrix)tV provides a straight-forward route to
the coupled lattice parameters introduced by Rip­
ken [8, 9). Since WIW[, DIV!, }'V2WJ and D2D~
are symmetric positive-definite matrices with deter­
minants

11 - DI {Xt(D1VD- 1X 2 }

..... t"'"-
II-DjY'Y

11 - Dk2 (334)

]1 - DI {yr(V2V~)-lYl}

11- DiXtX
11 - DIE1 (335)

and(322)

(321)1}\,11VV!I = IW2}VJ i = n 2

IU1v11 = 11J2V~1 = (1 - D)2

Y tE-1y
2 2 2 D {Y~(W2WJ)-lY2}

Dyty
Df2. (336)

(337)

(325)

(326)

(327)

Here we see that Xl, X 2 , Y I and Y2 are each
constrained to lie on an ellipse. The motion in
each plane is therefore given by the superposition
of motion on two ellipses as shown by Ripken. The
Courant-Snyder parameters of the ellipses are just
the Ripken lattice parameters.

Note that under the difference resonance condi­
tion B = 0 we have, with the help of (122-123) and
(132-134),

t 1 ~ D t
'01'01 = -nW1WI

(328)
(338)

It follows from equations (234~237) and (238-241)
that these parameters are unchanged by a change
in representation.

From equations (73-74) we see that the turn-by­
turn motion in the horizontal and vertical planes is
given by

X=X1 +X2

Y=Yl+Y2

where

Xl = WlX, X 2 = DIY

Y l = U2 X, Y 2 = W2Y.

(329)

(330)

(331)

(332)

and it follows that

(339)

Thus in this case the parameters of the two ellipses
associated with the horizontal motion are the same
and those associated with the vertical motion are
the same.
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Thus we have

D {xi (}tv!}vI)-lX l }

DXtX
(333)
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A. Appendix

Suppose that

T = WUW- 1 = WUW- l (340)



where P, Qj L, V are two-by-two matrices, we have

where Wand Ware symplectic. Multiplying this
by W- 1 from the left and by W from the right we
have

(356)

(355)

(354)

(Li2 + Lil) sin 1.h = 0

(L~2 + L~l) sin = 0

with similar equations for the elements of V. Since
having both sin 1./'1 = 0 and sin t/'2 = 0 would con­
tradict our assumption of distinct eigenvalues, at
least one of these must be nonzero. It then follows
that all elements of L must be zero. The sallIe is
true for V. Thus

Carrying out the matrix multiplications, one finds

(LI2 -+ L~2) Sin'~)2 = 0

(Lil -+ L~l) sin?'u2 = 0

(344)

(342)

(343)

(341)

o =W-l~.

UG = OU

U = W- l WUW- 1 W = OUO- 1

and writing

Thus

where

Carrying out the matrix multiplications one then
finds

(358)

(:357)L = 0, V = O.

Now, writing out the matrix elements of PA = AP
and QB = BQ, one finds

(P12 + P2I) sin'l!JI = 0

(Pll - P22) sin '¢1 = 0

(345)

(~~)(i ~)=

(~~)(~ ~).

and it follows that B and A have the same eigen­
values. This contradicts our assumption that the
eigenvalues of T are distinct. Thus we must have
ILl = O. Similarly, aIle finds that IVI = O. Thus
the equations BL = LA and AV = VB imply

The matrices 0, P, and Q therefore must be of the
form

Here our assumption that no eigenvalue is equal to
1 or -1 implies that neither sin "bI nor sin "h can
be zero. Thus we have

(360)

(361)

(359)

(Q12 + Q21) sin "h = 0

(Ql1 - Q22)sin'l!J2 = O.

(348)

(346)

(347)

AP = PA, BQ = QB

BL = LA, AV = VB.

Suppose now that ILl i=- O. Then we have

B = LAL- 1

Furthermore, since 0 is syrnplectic, we must have

o=(~ ~) (362)

p=( C\ 8 )
-81 C~ (363)

Q= ( ~2 S )
-52 C~ . (364)

tEL = 0, LAL=O

VAV=O, VBV=O

where

L=(
L l1 L 12 )L21 L 22

V=(
Vll V12 )V21 V22

and

A=( cos '1/)1 sin 1f'1 )- sin 'I/JI cos 'If}!

(349)

(350)

(351)

(352)

(3':>3)

17

ct + Hi = 1, C? + S~ = 1

and therefore

ppt = I, QQt = I. oot = I.

(365)

(366)
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