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Abstract be tween the BtA trans fer line and the AGS.

An online modeling system is being developed for the
RHIC injector complex, which consists of the Booster, the
AGS and the transfer lines connecting the Booster to the
AGS and the AGS to RHIC. Historically the injector s have
been operated using static values from design spec ifications
or offline model runs, but tighter beam optics constraints
required by polarized proton operations (e.g, accelerating
with near-integer tunes) have necessitated a more dynamic
system . An online model server for the AGS has been im­
plemented using MAD-X [1J as the model eng ine , with
plans to extend the system to the Booster and the injector
transfer lines and to add the option of calculating optics
using the Polymorphic Tracking Code (PTe [2]) as the
model engine.

OVERVIEW'

Beam in the RHIC injector complex con sists of two
sources (for polarized protons and heavy ions respectively)
and three acceleration stages. Protons are accelerated
through a 200 MeV Linac, while heavy ions are accelerated
in a Tandem van der Graaf. The beams are then delivered,
via separate transfer lines, to the Booster. Once acce lerated
in the Booster, beam is delivered to the Alternating Gradi ­
ent Synchrotron via the Booster-to-AGx transfer line (BtA)
and subsequently to RHIC via the AGS-to-RHIC line (AtR)
for acceleration and collision at top energy.

Prior to the 2009 proton run , only the AtR line and RHIC
had online model capability. That is, only beginning at in­
jection into RHIC were optics parameters (e.g. beta func­
tions and phase advances) calculated in real time using the
as-run magnet currents to control to the beam [4]. Optics
parameters of the beam in the Boo ster and AGS were calcu­
lated and the beam controlled using design values, results
of offline model runs and manual tuning.

The RHIC physics program ha s created increasingly de­
manding requirements for the injectors, including more
stringent requirements on emittance preservation and the
need to accelerate beam in the AGS with near-integer
vertical betatron tune in order to preserve polarization of
protons for RHIC spin physics. In addition, two parti al
Siberian snakes have been inst alled in the AGS to aid in the
preservation of polarization through die acceleration cycle.
These elements signi ficantly distort the superperiodicity of
the original design AGS lattice at injection energy and pro­
vide a significant challenge to achieving an optical match
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In response to these challenges an onli ne model server
has been developed for the AGS . Using the CDEV l\ PI de­
veloped at Thomas Jeffer son National Laboratory [3] as an
interface to the AGS control s system, the server reads the
operational settings and readbacks for all accelera tor com­
ponents in the injector compl ex and provides those currents
as inputs to a model for calculating optics parameters and
deliver ing those values to client app lications. Currently
only a MAD-X description of the lattice is used for model
calculation. Plans for extending the servers capabi litie s
to other model engines, including PTe , will be discu ssed
here.

AGS LATTICE

The AGS main bend field is provided by 240 normal­
conducting combined function magnets with twelve-fold
supersymmetry in 60 FODO cells . The lattice also has
two strings of quadrupoles used for horizontal and verti­
cal tune control, respectively. Each string is powered in
series. Similarly there are two strings of sextupoles used
for chromaticity control, each also powered in serie s.

Orbit distortions for closed orbit matching at injection
and extraction are provided by windings around main mag ­
net back-legs. The contributions these winding make to
the dipole, quadrupole and sextupole fields produced in the
combined function mains are all included in the model. In
particular they are included in the MAD-X description as
error statements on the main magnets.

The above mentioned lattice elements are generally suf­
ficient for heavy ion operation. During polarized pro­
ton running two partial Siberian snakes are powered, one
normal-conducting and one superconducting, called the
'warm' and 'cold ' snakes, respectively. The perturbat ion
of these snakes to the lattice is sufficiently large so as to
require additional external lattice elements to prevent the
distorted be ta function s from becoming prohibitively large.
Each snake has four quadrupoles associated with it, two
on either side, powered so as to minimize the effect of the
snakes on the lattice. In addi tion, the cold snake "vas de­
signed to operate with a beam that enters the magnet with
a horizontal closed orbit disp lacement of about two cen­
timeters. This displacement is achieved using a three-bump
consisting of back-l eg windings around the main magnets
in the vicinity of the cold snake. All of these compensation
components are included in the online model.



MODEL SERVER

The server itself is a simple implentation using the
CDEV API. At a user's request, the server receives a data
structure containing the setpoints and readbacks of aU in­
jector components necessary for calculating optics param­
eters at about thirty different times during the AGS accel­
eration cycle. The server then calculates optics parameters
at each of these time s and asynchronouosly delivers them
to client applications.

The AGS and Booster are synchrotrons cap able of
changing between configurations on a pulse -to-pulse time
scale . Typical cycle times are about 400 ms for the Booster
and two to four seconds in the AGS . The model server is
thus capable of rece iving live current readbacks from ac­
tive , operating configurations and current references for in­
active ones and using either to calculate model parameters.
Thi s can be particularly useful for deve lopi ng a confi gur a­
tion for a particular use of the injector chain during opera­
tion in a different configuration . For ins tance, a model for
a polarized proton user can be developed and tested using
the online model infrastructure during heavy ion operation
using magnet current references as they will be in the ma ­
chine.

MODEL VIEWER

The authors that the accelerator model should represent
the most complete, accurate available understanding of the
machine and that that inform ation be readily available to
users wishing to improve understanding of machine optics
and ultimately machine performance. To that end , addi­
tional effort has been expended to supply to accelerator
users ready access to model calculations. An application
called AgsModelViewer has been deve loped as a graphical
user interface to the model server to make live optics pa­
rameters for the AGS available to users in real time (Fig. I).
We have also integrated exi sting code for calculating longi­
tud inal phase space parameters (e.g, buc ket size, momen­
tum spread) as a move toward an interface to as comprehen­
sive a model as we have for the injector complex (Fig . 2).

Figure 1: AgsModelViewer showing lattice fun ctions cal­
cul ated by online mo del.
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Figure 2 : Agslvlodelviewer showing longitudinal ph ase
space calculated by online model.

STATUS OF MODEL PREDICTIONS

Reducin g emittances, both horizontal and vertical, is im­
portant bo th for improve ment of the collider luminosity and
for minimizing the depolarizing effects of intrinsic spin res­
onances. In addition, the partial Siberian snakes cau se the
optics values to deviate significantly from their des ign val­
ues , including strong bre aking of the twel ve-fold superpe­
riodicity of the AGS lattice.

Figure 3 shows the compari son of the measured betatron
tunes in the AGS as a function of the relativist ic gamma of
the beam compared with the model predictions. It should
be noted that the snakes are DC elements, and it is thu s ex­
pected that their effects on the machine optics will decrease
with increasing energy. One can see in the figure that the
model agreement improves at high energy , but deviates by
several units of 10- 2 at lower energy. The disagreement is
reduced to the level of a few IO- a when a lattice without
snakes is considered (e.g, a heavy ion lattice). Transition
in the AGS occurs at a relativistic gamma of approximately
8.5. The radial shifts and gamma jump used during transi­
tion are not currently accounted for in the model, resulting
in the significant disagreement seen there .

Stud ies of the effects of the snakes on the AGS optics are
ongoing and beyond the scope of this article. It is hoped
that the ready availa bili ty of model data helps to expedite
the process of comparing model predictions to measured
optics and subsequently to improvin g the model.

PLANS

The 2009 RHIC polarized proton run was used as a com ­
missioning peri od for the AGS online model server and
viewer. ¥le plan to extend the infrastru cture we have built
to use additional model engines and to extend the modeling
capabil ity from the AGS to the ent ire injector chain .

In particular, we plan to add functi onality that will al­
low the use of PTC as the model engine . The use of PTe
will allow the online calcula tion of proton spin motion and
the rigorous modeling of the effect of the partial Siberian
snakes on the AGS latti ce. The inclusion of PTe is also a
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Figure 3: Betatron tun e model predictions and measure­
men t for polarized proton operation in the AGS .

move towards unifying the model environment of the entire
RHIC complex as RHIC also moves to include PTC as an
option for producing model data.

Prior to the the 2009 RHIC run , an exten sive study of the
Booster extraction and BtA model was conducted [5]. Dur­
ing this time preliminary work was also conducted to begin
extending the on line mode! capability to the Booster cycle
and eventualiy to the Booster injection transfer lines . The
goal is to extend the model server's capabilities to integrate
the Booster and the BtA and AtR transfer lines by the 20 10
RHIC run .

SUMMARY
Control of the RHIC injector complex beam parameters

has previously been accomplished using design model val­
ues or the results of infrequently updated offline model
runs. Significant progress has been made in providing
model data for accelerator control to accelerator user s in
rea l time in order to meet more stringent demands on injec­
tor performance.
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