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A new measurement of the θ13 mixing angle has been obtained at the Daya Bay Reactor Neutrino
Experiment via the detection of inverse beta decays tagged by neutron capture on hydrogen. The
antineutrino events for hydrogen capture are distinct from those for gadolinium capture with largely
different systematic uncertainties, allowing a determination independent of the gadolinium-capture
result and an improvement on the precision of θ13 measurement. With a 217-day antineutrino data
set obtained with six antineutrino detectors and from six 2.9 GWth reactors, the rate deficit observed
at the far hall is interpreted as sin2 2θ13 =0.083± 0.018 in the three-flavor oscillation model. When
combined with the gadolinium-capture result from Daya Bay, we obtain sin2 2θ13=0.089± 0.008 as
the final result for the six-antineutrino-detector configuration of the Daya Bay experiment.

PACS numbers: 14.60.Pq, 29.40.Mc, 28.50.Hw, 13.15.+g
Keywords: neutrino oscillation, reactor, Daya Bay, hydrogen neutron capture

Neutrino oscillations are described by the three an-
gles (θ13, θ23, θ12) and phase (δ) of the PMNS ma-
trix [1, 2]. Recent results [3–7] have established that θ13
is non-zero, as had been indicated by accelerator- and
reactor-neutrino experiments [8–14]. Accurate and pre-
cise knowledge of θ13 is essential to forthcoming experi-
ments to determine the neutrino mass hierarchy and to
search for CP violation in the lepton sector [15]. Definite
θ13 results were obtained by measuring the changes of re-
actor antineutrino rates and spectra at multiple sites via
the inverse-beta decay (IBD) reaction, ν̄e+p → e++n, in
which the prompt e+ signal is tagged by the delayed ∼8
MeV γ-cascade signal from neutron capture on gadolin-
ium (nGd) [3–6]. In this Letter, with comparable statis-
tics as the nGd case, a new measurement obtained by
tagging the delayed 2.2 MeV γ from neutron capture on
hydrogen (nH) [14, 16, 17] at Daya Bay is presented. New
analysis approaches have been developed to meet the
challenges associated with the higher background, longer
neutron capture time (∼200 µs), and a lower energy γ ray
from neutron capture for nH IBD events. This nH anal-
ysis provides an independent measurement of sin2 2θ13,
and leads to an improved precision on the θ13 mixing an-
gle when combined with the nGd result obtained from
the same period of the six antineutrino detector (AD)
configuration [6]. The inclusion of nH capture results

will improve the ultimate precision of Daya Bay for both
θ13 and the ν̄e mass-squared difference |∆m2

ee| [6]. Op-
timization of the nH analysis method will be applicable
to future reactor neutrino experiments that address the
reactor-antineutrino anomaly [18–21] and determine the
neutrino mass hierarchy [22–25].

A detailed description of the Daya Bay experiment can
be found in [26, 27]. The ongoing experiment consists of
two near experimental halls, EH1 and EH2, and one far
hall, EH3. The power-weighted baselines to the six com-
mercial power reactors are ∼500 m and ∼1.6 km for the
near and far halls, respectively. In this analysis, EH1,
EH2 and EH3 have two, one and three ADs, respec-
tively. All ADs are submerged in water pools consist-
ing of optically separated inner (IWS) and outer water
shields (OWS), which also function as Cherenkov detec-
tors to tag cosmic-ray muons. All ADs utilize an identical
three-zone design with 20 tons of Gd-loaded liquid scin-
tillator (GdLS) in the innermost zone, 22 tons of liquid
scintillator (LS) in the middle zone to detect γ’s escaped
from GdLS, and 40 tons of mineral oil in the outermost
zone where photo-multiplier tubes (PMTs) are installed.
Unlike the nGd events, nH capture can occur both in the
LS and the GdLS regions, resulting in more nH than nGd
events before event selection. The trigger threshold for
each AD was set at ∼0.4 MeV based on the logical OR
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of the number of over-threshold PMTs and the analog
sum of their signals [28]. The vertex and energy were re-
constructed utilizing the charge topological information
collected by the PMTs. For a 2.2-MeV γ, the vertex res-
olutions were ∼8 cm in the x-y plane and ∼13 cm in the
z direction in a Cartesian coordinate system with the ori-
gin at the AD center and the +z axis pointing upwards.
Detector simulation was based on GEANT4 [29] with the
relevant physical processes validated [26]. All data from
Dec. 24, 2011 to Jul. 28, 2012 were used for this analysis.
The live time of each AD is listed in Table I.

All triggered events at each site were sequenced accord-
ing to their time stamps after removing an instrumen-
tal background resulting from spontaneous light emis-
sion of PMTs [3, 5]. Because of the latency between
detectors, events with time separations less than 2 µs
in the same hall were grouped together for identifying
cosmic-ray muons. A water-pool muon was defined as
an event with the number of over-threshold PMTs >12
in the IWS or >15 in the OWS, while an AD (shower)
muon had a visible energy greater than 20 MeV (2.5
GeV) in an AD. Table I lists the total muon rate per
AD, Rµ, which was stable over the entire data-taking
period. Due to the long lifetimes of muon spallation
products, the AD events were required to occur at least
400 µs, 800 µs or 1 s after a water-pool, AD or shower
muon, respectively. The visible energy for each AD event
was also required to be greater than 1.5 MeV to reject
the low-energy background. The surviving AD events
were denoted as “good” events for further study. Coinci-
dent events were identified within a 399 µs time window,
Tc, beginning at 1 µs after each prompt signal candi-
date [30]. This procedure classified all good events into
single-coincidence, double-coincidence (DC), and multi-
coincidence categories. Events in the latter category ac-
count for ∼2% of the total and were not included for
further analysis.

Since the DC events were dominantly accidentally co-
incident background, especially in the far hall, a maxi-
mum distance of 50 cm between the prompt and delayed
vertices was required, rejecting 98% of this background
at the cost of a 25% acceptance loss. This cut was one
of the major differences between the nH and the nGd
analyses. Figure 1 (a) shows the prompt energy vs. the
delayed energy for all the DC events after this cut in the
far hall. The IBD bands are clearly seen for both the
2.2-MeV-nH and the 8-MeV-nGd cases. The measured
nH peak was around 2.33 MeV with a resolution of 0.14
MeV. The offset from the true peak value arose from the
nonlinear and nonuniform energy response, which was
pegged to the nGd capture peak in the reconstruction.
The γ’s from 40K and 208Tl decays are observed around
1.5 and 2.6 MeV, respectively, and the continuous bands
from 1.5 to 3 MeV are from the decay products of 238U
and 232Th. The nH IBD candidates were obtained by
requiring the prompt energy to be less than 12 MeV and

the delayed energy to be within ±3σ of the measured
nH peak in each AD. The numbers of the candidates are
listed in Table I.

The four identified backgrounds in the selected sample
are accidental coincidences, cosmogenically produced fast
neutrons and 9Li/8He, and neutrons from the retracted
241Am-13C calibration source. The delayed signals of the
latter three are all from correlated neutron captures.

The following procedure was adopted for removing the
accidental coincidence background. An accidental back-
ground sample (ABS) consisting of NABS−tot events was
first generated by pairing two single events separated
by at least 10 hours. The same distance and energy
cuts were then applied to the ABS events, resulting in
NABS−cut events. As shown in Fig. 1 (b), the ABS de-
scribes well the pattern of the low-energy region in Fig. 1
(a). The spectra of correlated events dominated by IBD,
NIBD(ξ), were then obtained by subtracting the acciden-
tal background from the DC events, NDC:

NIBD(ξ) = NDC(ξ)−R · Tlive ·
NABS−cut(ξ)

NABS−tot
, (1)

where ξ represents the quantity under study, such as the
delayed energy, Tlive is the live time of data-taking listed
in Table I, and R is the random coincidence rate that can
be written as [30]

R = Rs × e−RsTc ×RsTce
−RsTc , (2)

where Rs is the singles rate, e−RsTc gives the probability
of no prior coincidence within Tc, and RsTce

−RsTc is the
probability of a trigger from an accidental coincidence
within Tc. Table I lists the average rate of the accidental
background in eq. (2) for each AD.

While the statistical uncertainty of Rs is negligible, a
systematic uncertainty is caused by the presence in the
single event sample of a very small fraction of genuine
correlated events for which either the prompt or the de-
layed event is not detected. The singles rate Rs was
determined to be ∼22 Hz from the average of the good
triggered event rates before and after excluding both the
DC events and the multi-coincidence events. The sys-
tematic uncertainty in Rs, estimated from the difference
of these two rates, was found to be 0.18%, 0.16% and
0.05% for the EH1, EH2 and EH3, respectively. The sin-
gles rate Rs was observed to have a slow downward trend
(< 0.36%/day) immediately after an AD was installed in
water and become stable after about four months. The
slow variation of Rs was taken into account by perform-
ing the accidental subtraction, eq. (1), on a run-by-run
basis, with each run lasting about two days.

Figure 1 (c) shows the delayed energy spectra for the
DC events in the near and far halls after subtracting
the accidental background. Very similar spectra, clearly
showing the nH and nGd peaks, were observed for all
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FIG. 1: (color online) (a) The prompt vs. delayed energy
of double coincidence events with a maximum 50 cm vertex
separation for all far-hall ADs, (b) the accidental background
sample (ABS) events and (c) the delayed energy distribution
after subtracting the accidentally coincident background for
the far hall (black) and the near halls (red), where the total
near site spectrum was normalized to the area of the far site
spectrum.

ADs. The procedure of accidental background subtrac-
tion was validated by checking the distribution of dis-
tance between the prompt and delayed vertices as shown
in Fig. 2. Simulation studies indicated IBD events rarely
occurred with the prompt and delay vertices separated
beyond 200 cm. Figure 2 shows a flat distribution con-
sistent with zero for the region beyond 200 cm. The
subtraction procedure was further validated from the
distribution of neutron capture time. The accidental-
background-subtracted spectra are consistent with no
events of coincidence time longer than 1.5 ms.

The procedures for evaluating the 9Li/8He, fast neu-
tron, and 241Am-13C backgrounds follow those in [3],
except for three different selection cuts: the delayed
energy cut, the distance cut, and an additional cut,
E > 3.5 MeV, on the prompt energy to suppress the
accidental background. The fast-neutron background is
significantly higher than in the nGd case because the LS
region is more accessible to the externally produced fast
neutrons. The other two backgrounds are also slightly
different due to detector geometry configuration. All
background rates are listed in Table I.

The number of predicted IBD events, N , summed over
various detector volumes v (GdLS, LS, and acrylic ves-
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FIG. 2: (color online) Distributions of the distance between
the prompt and the delayed vertices after the accidental back-
ground was subtracted for the near halls (blue) and the far
hall (red). The inset plot shows the distance distributions for
both the near halls double coincidence, DC, events (blue) and
the expected accidental background sample (black).

sels) is given as

N = ϕσεµεm

[
GdLS, LS, Acry.∑

v

Np,vfvεep,vεed,vεt,v

]
εd,

(3)

where ϕ is the antineutrino flux, which was modeled as
in [6], and Np, σ and f are the number of protons, IBD
cross section and hydrogen capture fraction, respectively.
The efficiency εµ is the efficiency of the muon veto and εm
is the efficiency of the multiplicity cut for the DC selec-
tion [30]. The efficiency εep (εed) is the prompt (delayed)
energy cut efficiency, and εt (εd) refers to the efficiency
of the time (distance) cut.

The θ13 analysis is based on relative rates, as in [3, 5],
such that uncertainties that are correlated among ADs
largely cancel and the uncorrelated uncertainties give the
dominant contributions.

The central values of εep and εed were evaluated from
the simulation. The prompt energy cut at 1.5 MeV
caused about 5% inefficiency in εep for GdLS and LS
events and a much higher loss in the acrylic. The slight
variations in energy scale and resolution among differ-
ent ADs introduced an uncorrelated uncertainty of 0.1%.
For εed, the 3-σ energy cut around the nH capture peak
made the efficiency largely insensitive to the small varia-
tions of energy calibration and resolution. The efficiency
εed also included a small contribution from the low en-
ergy tail of nGd capture events. The uncertainty in εed
was determined by using a spallation neutron sample.
Since the spallation neutron fluxes for neighboring ADs
were nearly identical and the relative nGd acceptance in
the GdLS region was accurately measured [3, 5], a com-
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EH1 EH2 EH3
AD1 AD2 AD3 AD4 AD5 AD6

Live time (day) 191.0 191.0 189.6 189.8 189.8 189.8
Rµ (Hz) 201.0 201.0 150.6 15.73 15.73 15.73
εµεm 0.7816 0.7783 0.8206 0.9651 0.9646 0.9642
Candidates 74136 74783 69083 20218 20366 21527
Accidental rate (/AD/day) 64.96± 0.13 64.06± 0.13 57.62± 0.11 62.10± 0.06 64.05± 0.06 68.20± 0.07
Fast n rate (/AD/day) 2.09± 0.56 1.37± 0.40 0.10± 0.04
9Li/8He rate (/AD/day) 2.75± 1.38 2.14± 1.07 0.26± 0.13
241Am-13C rate (/AD/day) 0.09± 0.05 0.09± 0.05 0.09± 0.05 0.06± 0.03 0.06± 0.03 0.06± 0.03
IBD rate (/AD/day) 426.71± 2.36 434.09± 2.37 382.69± 2.04 47.87± 0.79 46.78± 0.79 49.02± 0.82
nH/nGd 0.653± 0.004 0.654± 0.004 0.658± 0.004 0.653± 0.012 0.641± 0.012 0.679± 0.013

TABLE I: Summary of the hydrogen capture data sample. All the rate quantities are corrected with εµεm. The bottom row
contains the ratio of the measured nH IBD rate to that of nGd from [6].

parison of the spallation neutron rates between nH and
nGd captures gave an uncertainty of 0.5%. Simulations
of IBD events in different ADs with as-built dimensions
were also consistent with this uncertainty estimate.

The central value of εt was also evaluated with the
simulation. The sources of the uncorrelated uncertainty
include the number densities of various isotopes in LS and
GdLS, the neutron elastic and capture cross sections, and
the precision of time measurements. A chemical analy-
sis showed that the density difference among the ADs is
less than 0.1% and that the weight fractions of carbon
and hydrogen among the ADs differed by less than 0.3%,
limited by the instrumental precision. The uncertainty
in number densities introduced a 0.1% uncorrelated un-
certainty in εt. The precision of the timing measurement
was studied using β-α coincident events from the decay
chain of 214Bi-214Po-210Pb originating from the 238U cas-
cade decays. With the same procedure of accidental sub-
traction applied, a comparison of the measured lifetime
of 214Po with the known value (237 µs) verified that the
uncertainty on the timing precision due to the electron-
ics was at the level of 0.1%. In total, the uncorrelated
uncertainty was taken as 0.14%. A study of a clean nH
IBD sample with the prompt energy >3.5 MeV for the
ADs in the two near halls also confirmed this conclusion.

The central value of εd was directly measured from the
distribution of the distance between the prompt and de-
layed vertices (see Fig. 2). The uncorrelated uncertainty,
caused by the slight variations in the vertex reconstruc-
tion bias and resolution, was estimated to be 0.4%.

The value and uncertainty of Np in GdLS were dis-
cussed in [26]. The proton number Np in the LS region
was determined in the same way and its uncorrelated un-
certainty of 0.13% was dominated by the uncertainty of
the Coriolis-mass-flow meter. The H-capture fraction, f ,
was less than unity due to neutron capture on Gd and
C, and was estimated by the simulation to be 96% in
the LS region and 16% in the GdLS region. The relative
difference among ADs is negligible [5].

The selected nH IBD sample was about 65% of the size

of the nGd IBD sample [6]. The total uncorrelated un-
certainty per AD was 0.67% as summarized in Table II.
The nH/nGd ratios among ADs 1, 2, and 3 agreed within
0.6% as shown in Table I, which provided a strong con-
firmation of the uncorrelated uncertainty per AD.

Uncorrelated uncertainty Coupled
Np,GdLS 0.03% yes
Np,LS 0.13% no
Np,Acrylic 0.50% no
εep,v 0.1% yes
εed,v 0.5% no
εt,v 0.14% yes
εd 0.4% no
Combined 0.67%

TABLE II: The per-AD relative uncorrelated uncertainty
summary. The quoted uncertainties on the efficiencies are
independent of volume. The combined uncertainty takes into
account the relative GdLS, LS and acrylic masses. The last
column indicates whether the uncorrelated uncertainties for
the nH and nGd analyses are coupled.

Figure 3 shows a comparison of the prompt spectra of
the far hall and the near halls weighted by the near-to-far
baseline ratio, along with the ratio of the measured-to-
predicted rates as a function of baseline. Clear evidence
for electron antineutrino disappearance is observed. A
χ2 with pull terms for nuisance parameters as in [3, 5]
is minimized to extract sin2 2θ13 from the detected nH
IBD rate deficit. The value of |∆m2

31| is taken from MI-
NOS [31]. The best fit is sin2 2θ13=0.083 ± 0.018 with
χ2=4.5 for 4 degrees of freedom. The increase in χ2 is 20
when θ13 is set to zero, ruling out this null assumption
at 4.6 standard deviations. The expected Far/Near ratio
based on the best-fit sin2 2θ13 value is compared to data
in Fig. 3.

The nH result is an independent measurement of θ13
and provides a strong confirmation of the earlier measure-
ment using nGd [6]. Currently both the nH and nGd [6]
uncertainties are statistics-dominated. With only sta-
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tistical uncertainties considered in the nH fit, the un-
certainty of sin2 2θ13 is 0.015, about 70% of the total
uncertainty when uncertainties are added in quadrature,
which is the same for the nGd analysis. The dominant
systematic uncertainties are also independent of the nGd
analysis. For example, the delayed-energy cut is uncou-
pled (uncorrelated) because the impact of the relative
energy-scale difference on the fixed-energy threshold in
the nGd analysis [3, 5, 6] is avoided with the data-driven
3-σ cut. Further couplings are noted in the Table II.
With all uncoupled uncertainties included in the nH fit,
the uncertainty of sin2 2θ13 is 0.017 (90% of the total
uncertainty in quadrature). By conservatively taking all
coupled quantities to be fully coupled, the correlation
coefficient is about 0.05, indicating an essentially inde-
pendent measurement of θ13. The weighted average of
nH and nGd [6] results is 0.089 ± 0.008, improving the
nGd result precision by about 8%.

In summary, with an nH sample obtained in the six-
AD configuration, by comparing the rates of the reactor
antineutrinos at the far and near halls at Daya Bay, we
report an independent measurement of sin22θ13 which is
in good agreement with the one extracted from the min-
imally correlated nGd sample. By combining the results
of the nH and nGd samples, the precision of sin22θ13 is
improved. In general, with different systematic issues,

results derived from nH samples will be important when
the nGd systematic uncertainty becomes dominant in the
future. It is also expected that nH analysis will enable
other neutrino measurements [18, 22].
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