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Abstract

We explore and describe different protocols for calibrating electron pair distribution function

(ePDF) measurements for quantitative studies on nano-materials. We find the most accurate

approach to determine the camera-length is to use a standard calibration sample of Au nanoparticles

from National Institute of Standards and Technology. Different protocols for data collection are

also explored, as are possible operational errors, to find the best approaches for accurate data

collection for quantitative ePDF studies.
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I. INTRODUCTION

A large variety of nanomaterials are synthesized and studied every day by chemists and

physicists for their potential applications and novel electronic, optical, catalytic and mechan-

ical properties. Studying the atomic structure of these materials is the key to understand

their unique properties leading to new applications. In general, the crystal structure of

nanomaterials differs from their bulk counterparts due to the influence of surface relaxation,

nano-scale disorder, and for the very smallest nanoparticles the equilibrium structure may

actually be different1–4.

Today, powder diffraction5–7 and transmission microscope (TEM) imaging techniques8–11

are widely used to extract structural information from nanoparticles. However even power-

ful powder diffraction data analysis techniques such as Rietveld refinement12–14 struggle to

extract reliable structural information from the diffraction patterns of small nanomaterials

due to broad Bragg peaks accompanied by the large diffuse scattering background. In this

situation, among others15–17, the atomic pair distribution (PDF) function technique18–21,

which uses the Fourier transform of the total (Bragg+Diffuse) diffraction pattern to gener-

ate a real space probability distribution function of interatomic distances, is a very powerful

approach to extract quantitative structural information such as, the local and average atomic

arrangment, size, shape and the nanoparticle formation mechanism during reactions4,22–26.

However, the main drawback of this technique is the need for an X-ray synchrotron or a

neutron diffraction facility to collect data up to a sufficiently high momentum transfer in

reciprocal space suitable for PDF analysis.

A recent development of this technique27 now allows collection of electron diffraction data

suitable for PDF analysis from nanoparticles using standard laboratory TEMs. This new

development enables modeling of the ePDF data to obtain semi-quantitative (some parame-

ters such as atomic displacement parameters are susceptible to dynamical scattering effects

and are not well determined) structural information about the 3D structure of nanoparticles,

opening the possibility that the electron-PDF or ePDF method may become a convenient

laboratory based nanoparticle structural characterization approach. With ePDF it is possi-

ble, rather easy, to get PDFs using equipment that is already available in many chemistry

and materials science laboratories, allowing PDF to become part of the standard suite of

sample characterization tools.

2



This builds on earlier work to obtain PDFs from small volumes of amorphous thin

films28–30, but in favorable circumstances27 the data may be analyzed using modern PDF

modeling tools16,31,32. In this paper, we explore a number of experimental issues associated

with the ePDF technique and provide approaches needed to make it a standard nanomaterial

structure characterization technique. The earlier paper27 demonstrated proof of principle;

however, a number of experimental issues need to be addressed before this can become a

standard technique and we explore a number of these issues here.

Similar to rapid data acquisition X-ray PDF (xPDF) experiments using area detectors33,

in ePDF measurements the effective sample to detector distance, or camera length, must

be determined to convert the position of pixels on the detector from geometric units to

scattering angle, 2θ, or the magnitude of the momentum transfer, Q or s, where Q = s =

4π sin θ/λ and λ is the electron wavelength (Here Q and s are commonly used in the PDF

and electron diffraction literature, respectively, for the same quantity27). In xPDF studies

the wavelength of the incident radiation is determined first, and the diffraction pattern of a

calibration sample of known lattice parameter is measured. The Debye-Scherrer rings from

this pattern are then fit with the known value of the lattice parameter fixed but allowing the

camera length to vary. Once the camera length and wavelength are known, the calibration

is replaced with the sample of interest (SOI) which is measured without changing any of the

experimental setup. The camera length and wavelength are then transferrable to the data

from the SOI. In structure refinements on these data the known calibration constants are

then fixed but the lattice parameter of the SOI varied in the refinement18.

In xPDF measurements, this same calibration dataset is also used to determine any

non-orthogonality between the incident beam and the detector34, and in determining instru-

mental resolution parameters such as Qdamp in PDFgui31.

These procedures are well established for xPDF measurements. However, a number of is-

sues need to be addressed in the context of ePDF. First, a well characterized calibration sam-

ple for the ePDF case is problematic as the method requires the study of a nano-material27,

but the lattice parameters of nanoparticles are often modified from the corresponding bulk

material22,35. Here we explore different options for ePDF calibration samples. The calibra-

tion process is further complicated in ePDF because unlike xPDF the camera length of the

instrument depends on easily varied parameters such as the magnetic lens settings as well

as the precise location of the sample in the instrument. We also explore here the error in

3



the calibration that is brought about by incorrect procedures in this process, and suggest

an optimal protocol for calibration and data collection in an ePDF measurement.

II. EXPERIMENTAL METHODS

All electron diffraction data presented in this paper were collected using a JEOL ARM

200CF transmission electron microscope equipped with two sets of objective apertures, the

optional upper objective aperture (UOA) located in the back focal plane (BFP) of the

objective lens and the lower objective aperture (LOA) located below the BFP. All electron

diffraction patterns were recorded on a Gatan Orius CCD that eliminates charge overflow

to the neighboring CCD pixels due to center beam saturation, and no beam-stop was used

since charging of the beam-stop can introduce aberrations in the diffraction pattern27. An

accelerating voltage of 200 keV was used with a camera length of ∼ 80 mm yielding a usable

range of Q up to Qmax = 23 Å−1.

Two possible standard samples were considered: a standard Au nanoparticle sample

and a commercially available evaporated aluminum film. The standard Au nanoparticle

specimen was obtained from the National Institute of Science and Technology (NIST) in

Gaithersburg, MD, US and has the designation SRM8011. It consists of Au nanoparticles

that are nominally either 10 nm or 30 nm in size (depending on which standard is selected),

suspended in solvent. The evaporated aluminum film deposited on G400, 400 square mesh

copper Gilder grids was obtained from Ted Pella, Inc. and is a standard TEM camera length

calibration sample.

All xPDF studies presented in this paper were carried out at the beamline X17A at

National Synchrotron Light Source (NSLS) at the Brookhaven National laboratory. A com-

mercial Ni powder sample from Alfa Aesar (catalog number: 10674) was used to calibrate

both sample-to-detector distance and the instrument resolution parameter, Qdamp
18 of the

xPDF setup, which was then used to determine the lattice parameters of the Au nanoparticle

standard sample.

Integration of 2D electron diffraction was done using the software package Fit2D36, which

has built-in features for doing the calibration. The most convenient uses a small set of

internal standard samples whose structural information is known by the program. It is also

possible to use a user-defined calibration sample as we had to do here, because the d-spacings
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of our calibration nano-samples are not necessarily the same as those of the same material

in the bulk. To create a user-supplied calibration file the first few d-spacings of the Debye-

Scherrer peaks in the sample must be loaded into the program. This file is then used to carry

out the camera length calibration on measured data from the calibration sample. The 2D

diffraction patterns are then integrated into 1D diffraction patterns using these calibration

constants. Conversion to F (Q)18 and then to G(r)18 and structural modeling was done using

the home written software packages PDFgetE (unpublished) and Srfit37 respectively.

A. ePDF data collection protocols

We collected ePDF data using different protocols to test the reliability of different ap-

proaches as well as the effect on the resulting quantitative PDF of different measurement

aberrations.

1. Protocol 1: parallel illumination

Step 1. Load the calibration sample.

Step 2. In image mode, adjust objective focus to standard focus preset by the service

engineer. Focus TEM image by changing sample height to the eucentric height. Insert a

selected-area aperture (SAA) to select the area of interest.

Step 3. In diffraction mode, insert UOA and make it sharp by changing diffraction focus

(adjusting the intermediate lens current so that its object plane is at the plane of UOA).

Step 4. In diffraction mode, remove the objective aperture and make the diffraction

spots or rings sharp by adjusting the condenser lens current through brightness button.

Record electron diffraction patterns. (Because the UOA is located at the BFP, a parallel

illumination condition is assumed, when the UOA is focused in Step 3.)

Step 5. Unload the calibration sample and load the real specimen.

Step 6. Repeat Step 2 for the real specimen

Step 7. Diffraction focus remains untouched, and repeat step 4 for the real specimen

In our case, we collected 200 frames of 0.4 s for electron diffraction to obtain sufficient

statistics in the high-Q region of the diffraction pattern. However, in general the data col-

lection time per frame should be determined to avoid detector saturation in any pixels away
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from the direct beam. The total number of frames should then be determined depending on

the required statistics in the high-Q region of F (Q). A beam stop was not used for these

measurements due to possible distortions of the diffraction pattern caused by charging of

the beam stop.27

2. Protocol 2: non-parallel illumination

In this protocol, the LOA is focused in the diffraction mode instead of the UOA in Step 3,

which gives a convergence angle ∼ 0.75 mrad on our instrument. All other steps in protocol

1 are followed. This is actually the standard procedure for most TEM measurements without

optional UOA but may introduce problems for an ePDF measurement, which we want to

test.

3. Protocol 3: introducing a large deviation from the eucentric height

Step 1 - 5 in Protocol 1 are followed. In Step 6, the sample height is set to deviate

100 µm from the eucentric height, which is compensated by adjusting image focus by -

100 µm. However, the diffraction focus is not changed and Step 7 is performed. This is done

to test the impact on the calibration of a non-optimal operational procedure.

4. Protocol 4: changing diffraction focus

Step 1-6 in protocol 1 are followed. However, in Step 7, diffraction focus is adjusted

to focus the LOA, leading to a change in camera length. Again, our intention is to sim-

ulate the effects on the calibration of a non-optimal operational procedure changing both

of the brightness and diffraction focus instead of fixing the diffraction focus and adjusting

brightness.
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III. RESULTS AND DISCUSSION

A. Evaluation of the calibration samples

1. Au nanoparticles

FIG. 1: X-ray diffraction pattern of the 10 nm diameter Au nanoparticle sample
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FIG. 2: (a)Reduced X-ray structure function, F (Q), of NIST standard Au nanoparticles calculated

from the integrated 2D XRD pattern in Figure 1. The resulting PDF, G(r), is shown as blue

symbols in (b). The best-fit PDF from an fcc structural model is plotted in red with a difference

curve offset below.

First we characterized the NIST standard 10 nm Au nanoparticles (RM8011) using the

xPDF technique to have a baseline reference for the ePDF analysis. These came suspended
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in solution. Attempts to perform X-ray diffraction (XRD) measurements on the as-received

solution in 1 mm Kapton capillaries did not produce a strong enough signal due to the low

particle density in the solution. Therefore, the as-received solution was centrifuged to trap

nanoparticles at the bottom of a vial. The solution at the top of the vial was carefully

removed from the tube leaving (1-2) ml at the bottom with the sedimented nanoparticles

which was filled into a 1 mm Kapton capillary for the XRD measurements. The 2D XRD

pattern from the concentrated solution is shown in Figure 1. This pattern indicates a very

good powder average. The reduced structure function F (Q) calculated from the integrated

1D diffraction pattern of Au is shown in Figure 2(a), which also indicates the good statistics

on the data up to Qmax = 20 Å−1. The resulting xPDF is shown in Figure 2(b) with a best-

fit PDF from the FCC Au structural model overlaid. The xPDF experimental resolution

function, Qdamp, was obtained in the usual way by modeling a bulk Ni standard xPDF and

this is fixed in subsequent modeling.

We found very good agreement between the experimental and calculated PDFs from the

Au nanoparticles. The lattice constant, particle size and atomic displacement parameter

(ADP) of the Au nanoparticles were obtained from the xPDF analysis, which will be used

as a reference for ePDF analysis using the same standard sample. A calibration file of

d-spacings of the Au nanoparticles was prepared to be used in Fit2D to obtain the exact

camera length used in the ePDF measurement. The calculated d-spacings of Au that were

used in the Fit2D calibration file are given in Table I.

TABLE I: The Miller Indices (h,k,l) and the corresponding lattice d-spacings of Au obtained from

the xPDF analysis of the sample.

Miller Indices hkl Lattice spacing d (Å)

111 2.3534

200 2.0381

220 1.4411

311 1.2290

222 1.1767

Attempts to make an ePDF calibration sample by placing a drop of the as-received

solution on a TEM grid failed, again due to the low nanoparticle density. However, the TEM
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specimen prepared by centrifuging the as-received solution in a vial with a TEM grid placed

at the bottom gave a very good signal producing the 2D electron diffraction pattern shown

in Figure 3(a). This electron diffraction pattern shows a good powder average indicating

a uniform 3D distribution of nanoparticles on the TEM grid. The TEM images shown in

Figure 3(b) and (c) indicate a uniform distribution of particle size and shape.

(a) (b)

(c)

FIG. 3: (a)A typical electron diffraction pattern of the 10 nm diameter Au nanoparticle sample.

Panel (b) and (c) shows the TEM image at low and high magnification, respectively.
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FIG. 4: (a) Reduced electron structure function, F (Q), of NIST standard Au nanoparticles calcu-

lated from the integrated 2D ED pattern in Figure 3. The resulting PDF, G(r), is shown as blue

symbols in (b). The best-fit PDF from an fcc structural model is plotted in red with a difference

curve offset below.

The reduced electron structure function F (Q), calculated from the integrated 1D electron
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diffraction pattern of Au given in Figure 4(a), shows data with very good statistics up to

Qmax = 20 Å−1. The resulting PDF is shown using blue symbols in Figure 4(b). Plotted on

top is the ePDF calculated from the structural model for FCC Au. The agreement is very

good. The ePDF refinement results are compared with the xPDF results in Table II.

TABLE II: Comparison of refined parameters of Au obtained from xPDF and ePDF modeling.

The structure model is the fcc bulk Au structure, space group Fm3̄m. Qdamp, obtained from the

Ni calibration sample, was fixed during the modeling for xPDF. The particle size, refined from the

xPDF modeling, was kept constant during the ePDF modeling. The description of fit parameters

is listed in the footnote.

Au xPDF ePDF

a (Å) 4.076 4.076

UAu (Å2)a 0.099 0.011

Qdamp (Å−1)b 0.043f 0.095

δ2 (Å2)c 3.87 5.71

Qbroad (Å−1)d 0.057 0.039

spdiameter (Å)e 100.6 100.6f

Rw(%) 9 18

aatomic displacement parameter(ADP)
binstrument resolution parameter
cpeak sharpening parameter
dpeak broadening parameter
eparticle size
ffixed to the xPDF value during the refinement

The good agreement between the lattice parameters obtained from the xPDF and ePDF

analysis is expected since we used the d-spacings obtained from the xPDF measurement to

calibrate the camera length. However, there is also good agreement for the ADPs indicating

minimal multiple scattering effects in this sample27.

Using Qdamp obtained from the Ni calibration sample, we obtained a particle size of

10.06 nm from the xPDF measurement, in good agreement with the nominal size of 10 nm

reported by NIST.

In general, the PDF signal damps at high-r due to two factors, the experimental Q-
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space resolution and the average particle size in a nanoparticle sample18. In X-ray and

neutron PDF studies, the bulk standard sample measurement used to obtain the sample-

to-detector distance can also be used to determine the instrument resolution function in

the PDF analysis, Qdamp, by assuming an infinite particle size for the crystalline calibrant.

However, it is not possible to use a bulk sample as the calibration standard in ePDF studies

due to the enhanced multiple scattering signal. In this situation, an electron diffraction

pattern from a standard nanomaterial (with a known particle size) is a better choice to

calibrate the camera length and the PDF instrument resolution function, Qdamp. Here we

fully characterized the NIST standard 10 nm Au nanoparticles using xPDF, and these values

were used to calibrate the camera length and Qdamp in ePDF experiments where the same

sample was used as a calibrant. These values are presented in Table II in the xPDF column.

The procedure to follow is to measure the NIST-standard Au nanoparticle sample in the

TEM and do the camera length calibration. Then, during ePDF modeling, fix spdiameter

to 100.6 Å, the number refined from the xPDF analysis, but allow Qdamp to vary. The

refined value of Qdamp should then be fixed and used in subsequent refinements on ePDFs

of the real samples. The parameter spdiameter can then be allowed to vary and should

give an accurate determination of the particle size (or, more accurately, size of the coherent

structural domain18) in the sample.

2. Evaporated Aluminum

Another convenient specimen for TEM camera-length calibration is an evaporated alu-

minum film deposited on G400, 400 square mesh copper Gilder grid, from Ted Pella, Inc.

A list of principal lattice spacings necessary to make a software calibration file is provided

with the sample by the manufacturer and reproduced for completeness in Table III).

To investigate whether the commercial Al films are accurate calibrants for camera length

calibration, three Al-film samples were tested. The TEM camera length was first calibrated

using the NIST-standard Au sample following Protocol 1, which was then removed. Three

Al film samples, from the same order received from the manufacturer, were subsequently

measured one by one using the same protocol. It was noted that the electron diffraction

patterns of the Al films were very spotty when the similar beam size (∼ 2 µm) was used

for the NIST Au nanoparticle sample. Therefore, 30 electron diffraction patterns recorded
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TABLE III: Miller Indices (h, k, l) and corresponding lattice d-spacings of evaporated aluminum

film. The average lattice parameter is 4.0494 Å

Miller Indices hkl Lattice spacing d (Å)

111 2.3380

200 2.0240

220 1.4310

311 1.2210

222 1.1690

from different areas were averaged to obtain a better powder average. The averaged electron

diffraction pattern is shown in Figure 5(a), and the TEM image at low and high magnification

is shown in (b) and (c), respectively. The camera length was refined to be 79.61 mm for the

(a)

(c)

(b)

FIG. 5: (a) An averaged electron diffraction pattern from 30 different areas of the evaporated

aluminum film to have better sampling in orientation. Panels (b) and (c) shows the TEM image

of the film at low and high magnification, respectively

Au nanoparticle sample, while the three evaporated Al samples gave 79.15 mm, 78.74 mm

and 79.48 mm, respectively. We therefore found a significant variability in the camera length

obtained from different Al-films. The evaporated Al samples are inexpensive and convenient

to use, but appear to be giving camera lengths with an accuracy no better than the 1 %
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level. If higher accuracy than this is needed, then the particular Al film used should itself be

calibrated, or NIST-standard Au should be used. A further drawback of using the Al films

as an ePDF calibration sample for more accurate PDF modeling is that the particle size is

not known and therefore we cannot get a reliable value for Qdamp. For the most accurate

work we recommend use of the NIST standard nanoparticle Au sample as a calibrant.

B. Evaluation of data collection protocols

FIG. 6: Representative 2D image of the X-ray diffraction pattern from the SnO2 nanoparticle

specimen.

Here we compare the results obtained using different data collection protocols described

in Sec. II A. A commercial SnO2 nanoparticle sample (Nano-Oxides, Inc, catalog number:

18-025) was used for this purpose. This sample was first characterized by using the xPDF

technique to have a reference in the ePDF study. The 2D X-ray diffraction pattern from

the SnO2 nanoparticle sample is shown in Figure 6. The rings are smooth indicating a good

powder average, and broad suggesting a nanocrystalline sample. The resulting F (Q) and

G(r) are shown in Figure 7, (a) and (b) respectively. The xPDF from the best-fit model is

plotted in red over the data with a difference curve offset below. The agreement is acceptable

for a nanocrystalline sample.

Material from the same sample was then studied using electron diffraction. The 2D
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FIG. 7: (a) Reduced X-ray structure function, F (Q), from the SnO2 NP sample calculated from

the integrated 2D XRD pattern in Figure 6(a). The resulting PDF, G(r), is shown as blue symbols

in (b). The best-fit PDF from a structural model is plotted in red with a difference curve offset

below.

(a)

(c)

(b)

FIG. 8: (a) A typical electron diffraction pattern of the SnO2 nanoparticle specimen. Panels (b)

and (c) shows the TEM image of the SnO2 sample at low and high magnification, respectively

electron diffraction pattern and real-space TEM images from the SnO2 nanoparticle sample

are shown in Figure 8. The 2D electron diffraction pattern is smooth, indicating a good

powder average while the images indicate a uniform particle size and shape distribution.

The resulting F (Q) and ePDF is shown in Figure 9(a) and (b), respectively, again with

the best-fit PDF from the structural modeling plotted over the top of ePDF. The similarity

to the xPDF in Fig. 7 and the good agreement of the structural models indicate the good
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FIG. 9: (a)Reduced electron structure function, F (Q), from the SnO2 nanoparticle sample calcu-

lated from the integrated 2D electron diffraction pattern in Figure 8(a). The resulting PDF, G(r),

is shown as blue symbols in (b). The best-fit PDF from a structural model is plotted in red with

a difference curve offset below.

quality of the ePDF data.

The values of refined parameters from fits to the xPDF as well as ePDFs obtained with

different protocols is reproduced in Table IV. For both xPDF and ePDF modeling, the

instrument resolution parameter, Qdamp, was fixed to the value refined from the calibration

sample, respectively. For a more clear comparison of lattice parameters between the ePDF

and xPDF results, the differences with respect to the xPDF-refined values are shown as a

percentage for different protocols of ePDF, respectively. Protocol 1-3 gave deviations within

0.4% and 1.3% from the xPDF values for lattice parameter a and c, respectively, while

differences of 1.0% and 2.6% were found for a and c, respectively, in Protocol 4. Overall,

protocol 4 resulted in bigger differences from the xPDF reference than other protocols.

The only difference between Protocol 1 and 2 is the illumination condition with parallel

illumination in Protocol 1 and non-parallel illumination in Protocol 2. Therefore, once the

camera length is calibrated in the same condition, non-parallel beam illumination should still

lead to correct results. Moreover, as tested in Protocol 2, with all other conditions fixed,

a slightly convergent beam could improve the signal statistics at high Q to some extent,

since a convergent beam leads to a larger electron beam current when an SAA is used.

Protocol 3 also gave similar results with Protocol 1 and 2, which indicates that deviation

in sample height at least up to 100 µm has little or no impact on quantification of electron

diffraction in the our test circumstance. However, this condition led to large distortion of
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real-space images, affecting correct estimation on size and shape of nanoparticles, which

is not recommended. Protocol 4 simulates the wrong operation that diffraction focus is

adjusted to focus diffraction spots or rings after the real specimen is loaded. Our settings

gave a change of 1.6 % in camera length, which resulted in a larger deviation in lattice

parameters from the xPDF reference in Protocol 4. This deviation is directly correlated with

the change in camera length. Therefore, change in diffraction focus during TEM operation

should be strictly avoided.

Multiple electron scattering can give rise to complications of quantifying electron diffrac-

tion patterns, especially when the sample is thick and oriented on its zone axis. In ePDF ex-

periments, this multiple scattering effect is expected to be reduced due to the small nanopar-

ticle size and randomly distributed orientations. However, to fully understand the impact of

multiple scattering on randomly oriented nanoparticle samples, further experimental studies

together with theoretical simulation will be conducted in the future.

IV. CONCLUSIONS

To quantify ePDF measurements, the NIST-standard Au nanoparticle sample is recom-

mended over the commercial Al-film sample, because the Au sample provides more reliable

calibration of camera length and the uniform size distribution of the Au nanoparticles can be

used to determine the instrument resolution, Qdamp, in TEM. Four ePDF protocols, includ-

ing common/possible operational mistakes, were tested by comparing the refined parameters

of the SnO2 nanoparticle sample in ePDF with the xPDF results. Protocol 1 and 2 with

parallel and slightly convergent illumination, respectively, showed accuracy within 0.4 %

and 1.3 % for determining lattice parameter a and c, respectively. Protocol 3 with incorrect

sample height also led to very similar results as in protocol 1 and 2. However, real-space

images were significantly distorted, which made estimation on nanoparticle size and shape

difficult. Hence, Protocol 3 is not recommended. Diffraction focus was adjusted in Protocol

4 after the Au calibration diffraction was recorded, which directly led to a change in camera

length and should be strictly avoided. Overall, Protocol 1 and 2 are recommended.
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TABLE IV: Refined parameters from the modeling of the SnO2 PDF data. The columns contain

results from xPDF data and from ePDF data collected with the different protocols described in

Sec. II A. The structural model is the bulk SnO2, space group P42/mnm. Sn is on position

(0,0,0). Oxygen positions (x(O),y(O),0), with x(O) = y(O) from symetry, were refined during the

modeling. Qdamp was fixed during the modeling for xPDF and ePDF. In the ePDF columns, the

percentages in the brackets next to lattice parameters are the differences with respect to the values

obtained from xPDF modeling.

SnO2 xPDF protocol 1 protocol 2 protocol 3 protocol 4

a (Å) 4.751 4.75(0 %) 4.73(-0.4 %) 4.76(0.2 %) 4.80(1.0 %)

c (Å) 3.187 3.23(1.3 %) 3.21(0.7 %) 3.23(1.3 %) 3.27(2.6 %)

x(O) 0.3004 0.2970 0.2953 0.2956 0.2960

USn (Å2) 0.003 0.001 0.001 0.003 0.001

UO (Å2) 0.03 0.01 0.01 0.02 0.01

Qdamp (Å−1) 0.043a 0.095a 0.095a 0.095a 0.095a

δ2 (Å2) 3.4 5 5 5 6

Qbroad (Å−1) 0.14 0.4 0.5 0.2 0.5

spdiameter (Å) 21 22 24 25 25

Rw (%) 18 24 25 25 26

afixed during the refinement
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