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ABSTRACT: Fully depleted, thick CCDs with extended infra-red response have become the sen-
sor of choice for modern sky surveys. However, the charge transport effects in the silicon and
associated astrometric distortions could make mapping between the sky coordinates and sensor
coordinates non-trivial, and limit the ultimate precision achievable with these sensors. Two new
characterization techniques for the CCDs, which both could probe these issues, are discussed: x-ray
flat fielding and imaging of pinhole arrays.
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1 Characterization of LSST sensors

The LSST Camera focal plane will consist of 21 Science Rafts and 4 Corner Rafts. The Science
Rafts will have 9 CCDs in a 3 x 3 sensor arrangement and will be controlled and read out with three
boards of custom electronics located behind the CCDs and connected to them with short flexible
cables. Each CCD will have about 16 million 10 x 10 um? pixels and will be 100 um thick. The
CCD sensor is subdivided in to 16 sections, 8 in the top half and 8 in the bottom half, for fast
readout. For more detail on the LSST CCDs, see the reference [1].

Sensors will undergo careful acceptance tests before integration into the rafts and are expected
to meet stringent LSST specifications. Additional techniques have been under development, which
would be sensitive to astrometric biases and pixel size variations, an important topic of this work-
shop, and other subtle sensor anomalies, which may affect the science. Two of these techniques:
x-ray flat fielding and illumination through arrays of pinholes are discussed below. All measure-
ments presented in this manuscript are based on the recent BNL data.

2 X-ray flat fielding

Iron-55 x-rays are widely used for the characterization of CCDs. The x-rays penetrate into the
silicon an average depth of 30 microns to produce compact, submicron size clouds of about 1600
electrons (for Ko line at —100°C). After conversion the electron cloud drifts in depleted silicon
towards the CCD gates, diffusing in the process. X-rays from two monochromatic lines, Ko and
Kp correspondingly at 5.9 and 6.5keV, are routinely used for gain calibration [2] and could be
also used for diffusion measurements [3]. The registered hit shape is intrinsically symmetric so
any deviation from the circular shape could be used to probe the lateral electric fields in the fully
depleted CCD, for example, near the sensor edges or due to the tree-ring effect.

The goal of this study was to observe these distortions and hence validate this technique as
a possible probe of astrometric biases in the CCDs. It is worth mentioning that since the x-rays



penetrate the silicon a considerable distance they are not sensitive to the surface. Therefore, one
can hope to extract genuine astrometric bias due to the lateral electric field (or pixel size variation)
and to decouple it from the photometric contribution, which is mostly due to the quantum efficiency
variation on the surface. It is straightforward to accumulate large statistics of x-rays, in the limit
probing each pixel many times, so in analogy to the traditional flat fielding of sensors (illumination
with a uniform flux of light) we call this technique the x-ray flat fielding.

2.1 Footprints of x-rays and shape fitting

A typical x-ray exposure is shown in figure 1 together with found x-ray “footprints”. Sometimes
x-ray hits are blended when more than one x-ray hit is included in to a single footprint. These
cases are easily recognized by double energy deposition. Note that typically a footprint has only
a handful of pixels with significant signal. The reason is that the LSST pixel size is 10 x 10 gm?
while the typical spread due to the diffusion is 3—4 um. The small number of pixels in the footprint
causes a problem of undersampled PSF (point spread function) and results, for certain footprint
configurations, in biases in the fit parameters as discussed in detail in section 2.3.

LSST Data Management software [4] has been used for the x-ray finding and background
subtraction with a typical requirement of two adjacent pixels above a threshold, which was chosen
to be 5 times greater than the pixel noise. After this the footprint was “grown” by two pixels in all
directions from the pixels above the threshold to include neighboring pixels and to allow for better

baseline determination.

Figure 1. Typical x-ray exposure with found footprints.

The shape of each x-ray hit was determined by a 2D Gaussian fit with six free parameters: total
flux, two centroid coordinates xp and yg, sigma and two shears g; and g,; adopting the algorithm
and notations used for a weak lensing analysis in [5]. The algorithm has the capability to subdivide
pixels into multiple bins, evaluating the fit function in the centre of each bin. This effectively
integrates the function over the pixel if the number of bins is large enough. In our case 16x16



bins per single pixel have been used. This approach removes some of the undersampling bias but
one needs to be careful anyway since at least six pixel values measured with enough precision are
needed to extract the six parameters of the fit function, see section 2.3 for more discussion. It
is worth mentioning also that fitting of stars and galaxies in LSST will not be affected since the
overall PSF will be larger due to additional contributions from optics and atmosphere.

Ten million footprints have been reconstructed for the 16 million pixels of a sensor with about
7 million footprints used for the subsequent analysis after fit failures and blended hits have been
removed and good fit errors selected. Figure 2 shows the (x,y) occupancy map for sensor #112-04.
This preproduction sensor has a know charge transfer efficiency (CTE) issue in one of the sections,
which is apparent in the map. The x-ray source was positioned above the sensor so the occupancy
distribution has a bell shape caused by the geometry.
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Figure 2. Occupancy map for the sensor 112-04.

Figure 3 shows distribution of measured flux, in electrons, for reconstructed > Fe x-rays using
the above procedure. The data from all 16 CCD amplifiers was gain corrected and background
subtracted resulting in good separation of Ka and Kf peaks, and providing excellent calibration.

Distribution of the PSF size (sigma, in pixels) shown in figure 4 is skewed due to varying
conversion depth of the x-rays. Some of them convert near the entrance window so the correspond-
ing photoelectrons drift and diffuse the full sensor thickness, 100 um, before reaching the gates,
while some of them convert near the gates with minimal diffusion. The distribution therefore is a
convolution of the exponentially falling probability to convert at certain distance from the entrance
window with the diffusion corresponding to the distance from the conversion point to the gates.
This information can be used for the diffusion measurement in CCDs as described in [3].
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Figure 3. Distribution of measured flux, in electrons, for reconstructed S5Fe X-rays.
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Figure 4. Distribution of the PSF size (sigma, in pixels) in the fit.

The fit parameters responsible for distortion from the circular shape are two components of
the shear, g; and g>. The weak lensing definition of g; and g, has been used:

a—b
a+b’

g1 = tan(26):g2/g1.

In the above, a and b are the major and minor axes of the ellipse and angle 8 defines the ellipse
orientation. The g shear component is responsible for elongation along the x and y axes while the
g» component is responsible for the elongation along the £45 degree directions. Figure 5 shows
the two-dimensional distribution of g; and g,. The distribution is peaked at zero as expected corre-
sponding to a symmetric shape. The distribution width is determined mostly by the fit uncertainties.
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Figure 5. Two-dimensional distribution of g; (horizontal axis) and g, (vertical axis) components of shear.

2.2 Edge roll-off and midline distortion effects in x-rays

One of the most prominent manifestations of the lateral field effects in thick, fully depleted CCDs
is at the sensor edge. The guard-ring, which runs along the outer perimeter of the sensor plays
an important role in protecting the sensitive region from parasitic surface currents but at the same
time distorts the regular structure of the field lines, causing photoelectrons to deflect out of the
sensitive volume towards the guardring. This causes elongation of the reconstructed shape towards
the sensor edge.

This effect has been observed in the x-ray flat fields as illustrated in figure 6. The figure shows
the shear g near the sensor edge for x (along the row direction) and y (along the column direction)
coordinates near the corresponding edges. The shear was averaged over all columns for a particular
row for the left graph and similarly over all rows for a particular column for the right graph. Error
bars of the points represent RMS of the corresponding distributions. About 10 edge pixels are
affected both in row and column directions, in agreement with previous measurements of the edge
roll-off effect in LSST sensors using different techniques [6]. Negative values of g; in the left
graph correspond to elongation along the x-axis, while the positive values of g; near the edge in
the right graph correspond to elongation along the y-axis, all as expected. The g, shear does not
deviate from zero near the edge, confirming that there are no 45 degree components in the ellipse
orientation.

Another important effect of pixel size variation occurs near the anti-bloom implant between the
top and bottom halves of the sensor. The p-type implant changes the configuration of electric field
in the vicinity of the midline. This could also be aggravated by the real pixel size change due to the
modified pixel geometry in this area to accommodate the implant. This effect causes “wobbling”
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Figure 6. Left graph: shear g; near the sensor edge for x coordinate (along the row direction). Right graph:
shear g; near the sensor edge for y coordinate (along the column direction).

of ellipticity near the pixel #2002, as demonstrated in figure 7. The shape first becomes elongated
along the row direction, then along the column direction and then again along the row direction.
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Figure 7. Shear g| near the sensor midline.

The edge and midline effects were also observed in the sigma (PSF size) distribution. As far
as we know this was the first detection of these effects using x-rays.



2.3 Dependence on the intra-pixel hit position

X-ray centroids can be reconstructed with good precision, about 0.1 micron, which is considerably
smaller than the pixel size, 10 micron. This information can be used to map the reconstructed fit
parameters as function of the hit position within pixel. For example, the fraction of the total charge
collected in the central pixel as a function of the hit position is shown in figure 8. If the conversion
happens exactly in the pixel center then about 70% of the charge is registered in the central pixel
with the rest distributed among the immediate neighbors. If the conversion happens on the border
between two pixels at the same distance to the closest pixel corners then these two pixels collect
40% of the charge each. Lastly, when an x-ray converts in the very pixel corner the charge is split
equally between all four adjacent pixels, each receiving 25%.

Figure 8. Fraction of the total charge collected in the central pixel as a function of the hit position.

Shear g1 and g as a function of the hit position are shown correspondingly in the left and
right graphs of figure 9. One can see a considerable bias in g1, up to 5%, in the distribution caused
by small number of pixels with significant charge deposition when the hit occurs near the pixel
boundary as the charge is mostly shared between two pixels. In this case the reconstructed shape
is elongated either along the columns (negative values of g1) or along the rows (positive values
of g1). The distribution of g, also has a bias when an x-ray hits the pixel off-center such that the
charge is mostly shared between three pixels arranged in a configuration angled at 90 degrees. In
this case the reconstructed shape tends to have bias along the 45 degree orientation. Note that the
g» bias is considerably smaller than the g; bias.

It should be stressed that the shear averaged over the whole pixel is zero to a good precision.
This means that, despite of the above bias, the reconstructed shear can be used to study the lateral
field effects as described above in section 2.2 since in this case the data in each point was averaged
over many thousands of hits and pixels.



0.9 04 0.9
0.8 0.8
0.7 .02 0.7
0.6 B 0.6
0.5 0.5
0.4 0.4 mml
| |
0.3 0.0 0.3 J
|
02 0.2
0.1 0.04 0.1 0.01
o Y N I S A B W W W J
o o1 02 03 04 05 06 07 08 09 1 o o1 02 03 04 05 06 07 08 09 1

Figure 9. Shear g; (left graph) and g; (right graph) as a function of the hit position.

3 Characterization of CCDs using a grid of pinholes

Another technique used to probe the lateral field effects employed a regular grid of pinholes etched
in 150 nm thick chromium deposited on silica [7]. In total, the plate had 46,656 pinholes with
3.6 um diameter and 200 um spacing. Figure 10 shows an SEM photograph of one hole.

Figure 10. SEM photograph of one hole.

The plate was installed in front of the CCD using simple projecting optics with /1.2 and small
demagnification factor of 1.2. Figure 11 shows a raw ds9 [8] image of the pinholes.

The pinhole images were processed using the same procedure as for the > Fe x-rays described
in the previous section. Compared to the x-rays the pinhole images had a larger PSF (sigma) of
6—7 um so the undersamplig problem and corresponding biases in the shape reconstruction were
not visible. Figure 12 shows an (x,y) map of the reconstructed PSF size (in pixels) for a sensor
segment. One can see a region of uniform PSF and also some peripheral distortions in the bottom
right corner due to the optics. A uniform region was selected for further analysis to determine
distances between the pinholes.

Figure 13 shows the distribution of distances (in pixels) between the neighboring holes along
the row (left graph) and along the column (right graph) directions. The distributions are narrow



Figure 11. Raw image of the pinholes. The distance between pinholes is about 168 micron.
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Figure 12. Map of the PSF size (sigma, in pixels) for a sensor segment.
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Figure 13. Distribution of distances between the neighboring holes along the row (left graph) and column
(right graph) directions [in pixels].

with RMS smaller than 0.025 pixels or 0.25 um. The reconstructed pitch is equal to 16.76 pixels
or 167.6 um and is the same in both directions.



Finally, figure 14 shows the distance between neighboring pinholes (in pixels) as a function of
the row number for a sensor segment. The distances were averaged over all pinholes corresponding
to a particular column with error bars corresponding to RMS of the distribution. The distance can be
viewed a “standard stick” to probe local astrometric and shape distortions due to the sensor effects
and the graph shows good uniformity and precision compatible with 0.25 um RMS demonstrated
in figure 13.
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Figure 14. Distance between pinholes (in pixels) as a function of the row number for a sensor segment.

Further analysis showed that there is a longer-range (100’s of pixels) variation of the measured
distance of the order of 1 um. Most likely this variation is caused by the optics because an indepen-
dent metrology of the pinhole plate using OGP [9] confirmed regularity of the grid to be better than
0.5 um. We therefore can conclude that this technique has potential to achieve submicron sensitiv-
ity and is a good candidate to study astrometric and shape biases in fully depleted CCD sensors.
Work is in progress to apply this technique to the edge roll-off, midline and tree ring effects, such
as reported in [10]. We also note that a similar approach was presented in another contribution to
the workshop [11].

4 Conclusions

Achieving the precision dictated by the LSST science specifications will not be an easy task and
the understanding of astrometry and photometry due to the CCD sensors will be one of the most
important parts of this endeavor. In this manuscript we described the first results for two new
techniques to probe astrometric and shape distortions due to the sensor: x-ray flat fielding and
emulating star fields by illuminating through arrays of pinholes. The x-ray flat fielding is not
sensitive to the surface so could help to disentangle photometric and astrometric (or pixel size)
effects in the sensor. Regular grids of pinholes offer a simple way to study the distortions over the
whole sensor area. Both techniques have been validated using known sensor anomalies and could
be especially important for weak lensing applications.
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