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Temporal phase unwrapping algorithms for fringe projection profilometry: A comparative review

Chao Zuo, Lei Huang, Minliang Zhang, Qian Chen, and Anand Asundi

Abstract

In fringe projection profilometry (FPP), temporal phase unwrapping is an essential procedure to recover an unambiguous absolute phase even in the presence of large discontinuities or spatially isolated surfaces. So far, there are typically three groups of temporal phase unwrapping algorithms proposed in the literature: multi-frequency (hierarchical) approach, multi-wavelength (heterodyne) approach, and number-theoretical approach. In this paper, the three methods are investigated and compared in details by analytical, numerical, and experimental means. The basic principles and recent developments of the three kind of algorithms are firstly reviewed. Then, the reliability of different phase unwrapping algorithms is compared based on a rigorous stochastic noise model. Furthermore, this noise model is used to predict the optimum fringe period for each unwrapping approach, which is a key factor governing the phase measurement accuracy in FPP. Simulations and experimental results verified the correctness and validity of the proposed noise model as well as the prediction scheme. The results show that the multi-frequency temporal phase unwrapping provides the best unwrapping reliability, while the multi-wavelength approach is the most susceptible to noise-induced unwrapping errors.
1. Introduction

High-speed, high-accuracy, and non-contact three dimensional (3D) shape measurement has been an extensively studied research area due to the diversity of potential application which extends to a variety of fields including but not limited to mechanical engineering, industrial monitoring, computer vision, virtual reality, biomedicine and other industrial applications [1, 2]. Among others, fringe projection profilometry (FPP) approaches have proven to be one of the most promising techniques [3–7]. In practice, the simplest FPP system is composed of one camera, one projector, and a processing unit (computer). Controlled by the computer, a series of well-designed fringe patterns are projected onto a target object. The camera captures the corresponding deformed fringe patterns, which contain phase information of the projected patterns. The computer then performs decoding algorithm to extract phase information from the deformed fringe patterns, and maps it to real world 3D coordinates of the object through triangulation [4, 8–11].

Many fringe projection techniques have been proposed to measure the surface shape of an object using phase information, among which phase-shifting profilometry [12–15] and Fourier transform profilometry [5, 7, 16, 17] are the two main methods to get phases at present. However, each of these two techniques estimates the phase distribution by employing an arctangent calculation undertaken over the four quadrants of phasor space. The retrieved phase distribution corresponding to the object height is therefore wrapped to principal values ranging between $-\pi$ and $\pi$, and consequently, the phase discontinuities occur at the limits every time when the unknown true phase changes by $2\pi$. To correctly reconstruct the three-dimensional surface shape, the process of phase unwrapping must be carried out in order to remove the discontinuities from their principal values and to obtain an estimate of the true continuous phase.
Two-dimensional phase unwrapping is nowadays a mature field with immense amounts of literature on this subject. Not just limited to FPP, phase unwrapping has been adapted to many different applications and measurement modalities. Interferometry [21], synthetic aperture radar (SAR) [22], magnetic resonance imaging (MRI) [23], optical Doppler tomography [24], acoustic imaging [25], and X-ray crystallography [26] also require phase unwrapping to convert raw measurements into useful quantities. Several dozen algorithms have been proposed for two-dimensional phase unwrapping during past decades. In terms of the working domains, these algorithms can be classified into two principal groups: spatial phase unwrapping [18, 27, 29] and temporal phase unwrapping [20, 30, 34].

Spatial phase unwrapping is a natural and straightforward way to unwrap a wrapped phase map if phase continuity can be assumed. With different considerations, a number of spatial phase unwrapping methods have been investigated in variety, such as Goldstein’s method [18], quality-guided method [27], Flynns method [28], and minimum $L_p$-norm method [29]. There have been many reviews on the general subject of spatial phase unwrapping [19, 35, 36] as well as comparisons of different algorithms for particular applications [37–39]. Usually, only a single wrapped phase map is employed and the unwrapped phase of a subject pixel is derived according to the phase values within a local neighborhood about the pixel. However, such spatial phase unwrapping algorithms have one common limitation: they tend to fail in cases where a field of view contains discontinuous or isolated objects [33, 40].

Contrast to spatial approaches, temporal phase unwrapping methods have been proposed to unwrap the phase of a profile with large discontinuities and separations [20, 33, 40, 41]. As the name implies, this unwrapping process is not implemented in the spatial domain but in the temporal domain. The common idea is to employ more than one unwrapped phase maps or additional black and white coded patterns to provide extra information about the fringe orders. One advantage of using temporal phase unwrapping is being able to analyze
highly discontinuous objects, because each spatial pixel from the measured data is unwrapped independently from its neighbors \[33, 40\]. Another feature is that noisy pixels remain isolated and do not spread uncertainties to less noisy regions ruining the entire unwrapping process \[20\].

The Gray-code temporal phase unwrapping is perhaps the simplest approach to resolve the phase ambiguity \[41, 42\]. In this approach, fringe orders of the wrapped phase are encoded within a serial binary Gray-code patterns over time. Since \(N\) patterns can only code \(2^N\) fringe orders, the minimum number of additional binary patterns required is \(\text{INT} (\log_2 f) + 1\), where \(f\) is the total number of fringe orders within the full phase map and \(\text{INT}\) is the ‘integer part’ function \[43\]. Since the entire duration of data acquisition is significantly prolonged, this approach proves to be inefficient in some time-critical situations such as on-line inspection and real-time scanning requirement \[44\]. Furthermore, pattern edges blur caused by optical defocusing is also a source for additional errors \[45\]. It is common to see pixels incorrectly unwrapped at the partial boundary between adjacent Gray-coded image areas \[46, 47\].

An alternative group of temporal phase unwrapping methods is to unwrap the phase with the aid of additional wrapped phase map(s) differing in their fringe periods \[20, 30, 34\]. There are three typical methods falling in this group: multi-frequency (hierarchical) approach \[20, 30, 48-50\], multi-wavelength (heterodyne) approach \[31-33, 51-53\], and number-theoretical approach \[34, 54-57\]. All these methods effectively solve the phase ambiguity of surface discontinuities or spatially isolated objects, and greatly outperform the Gray-code approach in terms of pattern efficiency, unambiguous range, and unwrapping accuracy. Since the surface discontinuity is the rule rather than the exception in general objects, these temporal phase unwrapping algorithms have to be applied to almost all fringe projection profilometers, including most of commercial fringe projection 3D scanners. Furthermore, the inherent computational simplicity of these methods allows them to be easily implemented for real-time measurement of generally-shaped objects \[44, 58, 63\].

Despite these great improvements and extensive applications, the literature
survey conducted by the authors reveals one important but often overlooked issue in the temporal phase unwrapping for FPP: How to select a proper temporal phase unwrapping algorithm, or in other words, which algorithm is the best one among these three (multi-frequency approach, multi-wavelength approach, and number-theoretical approach). There are few published works concerning the comparison of temporal phase unwrapping algorithms despite their widespread applications. In fact, in many research of FPP, the choice of temporal phase unwrapping algorithms is rather empirical; and sometimes it becomes more a matter of personal preference than that of measurement solution type.

To this end, this paper provides a detailed comparison of the three most widely used temporal phase unwrapping algorithms. Before getting down to the main point of this paper, we must understand what factors make a good phase unwrapping algorithms. It is understandable that each algorithm should have its own advantages and disadvantages, and strictly speaking, the “best” algorithm should be dependent on the specific kind of applications. For example, in FPP, if the application is not restricted by acquisition time and number of fringe, all those three approaches have proved to offer robust phase unwrapping solutions. While in interferometric optical testing, the multi-wavelength approach is apparently the most suitable choice due to its highest flexibility in selecting the wavelength. Nevertheless, in this work, we only limit to the study of FPP, with emphasis on high-speed or real-time measurement applications. In such context, it is always desirable that the phase unwrapping algorithm to be robust and less sensitive to sensor noise due to the very limited exposure time. Though computational efficiency, simplicity, memory use are also very important factors, in this work we only evaluate different phase unwrapping algorithms with two most important criterions: the unwrapping reliability and the level of fringe order errors. Besides, the analysis, simulations, and experimental results are only limited to the phase unwrapping from two sets of phase-shifting patterns (i.e. two-frequency or two-wavelength approaches). This is a reasonable choice for minimizing the total acquisition time and reducing the potential motion artifacts for measuring moving object. Moreover, the results
and related conclusions can be easily generalized to more dataset conditions (e.g. three-frequency or three-wavelength approaches).

The reminder of this paper is organized as follows: In Section 2, the basic principle of fringe projection profilometry and phase unwrapping is briefly introduced. Section 3 is devoted to reviewing the three phase unwrapping algorithms (multi-frequency approach, multi-wavelength approach, and number-theoretical approach) compared in this work. In Section 4, the performances of different algorithms are compared in detail based on a rigorous stochastic noise model. Simulations and experimental verifications are presented in Section 5 and Section 6, whereas Section 7 summarized the comparison results. Finally, conclusions are drawn in Section 8.

2. Principle of fringe projection profilometry and phase unwrapping

![Figure 1: Schematic diagram of a FPP setup. Point A is the pixel on the projected pattern, Point B is where it falls on the object surface, and point C is what the camera sees. The 3D geometry can be triangulated, if correspondence among A, B, and C can be established.](image)

As its nomination, the FPP technique is basically to project the fringe pattern(s)
onto target object and to capture the deformed fringe pattern(s) by using a digital camera. Typically, sinusoidal patterns are used for projection. The depth of the object surface is encoded in the phase of the distorted fringe, and can be further reconstructed through triangulation [8][11]. To ensure the triangulation is sensitive with phase values, fringe patterns should be properly generated with a phase orientation parallel to the baseline between optical centers of projector and camera, as illustrated in Fig. 1.

2.1. Wrapped phase extraction

In FPP, the fringe distortion is quantified by its phase distribution, which can be converted to the surface profile of the measured object. Many fringe analysis techniques have been proposed to extract the phase distribution from the distorted fringe(s), such as phase-shifting profilometry [12][15], Fourier-transform profilometry [5, 7][13][17], windowed Fourier-transform profilometry [69][65] and wavelet-transform profilometry [66][67]. Among these techniques, the phase-shifting profilometry provides highest measurement resolution and accuracy since it completely eliminates interferences from ambient light and surface reflectivity. In phase-shifting profilometry, multiple phase-shifted sinusoidal intensity-profile fringe patterns are projected sequentially onto an object surface. The distorted fringe distribution captured by the camera can be represented as:

\[
I_n(x, y) = A(x, y) + B(x, y) \cos[\phi(x, y) - 2\pi n/N]
\]  

where \(A(x, y)\) is the average intensity relating to the pattern brightness and background illumination, \(B(x, y)\) is the intensity modulation relating to the pattern contrast and surface reflectivity, \(n\) is phase-shift index and \(n = 0, 1, 2, ..., N-1\), and \(\phi(x, y)\) is the corresponding wrapped phase map which can be extracted by the following equation [12][69][69]:

\[
\phi(x, y) = \tan^{-1} \frac{\sum_{n=0}^{N-1} I_n(x, y) \sin(2\pi n/N)}{\sum_{n=0}^{N-1} I_n(x, y) \cos(2\pi n/N)}
\]

Since there are three unknowns \(A(x, y), B(x, y)\) and \(\phi(x, y)\) in Eq. (1), at least three images \(I_1(x, y), I_2(x, y), I_3(x, y)\) should be used to enable calculation of
The intensity cross-sections of $I_1(x, y)$, $I_2(x, y)$, and $I_3(x, y)$ are illustrated in Fig. 2(a), with a $2\pi/3$ phase shift between each two fringe patterns.

Figure 2: Example of three-step phase-shifting algorithm and phase unwrapping. (a) shows the intensity cross-sections of $I_1$, $I_2$, and $I_3$. (b) shows the relation between the wrapped phase $\phi(x, y)$ and the wrapped phase $\Phi(x, y)$.

### 2.2. Basic principle of phase unwrapping

Since the arctangent function only ranges from $-\pi$ to $\pi$, the phase value provided from Eq. (2) will have $2\pi$ phase discontinuities. To obtain a continuous phase distribution, phase unwrapping must be carried out. Figure 2(b) gives a simplified single dimensional example of the wrapping nature of the arctangent operation. The rudimentary phase unwrapping procedure is revealed as a process concerned with traversing through the wrapped phase vector sequentially in the $x$ direction and adding or subtracting integer multiples of $2\pi$. This results in an unwrapped phase map which is given by Eq. (3), and also shown in Fig. 2(b).

$$\Phi(x, y) = \phi(x, y) + 2\pi k(x, y)$$

where $\phi(x, y)$ is the unwrapped phase, $\Phi(x, y)$ is the unwrapped phase obtained from Eq. (3), and $k(x, y)$ is the integer number to represent fringe orders. The
key to a phase unwrapping algorithm is quickly and correctly finding $k(x, y)$ for each pixel in the phase map. While in the theoretical sense this process is simple and straightforward, practical phase contain additive noise and other discontinuities which may impede the phase unwrapping process. For example, as illustrated in Fig. 3, the inherent depth ambiguities in FPP represents a major obstacle for spatial phase unwrapping. Since the spatial phase unwrapping methods are based on the phase information of spatial neighboring pixels, it cannot determine the fringe order in the captured image of two isolated surfaces [Fig. 3(a)] or surface discontinuity [Fig. 3(b)] by using only single phase distribution [33, 40, 55, 61]. Thus, to unwrap a more general phase map which may contain large discontinuities and separations, temporal phase unwrapping approaches have to be used to remove such depth ambiguities.

![Figure 3: Illustration of depth ambiguities. (a) Two isolated object: the fringe order of two pixels ($C_1$ and $C_2$) in the camera image cannot be unambiguously determined since are mapped from two points on two isolated object surfaces, respectively. (b) A object with surface discontinuity: the large height discontinuity results in missing order and continuity artifact from the camera view such that different fringe orders ($B$ and $B'$) appear as the same one in the captured image.](image-url)
3. Introduction to multi-frequency, multi-wavelength, and number-theoretical temporal phase unwrapping algorithms

In this section, we will briefly review the basic principle and recent advances of three different groups of temporal phase unwrapping algorithms, namely, the multi-frequency, multi-wavelength, and number-theoretical algorithms. This will be served as a background and preparation for the subsequent analysis and comparison.

The common idea of the three algorithms is to unwrap the phase with the aid of one (or more) additional wrapped phase map with different fringe periods. These two unwrapped phase maps are both retrieved from phase-shifting algorithm [Eq. (2)] [12–15] or other phase detection approaches [16, 17, 64, 66], ranging from $-\pi$ to $\pi$. In the following, the two wrapped phase maps are denoted as $\phi_l$ and $\phi_h$, with a fringe wavelength of $\lambda_l$ and $\lambda_h$, respectively ($\lambda_h < \lambda_l$; subscripts ‘h’ and ‘l’ denote ‘high frequency’ and ‘low frequency’, respectively). The continuous phase maps corresponding to $\phi_l$ and $\phi_h$ are denoted as $\Phi_l$ and $\Phi_h$, respectively. It is easy to prove that the two continuous phase maps should have the following relationship:

$$\Phi_h(x, y) = (\lambda_l / \lambda_h) \Phi_l(x, y) \tag{4}$$

3.1. Multi-frequency (hierarchical) temporal phase unwrapping

The multi-frequency temporal phase unwrapping was proposed first by Huntley and Saldner [20] in 1993, and later investigated and improved by others [30, 48, 50]. In this strategy, the fringe pattern with different fringe densities are projected, and the coarsest fringe pattern has only one fringe in all, of which the phase without any ‘wraps’ (because its values do not exceed the range of $[-\pi, \pi]$) is then used as fundamental information for further phase unwrapping. The other phase maps are unwrapped based on their previous unwrapped phase maps one by one according to the relation of their frequencies or fringe numbers. Since the phases are unwrapped from the coarsest layer to the finer ones, this sort method is also well known as ‘hierarchical’ unwrapping approach [54, 70, 71].
Several multi-frequency temporal phase unwrapping algorithms have been proposed to maximize the unwrapping accuracy and minimize the necessary amount of data \cite{20, 30, 48, 50, 72, 73}. According to the type of fringe sequence used, these algorithms can be further divided into several categories: linear sequence \cite{20}, exponential sequence \cite{72}, reversed exponential sequence \cite{73}, modified exponential sequence \cite{49}, generalized reversed exponential sequence \cite{48}, generalized exponential sequence \cite{50}, etc. Unfortunately, for most algorithms in order to achieve good 3D reconstruction accuracy, the total number of relative phase maps is typically fairly large (usually > 5 maps). In the applications where the measurement time needs to be shortened, the required number of maps can be actually reduced to 2, as demonstrated by Zhao et al. \cite{30}. Based on Eq. (4), the relations between the phase maps (\(\Phi_h\) or \(\Phi_l\)) and the wrapped phase maps (\(\phi_h\) or \(\phi_l\)) can be written as

\[
\begin{align*}
\Phi_h(x, y) &= \phi_h(x, y) + 2\pi k_h(x, y) \\
\Phi_l(x, y) &= \phi_l(x, y) + 2\pi k_l(x, y)
\end{align*}
\]

where the \(k_h\) and \(k_l\) are the respective integer fringe orders. In two-frequency temporal phase unwrapping, the low-resolution phase distribution \(\phi_l\) is retrieved by using a set of unit frequency patterns, and thus no phase unwrapping is
required for $\phi_l$, that is, $\Phi_l = \phi_l$. Then referring to Eqs. (4) and (5), the fringe order $k_h$ for each pixel can be determined easily:

$$k_h(x, y) = \text{Round} \left[ \frac{(\lambda_l/\lambda_h)\phi_l(x, y) - \phi_h(x, y)}{2\pi} \right]$$  \hspace{1cm} (6)

where $\text{Round}[\cdot]$ denotes to obtain the closest integer value. By this means the high frequency phase $\phi_h$ can be unwrapped, as illustrated in Fig. 4. Since total number of acquired images is greatly reduced, this two-frequency approach is also called reduced hierarchical approach \cite{74}. In general terms, the algorithm is consequently referred as multi-frequency phase unwrapping approach in the following comparisons.

3.2. Multi-wavelength (heterodyne) temporal phase unwrapping

The two-wavelength, or heterodyne approach is evolved from the coalescing of full field phase-shifting interferometry and two-wavelength holography around the early 1970’s \cite{31, 33, 51, 53}. Decades later, this technique has been introduced in FPP and shown to be useful in resolving phase discontinuities \cite{10, 54, 75, 76}. Such approach is to extend the unambiguous phase range to the synthetic wavelength at the beat frequency of two close frequencies. Since the coarse (reference) phase is generated from the wrapped difference of two phase functions, this sort of temporal phase unwrapping method is also termed as phase difference approach \cite{74}. The two-wavelength algorithm involves subtracting the phase measurements taken at each of the wavelengths,

$$\phi_{eq}(x, y) = \phi_h(x, y) - \phi_l(x, y)$$  \hspace{1cm} (7)

yielding the same result as if the measurement had been taken at an equivalent wavelength

$$\lambda_{eq} = \frac{\lambda_l \lambda_h}{\lambda_l - \lambda_h}$$  \hspace{1cm} (8)

where the $\lambda_{eq}$ is also called synthetic wavelength at beat frequency. If $\lambda_h < \lambda_l < 2\lambda_h$, we have $\lambda_h < \lambda_l < \lambda_{eq}$ \cite{77}. When $\lambda_h$ and $\lambda_l$ are properly chosen and spaced closely, the synthetic wavelength can be large enough so that the phase ambiguity can be removed. However, two-wavelength algorithm increases the
Figure 5: Illustration of two-wavelength temporal phase unwrapping ($\lambda_l = 250$ pixels, and $\lambda_h = 200$ pixels). The equivalent phase map is taken as the wrapped difference between the two unwrapped phase functions ($\lambda_{eq} = 1000$ pixels) (a). $\phi_{eq}$ is then used as a reference to unwrap $\phi_h$ (b).
unambiguous measurement range by sacrificing its signal to noise ratio (SNR). Therefore, the synthetic phase map $\phi_{eq}$ is usually only used as a reference phase to assist phase unwrapping [33, 54, 75]. The ratio of the synthetic wavelength to the smaller original wavelength defines a scaling factor that is applied to the phase at the beat frequency to determine fringe orders at the more sensitive wavelength:

$$k_h(x, y) = \text{Round} \left[ \frac{(\lambda_{eq}/\lambda_h)\phi_{eq}(x, y) - \phi_h(x, y)}{2\pi} \right]$$ (9)

The whole process of two-wavelength phase unwrapping is illustrated in Fig. 5. It should be noted that the two-wavelength temporal phase unwrapping method can be extended to three or even more wavelengths, which allows to further increase the equivalent wavelength. The unambiguous measurement range can be maximized based on an optimization criterion that leads to a geometric series of wavelengths [77, 78]. In general terms, the algorithm described above is consequently referred as multi-wavelength phase unwrapping approach in the following comparisons.

### 3.3. Number-theoretical temporal phase unwrapping

The final method included in this comparison is the so-called number-theoretical approach [34, 54–57, 79–83], which is based on the properties of relative prime numbers. The number-theoretical approach was originally introduced by Gushov and Solodkin [34] in 1991, who use at least two phase maps with fringe pattern frequencies that are proportional to the relative primes. This approach was later improved by Takeda et al. [55] and Towers et al. [57] to increase its robustness to phase errors. Another interesting improvement is proposed by Zhong et al. [56, 84] in 2001, who introduce a look-up-table (LUTs) for simple and speedy phase unwrapping with two phase maps. After that, similar LUT-based approaches were still being reinvestigated by several researchers until recently [79, 80, 82, 83].

The basic idea of the number-theoretical approach relies on the fact that for suitable chosen wavelength lengths $\lambda_l$ and $\lambda_h$, one can obtain a unique set of
pairs \((\phi_h, \phi_l)\) along the absolute phase axis. “Suitable” means that the pattern wavelength have to unconditionally be relative primes to produce any kind of usable output. When this is the case, a product of pattern wavelengths \(\lambda_l \lambda_h\) determines the range on the absolute phase axis within which we acquire the unique pairs for wrapped phase values. The idea behind this approach originates from number theory and the divisibility properties of integers [85]. For simplicity of explanation, we consider an example with \(\lambda_h = 3\) pixels and \(\lambda_l = 5\) pixels. Figure 6 shows changes of two wrapped phase maps along the absolute phase axis where the first wrapped phase map has \(\lambda_h = 3\) pixels and the second has \(\lambda_l = 5\) pixels. Therefore, the unambiguous range is 15 pixels. Careful observation reveals that each pair of wrapped phase values \((\phi_h, \phi_l)\) is unique, therefore the fringe orders of the two phase maps \(k_h\) and \(k_l\) can be determined by examining their wrapped phases.

Indeed, the number-theoretical method can also be applied even with sets of wavelengths which are not necessarily relative primes [80, 81]. More specifically, it correctly unwraps the phase up to the value in the absolute phase which equals to \(LCM(\lambda_l, \lambda_h)\). Here \(LCM()\) represents a function whose output is the least common multiple for input parameters, which is a minimal number divisible by the wavelengths used. It should be plain to see that in cases where wavelengths...
are prime numbers, then the LCM() function simply boils down to multiplication of the two wavelengths. To determine the two integers \((k_h, k_l)\) via the two unwrapped phase maps, we rewrite Eq. (4) as:

\[
f_h \Phi_l(x, y) = f_l \Phi_h(x, y) \quad (10)
\]

where \(f_h\) and \(f_l\) stands for the total number of fringes for their corresponding patterns within the unambiguous range:

\[
\begin{align*}
f_h &= \text{LCM}(\lambda_h, \lambda_l)/\lambda_h \\
f_l &= \text{LCM}(\lambda_h, \lambda_l)/\lambda_l
\end{align*}
\]

Combining Eqs. (10) and (5) yields:

\[
(f_h\phi_l - f_l\phi_h)/2\pi = k_hf_l - k-lfs
\]

Generally, the wavelength should be integers (in pixels), so the right hand side of Eq. (12) is an integer. Therefore, the left-hand side must also be the same integer. The value of the left-hand side can be used as an entry to determine the fringe order pair \((k_h, k_l)\) on the right hand side, as we illustrated in Fig. 7. When the unambiguous measurement range \(\text{LCM}(\lambda_l, \lambda_h)\) can cover the whole field of the projected pattern, this mapping should be unique. As suggested in

Figure 7: Illustration of number-theoretical temporal phase unwrapping \((\lambda_l = 500\) pixels, \(\lambda_h = 200\) pixels, \(\text{LCM}(\lambda_l, \lambda_h) = 1000\) pixels). The value \(\frac{5\phi_l - 2\phi_h}{2\pi}\) can be used to uniquely determine the fringe order pair \((k_h, k_l)\).
all these unique map pairs of \((k_h, k_l)\) can be pre-computed and the results can be stored in a look-up-table (LUT). When the two phase maps at a given position are obtained, we calculate their weighted difference \((f_h \phi_l - f_l \phi_h) / 2\pi\), round the value to the closest integer, and then use the pre-computed LUT to determine the fringe order pair \((k_h, k_l)\):

\[
(k_h, k_l) = \text{LUT} \left\{ \text{Round} \left[ \frac{f_h \phi_l - f_l \phi_h}{2\pi} \right] \right\}
\]

The content of the LUT used in the above equation is constructed according to Table 1. Once \((k_h, k_l)\) is obtained, the absolute phase can be obtained using Eq. (5). It should be also noted that when the total number of fringes of the low-frequency phase is chosen as one, the number-theoretical method then reduces to two-frequency temporal phase unwrapping. Thus, the number-theoretical method can also be viewed as a generalized version of two-frequency temporal phase unwrapping. In the following analysis, we only consider the case \(f_l \neq 1\) (which is true in general cases) to differentiate it from the previous two-frequency temporal phase unwrapping method.

### Table 1: The LUT of number-theoretical temporal phase unwrapping

<table>
<thead>
<tr>
<th>(\text{Round} \left[ \frac{f_h \phi_l - f_l \phi_h}{2\pi} \right])</th>
<th>(k_h = -2)</th>
<th>(k_h = -1)</th>
<th>(k_h = 0)</th>
<th>(k_h = 1)</th>
<th>(k_h = 2)</th>
<th>(\cdots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_l = -2)</td>
<td>(\cdots)</td>
<td>(-2f_l - 2f_h)</td>
<td>(-f_l - 2f_h)</td>
<td>(-2f_h)</td>
<td>(f_l - 2f_h)</td>
<td>(2f_l - 2f_h)</td>
</tr>
<tr>
<td>(k_l = -1)</td>
<td>(\cdots)</td>
<td>(-2f_l - f_h)</td>
<td>(-f_l - f_h)</td>
<td>(-f_h)</td>
<td>(f_l - f_h)</td>
<td>(2f_l - f_h)</td>
</tr>
<tr>
<td>(k_l = 0)</td>
<td>(\cdots)</td>
<td>(-2f_l)</td>
<td>(-f_l)</td>
<td>(0)</td>
<td>(f_l)</td>
<td>(2f_l)</td>
</tr>
<tr>
<td>(k_l = 1)</td>
<td>(\cdots)</td>
<td>(-2f_l + f_h)</td>
<td>(-f_l + f_h)</td>
<td>(f_h)</td>
<td>(f_l + f_h)</td>
<td>(2f_l + f_h)</td>
</tr>
<tr>
<td>(k_l = 2)</td>
<td>(\cdots)</td>
<td>(-2f_l + 2f_h)</td>
<td>(-f_l + 2f_h)</td>
<td>(2f_h)</td>
<td>(f_l + 2f_h)</td>
<td>(2f_l + 2f_h)</td>
</tr>
<tr>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
</tr>
</tbody>
</table>
4. Comparison of multi-frequency, multi-wavelength, and number-theoretical temporal phase unwrapping algorithms

In phase-shifting profilometry, there are four major causes of error have been recognized:

- The real phase shift is different from the nominal one, which is frequently referred as mis-calibration [68, 86, 87].
- The real pattern profile is not perfectly sinusoidal; that is, harmonics are present in the captured signal [6, 88].
- The measured object is not motionless during the acquisition process; that is, one point in the projected pattern sequence can map to different points on the object surface, which causes so-called motion artifacts [89, 90].
- The captured images suffer from sensor noise [91, 94].

Among these four aspects, the phase shift mis-calibration and non-sinusoidal error belong to systematic errors, which are relatively easy to tackle: The mis-calibration can be avoided by employing a digital phase shifter device, for example, the commonly used DLP or LCD video projectors; while the non-sinusoidal error can be eliminated through carefully calibration [6, 44] or post-capture compensation algorithms [88, 95, 96]. The motion artifacts and sensor noise, however, belong to random errors that are not easy to control. To reduce the motion artifacts, the most practical way is to use high-frame-rates hardware and minimizing the number of projected patterns [6, 14, 44, 60]. But by doing so, the sensitivity to noise is increased due to the very limited projection and camera exposure time. In the following analysis, only the sensor noise problem will be solely considered. The real phase shift is supposed to be perfect, the projected intensity signal is supposed to be a perfect sine, and the object is assumed to be static during the acquisition process.

In subsequent content of this section, the effect of noise on three different temporal phase unwrapping algorithms will be analyzed and compared. More
specifically, we will first review the noise model of phase-shifting profilometry, and explain how noise affects the phase measurement. This model is then extended to temporal phase unwrapping, which can be used to analyze and compare the unwrapping reliability of different algorithms in the presence of noise.

4.1. Noise model of phase-shifting profilometry

Looking specifically at the problem of sensor noise, many studies have been performed on understanding its effects on the phase reconstruction, and several noise models have been developed to quantitatively analyze the noise-induced phase error in phase-shifting algorithm [92, 97–100]. Though these models are derived based on different considerations from various angles, the final conclusions they arrived at are quite similar: the variance in the phase error depends primarily on the noise variance, intensity modulation \( B(x, y) \) in Eq. (1), and the fringe density. In this work, we adopt the noise model proposed by Li et al. [92] and assume a Gaussian distributed additive noise with a variance of \( \sigma^2 \). This assumption is valid for typical image sensor in which thermal or shot noise is the main noise type. The importance of the Gaussian distribution arises from the fact that many distributions can be approximated by the Gaussian one. Furthermore, a combination of noise sources of the same kind usually behaves like a Gaussian noise source (central limit theorem). When the sensor noise is small compared to the true intensity signal, its effect can be considered as a small perturbation on the measured phase, which leads to the following first-order approximation of the variance of phase error:

\[
\sigma^2_\phi = \sum_{n=0}^{N-1} \left( \left( \frac{\partial \phi}{\partial I_n} \right)^2 \sigma^2 \right)
\]  

Since both the phase-shifting and temporal phase unwrapping algorithms are operated on a single pixel basis, the coordinates notation \((x, y)\) will be removed from our equations henceforth. Substituting Eq. (2) into Eq. (14) and using
the properties of trigonometric functions, we obtain

$$\sigma_{\phi}^2 = \sum_{n=0}^{N-1} \left[ \left( -\frac{2}{NB} \sin \left( \frac{2\pi n}{N} \right) \right)^2 \right] = \frac{2}{N B^2}$$

Equations (14) and (15) suggests that the noise-induced phase error is also Gaussian distributed with a variance of $\sigma_{\phi}^2$, which is so-called the rule of Gaussian error propagation \[97, 101\]. Furthermore, if the phase is unwrapped, the phase unambiguous range can be extend from $2\pi$ to $2\pi f$, where $f$ is the total number of periods in the fringe pattern. In another words, when the final absolute phase is scaled into the same range $[-\pi, \pi)$, the phase error variance can be further reduced by a factor of $f^2$

$$\sigma_{\phi}^2(x, y) = \frac{2}{N f^2 B^2}$$

According to Eq. (16), typically there are three factors can be considered to suppress noise in the phase reconstruction \[92–94\]. The first one is to increase the number of phase-shifting steps $N$, which is obviously undesirable for high speed or real-time measurement applications. The second factor is to improve the ratio between the light strength of the projected patterns versus the noise variance (so-called pattern SNR). But for a fixed system, the projected pattern intensity strength is limited by the light source of the projector while sensor noise is inherent to the selected camera. The last factor is to use pattern(s) with denser fringes, i.e., increase $f$, which is the only practical way to reduce the phase error. However, using denser fringes means more phase ambiguities in the reconstruction process that need to be dealt with by means of phase unwrapping. Therefore, for a given system, where the measured object, measurement time, and number of fringe pattern are fixed, the phase measurement accuracy is only dependent on the total number of fringe periods, which is determined by the capability of phase unwrapping algorithm used.

4.2. Noise model of temporal phase unwrapping algorithms

It is plain to see that for all temporal phase unwrapping algorithms, the only difference lies in the approach to determine fringe orders at the more sensitive
wavelength. The final phase accuracy of the three methods will therefore be identical if a given wrapped phase map can be successfully unwrapped. Thus, the reliability of the unwrapping, that is, the probability of recovering the unwrapped phase successfully should be adopted for a fair comparison among these three approaches. Close inspection on Eqs. (6), (9), and (13) reveals that in all temporal phase unwrapping approaches mentioned above, the fringe orders are computed from a general weighted phase difference function:

$$k_h = \text{Round} \left[ \frac{\alpha \phi_l - \beta \phi_h}{2\pi} \right] = \text{Round} \left[ \frac{\Delta \phi}{2\pi} \right]$$  \hspace{1cm} (17)

with different coefficients

$$\begin{align*}
\alpha &= \frac{\lambda_l}{\lambda_h}; \beta = 1; \quad \text{for multi-frequency approach} \\
\alpha &= -\frac{\lambda_h}{\lambda_l}; \beta = -\frac{\lambda_l}{\lambda_h}; \quad \text{for multi-wavelength approach} \\
\alpha &= \frac{\text{LCM}(\lambda_l, \lambda_h)}{\lambda_h}; \beta = \frac{\text{LCM}(\lambda_l, \lambda_h)}{\lambda_l}; \quad \text{for number-theoretical approach}
\end{align*}$$  \hspace{1cm} (18)

Now we consider the situation that the two wrapped phases were both retrieved from $N$-step phase-shifting algorithm, and the captured images were corrupted by additive sensor noise with a variance of $\sigma^2$. According to Eq. (15), the phase error variance of the two wrapped phase maps should be identical (Note that using denser fringes does not reduce noise in the wrapped phase. Instead, it encodes the depth information of the object with a larger phase range. The noise reduction actually results from the phase range reduction when the phase is unwrapped and scaled by the total number of periods into unit frequency range $[-\pi, \pi]$). This point is essential in the follow analysis but often misunderstood or misapplied by researchers [56, 102].

$$\sigma^2_{\phi_h} = \sigma^2_{\phi_l} = \frac{2 \sigma^2}{N B^2}$$  \hspace{1cm} (19)

Then the variance of the weighted phase difference function $\Delta \phi$ in Eq. (17) can be calculated as:

$$\sigma^2_{\Delta \phi} = \alpha^2 \sigma^2_{\phi_l} + \beta^2 \sigma^2_{\phi_h} = \left(\alpha^2 + \beta^2\right) \frac{2 \sigma^2}{N B^2}$$  \hspace{1cm} (20)

Equation (20) suggests that the noise-induced phase error in the weighted phase difference function is also Gaussian distributed with a variance of $\sigma^2_{\Delta \phi}$. It can be
predicted that when $\sigma_{\Delta \phi}^2$ is small, the fringe order can still be correctly identified since the Round operation can effectively suppress the adverse influence of the phase error. However, when the phase noise is large enough so that the error in the weighted phase difference function $\Delta \phi$ exceeds $\pi$, then $k_h$ will deviate from its excepted value, resulting in a fringe order error. The success rate for phase unwrapping, denoted as $R$, can be quantified by standardizing the Gaussian distribution

$$R = P\left(\frac{\pi}{\sigma_{\Delta \phi}}\right)$$

where $P(x)$ is the cumulative distribution function of the standard Gaussian distribution

$$P(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-u^2/2} du$$

Most frequently, the three-sigma rule of thumb is used in the empirical sciences, which expresses a conventional heuristic that “nearly all” values are taken to lie within three standard deviations of the mean, that is, to treat 99.73% probability as “near certainty”. However, in FPP applications, we prefer to adopt a stricter limit at 4.5-sigma (99.9993% confidence): a 4.5$\sigma$ event corresponds to a chance of about 7 parts per million. For example, if the measurement is taken by a camera with 640×480 pixel resolution, phase unwrapping error is expected to occur only at 2 pixels over the whole image. Thus, the condition $4.5\sigma_{\Delta \phi} < \pi$ provides a good rule for predicting whether the phase unwrapping process can succeed or not.

4.3. Comparison of the success rate of temporal phase unwrapping algorithms

It is obvious from Eq. (21) that to compare the success rate for different phase unwrapping algorithm, we only need to compare their $\sigma_{\Delta \phi}^2$. But before doing this, it should be emphasized that the comparison should be made under identical conditions: First, as we mentioned before, the two wrapped phases were both retrieved from $N$-step phase-shifting algorithm. Second, the total number of periods in the high frequency phases (denoted as $f_h$) for different approaches should be the same, that is, $\lambda_h$ is identical for all approaches. Under such
circumstance, all three methods should generate identical measurement accuracy [Eq. (16)], if the phase unwrapping process is free from any unwrapping mistakes.

As we discussed in Section 3.1, for multi-frequency temporal phase unwrapping, to unwrap a phase map with \( f_h \) periods, the low-resolution phase distribution \( \phi_l(x, y) \) must be retrieved from a set of unit frequency patterns, that is, \( f_l = 1 \). Using the relation \( \lambda_l / \lambda_h = f_h / f_l \), we can derive the \( \sigma_{\Delta \phi}^2 \) of multi-frequency temporal phase unwrapping algorithm:

\[
\sigma_{\Delta \phi}^2 = (f_h^2 + 1) \frac{2 \sigma^2}{N B^2} \tag{23}
\]

Similarly, for multi-wavelength temporal phase unwrapping, to unwrap a phase map with \( f_h \) periods, the synthetic wavelength should be at least \( \lambda_{eq} = \lambda_h f_h \). Using Eq. (8), the following relation can be easily deduced:

\[
\lambda_l = \frac{f_h}{f_h - 1} \lambda_h \tag{24}
\]

or equivalently

\[
f_l = f_h - 1 \tag{25}
\]

which means there is only one more fringe period in the high frequency phase than the low frequency one. Then the \( \sigma_{\Delta \phi}^2 \) of multi-wavelength temporal phase unwrapping algorithm can be calculated as:

\[
\sigma_{\Delta \phi}^2 = \left( f_h^2 + (f_h - 1)^2 \right) \frac{2 \sigma^2}{N B^2} \tag{26}
\]

For number-theoretical temporal phase unwrapping, to unwrap a phase map with \( f_h \), the wavelength of the low frequency unwrapped phase should be carefully chosen such that the unambiguous range in the absolute phase can cover the full width of the image:

\[
\text{LCM}(\lambda_h, \lambda_l) = \lambda_h f_h = \lambda_l f_l \tag{27}
\]

This in turn requires the ratio of \( f_h \) to \( f_l \) to be irreducible \([56, 84, 102, 103]\). In other words, the total fringe numbers of the two wrapped phase maps \((f_h, f_l)\) to be relative primes

\[
\text{LCM}(f_h, f_l) = f_h f_l \tag{28}
\]
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Obviously, there are usually more than one choice of \( f_l \). The \( f_l = 1 \) and \( f_l = f_h - 1 \) are both qualified but usually not used in practical implementations. When a eligible \( f_l \) is selected, the \( \sigma^2_{\Delta \phi} \) of number-theoretical algorithm can be calculated as:

\[
\sigma^2_{\Delta \phi} = (f_h^2 + f_l^2) \frac{2 \sigma^2}{N B^2}
\]  

(29)

From the results derived in Eqs. (23), (26) and (29), it can be summarized that the variances of the weighted phase difference function for different algorithms also share a similar format:

\[
\sigma^2_{\Delta \phi} = \frac{2 \sigma^2}{N B^2}
\]  

(30)

with different coefficients \( \gamma \)

\[
\begin{align*}
\gamma &= f_h^2 + 1; & \text{for multi-frequency approach} \\
\gamma &= f_h^2 + (f_h - 1)^2; & \text{for multi-wavelength approach} \\
\gamma &= f_h^2 + f_l^2; & \text{for number-theoretical approach}
\end{align*}
\]  

(31)

In general, we have \( f_h > f_l \geq 1 \) and \( f_h \gg 1 \). The comparison of these three algorithms now becomes straightforward: the multi-frequency temporal phase unwrapping is expected to be of the best reliability of the unwrapping. The multi-wavelength approach is the most sensitive to noise, with the noise variance almost doubled compared to the multi-frequency approach. The reliability of the number-theoretical approach is somewhere in between, depending on the choice of \( f_l \). Using a smaller \( f_l \) is expected to be more tolerant to noise than using a larger one.

4.4. Optimum frequency estimation for different temporal phase unwrapping algorithms

The noise model derived in Section 4.3 can be further used to estimate the optimum number of periods in the high frequency fringe patterns \( f_{hopt} \), which is a key factor governing the phase measurement accuracy. According to Eq. (16), \( f_{hopt} \) should be chosen as the maximum possible number without triggering failure in phase unwrapping. The 4.5-sigma limit in Eq. (21) can be used as
a boundary to predict the whether nearly all of the pixel (99.9993%) can be correctly unwrapped. When $4.5\sigma_{\Delta\phi} < \pi$, the overall phase unwrapping process can be considered as reliable. The parameters in Eq. (30) can be either pre-defined, or estimated through carefully calibrations. For example, the number of phase-shifting steps $N$ can be pre-determined based on the maximum allowable measurement time. The noise variance $\sigma^2$ can be calibrated from the average of temporal fluctuation of each sensor pixel. The intensity modulation $B$ can be estimated through a phase-shifting measurement on typical target object. With all these parameters at hand, the $f_{\text{opt}}$ is then chosen as the maximum number satisfying the 4.5-sigma rule $4.5\sigma_{\Delta\phi} < \pi$. Since the multi-frequency temporal phase unwrapping algorithm has the smallest $\sigma^2_{\Delta\phi}$ among three algorithms under same conditions, it is expected that its $f_{\text{opt}}$ would be greater, and thus, can achieve the higher phase measurement accuracy than the other two algorithms.

### 4.5. Analysis of fringe order error for different temporal phase unwrapping algorithms

It is known from the analysis in Section 4.2 that the sensor noise will introduce fringe order errors, which in turn bring phase errors to the unwrapped phase. Although this kind of phase error does not spread to the adjacent pixel during the phase unwrapping, it will result in measurement error to the eventually reconstructed 3D profile. According to noise models of temporal phase unwrapping algorithms [Eq. (30)], three factors govern the reliability of phase unwrapping: the noise level, the intensity modulation, and the fringe density. It also suggests that the $\sigma^2_{\Delta\phi}$ is independent of the actual phase values. A rule of thumb is that phase unwrapping is prone to fail under conditions of high noise level, low intensity modulation, and dense fringe patterns. For a fixed system and a given fringe density, the reliability of phase unwrapping only depends on the intensity modulation $B$, which is proportional to the surface reflectivity. Put simply, fringe order error is more likely to appear in the low contrast regions rather than high contrast regions, which coincides well with the observations given by Zhang et al. [104].
As demonstrated before, the variance analysis based noise model provides a simple, straightforward tool for understanding, analyzing and comparison of different temporal phase unwrapping algorithms. Nevertheless, one should note that such variance analysis is meaningful only in the statistical sense, and the noise-induced phase error should be small enough to fulfill the first-order approximation on which Eq. (14) are based \[97, 101\]. Though the noise is often small compared to the measured intensity in most practical situations, the resultant phase noise-induced phase error is not necessarily small, which may make the linearization in Eq. (14) break down. The reason lies in that the inherent abnormal phase jump errors of the arctangent function. As we illustrated in Fig. 8, the sign of the unwrapped phase value detected from the arctangent function can be easily altered near the phase discontinuity areas even by a very small disturbance, resulting in an erroneous \(2\pi\) jump. Obviously, such phase jump error will affect the phase unwrapping in a different way that cannot be described by the noise model, and the unwrapping reliability therefore becomes dependent of the phase value. In the rest of this section, we will further analyze this important factor for the fringe order error to provide further insight into different temporal phase unwrapping algorithms.

In multi-frequency temporal phase unwrapping algorithm, the single-frequency phase is used as the reference to determine the fringe order. Thus, abnormal

---

Figure 8: Illustration of the unstable region of the of the arctangent function. Its principal value has a discontinuity (so-called branch cut) at \(\pm \pi\), shown by the red line. Abnormal phase jumps are likely to appear in the unstable (red-shaded) region.
phase jumps only emerges in the edge regions at both ends of the phase map (where the $\phi_l$ is close to $\pm \pi$), and consequently, it will lead to fringe order errors, as illustrated in Fig. 9. For the high frequency wrapped phase, despite that inherent phase jumps many appear in numerous phase discontinuous regions, these error can be rectified in the continuous phase map as long as $\phi_l$ is free from inherent phase jumps. Thus, the intermediate region should not be affected by abnormal phase jumps.

In multi-wavelength temporal phase unwrapping algorithm, the synthetic phase map $\phi_{eq}$ is used as the reference to determine the fringe order. Since the synthetic phase $\phi_{eq}$ is just the wrapped difference of two phase functions, it also suffers from abnormal phase jump problems at both ends of the phase map (where the difference between $\phi_h$ and $\phi_l$ is close to $\pm \pi$), as we illustrated in Fig. 10. For the intermediate region, the abnormal phase jumps of $\phi_h$ and $\phi_l$ are removed in the rewrapping, and thus not spread to $\phi_{eq}$. It can be also observed that the abnormal phase jumps of $\phi_{eq}$ in the unstable (red-shaded) region is more serious than the $\phi_l$ in multi-frequency algorithm (Fig. 9). This is because $\phi_{eq}$ is calculated from two phase maps $\phi_h$ and $\phi_l$, thus the probability

Figure 9: Illustration of the influence of abnormal phase jumps on multi-frequency temporal phase unwrapping algorithm ($\lambda_l = 1000$ pixels, and $\lambda_h = 200$ pixels).
Figure 10: Illustration of the influence of abnormal phase jumps on multi-wavelength temporal phase unwrapping algorithm ($\lambda_l = 1000$ pixels, and $\lambda_h = 200$ pixels). Abnormal phase jumps affect both ends of the equivalent phase map (a), leading to fringe order errors in $\phi_h$ at the corresponding positions (b).
of error occurrence should be larger.
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Figure 11: Illustration of the influence of abnormal phase jumps on number-theoretical temporal phase unwrapping algorithm ($\lambda_l = 500$ pixels, and $\lambda_h = 200$ pixels). Errors caused by abnormal phase jumps in $\phi_h$ and $\phi_l$ spreads to the entry values of the LUT (a), but most of these errors does not affect the phase unwrapping expect those at both ends of the phase map (b).

In number-theoretical temporal phase unwrapping algorithm, the abnormal phase jumps of $\phi_h$ and $\phi_l$ will both spread to the entry values of the LUT ($Round \left[ \frac{f_h \phi_l - f_l \phi_h}{2\pi} \right]$), as illustrated in Fig. 11(a). However, most of these errors can be corrected in the final unwrapped phase map except those at both ends of the phase map [Fig. 11(b)]. This is because an abnormal $\pm 2\pi$ jump in $\phi_h$ or $\phi_l$ on the left hand side of Eq. (12) is naturally compensated by an additional
±1 in $k_l$ or $k_h$ on the right hand side. For the edge regions (red-shaded), those errors cannot be corrected due to the ambiguity or overflow of fringe order in the LUT. It is also noted that the number-theoretical algorithm is least sensitive towards abnormal phase jumps since the width of unstable region is narrowest among the three.

From the above discussion, it can be concluded that the affected area of abnormal phase jumps is highly localized in all the three temporal phase unwrapping algorithms. It only influences the edge regions of the continuous phase rather than spoils the whole measurement prevailingly. This problem has attracted little attention so far since using a smaller portion of the fringe pattern (exclude the edge parts) for actual measurements is a common practice in FPP. Furthermore, such fringe order errors can be easily corrected with additional processing: For example, the $\phi_l$ in multi-frequency temporal phase unwrapping algorithm and the $\phi_{eq}$ in multi-wavelength temporal phase unwrapping algorithm should contain no phase jumps. This property makes it possible to detect the existence of the phase error caused by abnormal phase jumps by calculating the phase difference between two adjacent pixels and comparing it with a preset threshold.

Another important issue needs to mention is that the fringe order miscount in phase unwrapping will inevitably introduce large phase error (usually as much as $2\pi$) and thus, depth error on the resulting 3D surface reconstruction. This problem is even worse in number-theoretical approach since the phase can differ by as much as several times of $2\pi$, depending on the form of the LUT constructed. The causes of the problem are the fringe orders of the adjacent two entries in the LUT are not continuous (see Table 1): small changes in $Round\left[\frac{L \phi_h - f_h \phi_l}{2\pi}\right]$ (e.g., ±1) can result in large changes in the fringe order $k_h$. This is one major shortcoming of number-theoretical approach that is not reflected by the statistical noise model presented in Section 4.2.
5. Comparison by simulations

In this section, the performance of three different phase unwrapping algorithms is compared by numerical simulations. Two different situations will be considered in the simulation. The smooth surface (phase map 1, generated from the MATLAB built-in function ‘peaks’) and a discontinuous surface (phase map 2) with sharp abrupt edges. The true wrapped and continuous phase maps are shown in Figs. 12(a) and 12(f), respectively. The true continuous high frequency phases with $f_h = 20$ are shown in Figs. 12(b) and 12(g), and the corresponding wrapped phase maps are shown in Figs. 12(c) and 12(h). These noise-free versions of the phase maps are used to assess the phase error as well as the success rate of the phase unwrapping. In this simulation, two sets of three-step phase-shifting fringe patterns ($512 \times 512$ pixels), corrupted by normally distributed random noise with a mean value of zero and a variance of 5.0, are simulated as shown in Figs. 12(d) and 12(i). The average intensity map $A(x, y)$ and modulation map $B(x, y)$ for each pixel are set as 128 and 70, respectively. The wrapped phases are then retrieved from these noisy fringe patterns using the three-step phase-shifting algorithm and are shown in Figs. 12(e) and 12(j).

In the first simulation, the total number of periods in the high frequency phase $f_h$ varies from 1 to 50. The wrapped phases retrieved from 3-step phase-shifting algorithm are then independently unwrapped by different temporal phase unwrapping algorithms. Figure 13 shows the relation of the phase measurement accuracy versus $f_h$ for different phase unwrapping approaches. Note the $\sigma^2_\Phi$ is calculated only from the central $200 \times 200$ pixels that are considered free-from any boundary errors. A decrease tendency of $\sigma^2_\Phi$ with the increase of $f_h$ can be clearly observed in both situations, which closely matches the excepted model [Eq. (16)]. The three curves perfectly overlap when $f_h$ is small, suggesting the phase can be successful unwrapped for all the three approaches. With $f_h$ further increases, the three curves reach their turning points in succession and begin to surge, signifying failures in phase unwrapping. For number-theoretical
Figure 12: Simulated phase maps and fringe patterns. (a) Phase map 1, (b) true wrapped phase map ($f_h = 20$), (c) continuous wrapped phase map ($f_h = 20$), (d) three-step phase-shifted fringe patterns with noise. (e) retrieved wrapped phase. (f) Phase map 2, (g) true wrapped phase map ($f_h = 20$), (h) continuous wrapped phase map ($f_h = 20$), (i) three-step phase-shifted fringe patterns with noise, (j) retrieved wrapped phase.

Figure 13: Phase noise variance $\sigma_\Phi^2$ versus $f_h$ for different phase unwrapping approaches: (a) Phase map 1, (b) Phase map 2. The number-theoretical approach is also stimulated with three different selection rules for $f_l$: (c) Phase map 1, (d) Phase map 2.
approach, three different selection rules for \( f_l \) are also simulated to study its impact on the reliability of phase unwrapping [Figs. 13(c) and 13(d)]: (1) Small \( f_l \): Use the smallest possible \( f_l \) and \( f_l > 1 \); (2) Medium \( f_l \): Use the medium \( f_l \) that nearest to the half of \( f_h \); (3) Large \( f_l \): Use the greatest possible \( f_l \) and \( f_l < f_h - 1 \). For example, when \( f_h = 20 \), we use \( f_l = 3 \), \( f_l = 11 \), and \( f_l = 17 \) for the cases of small, medium, and large \( f_l \), respectively. Based on the results illustrated in Fig. 13, it can be concluded that the multi-frequency approach can achieve the highest number of periods and the best phase measurement accuracy among these three algorithms. For number-theoretical approach, using a smaller \( f_l \) provides better noise resistance than using a larger one.

![Figure 14](image)

Figure 14: Variance of the weighted phase difference function \( \sigma^2_{\Delta \phi} \) versus \( f_h \) for different phase unwrapping approaches: (a) Phase map 1, (b) Phase map 2. The number-theoretical approach is also stimulated with three different selection rules for \( f_l \): (c) Phase map 1, (d) Phase map 2.

To better understand the behavior of each algorithm shown in Fig. 14, we plot the variances of the weighted phase difference function \( \sigma^2_{\Delta \phi} \) versus \( f_h \) for different approaches in Fig. 14. All these simulation results strictly follow the theoretical relationships given in Eqs. (30) and (31). When \( f_h \) is low, the \( \sigma^2_{\Delta \phi} \)
is much lower compared to 4.5-sigma limit (represented by the red-dashed lines in Fig. 14), therefore, all three approaches can unwrap the phase free from any fringe order errors. The curve of multi-wavelength algorithm is fastest-growing with the increase in $f_h$, and it firstly cross the 4.5-sigma boundary at $f_h = 18$. The phase error of number-theoretical approach is highly dependent on $f_l$: smaller $f_l$ provides better noise resistance, as illustrated in Figs. 14(c) and 14(d). The multi-frequency approach shows the best stability towards noise, and it successfully unwraps a phase map with the total number of periods up to $f_h = 24$.

Finally, we turn to the unwrapping success rates of the different phase unwrapping approaches. The unwrapping success rate is directly linked to $\sigma^2_{\Delta \phi}$, as described by Eq. (21). Figure 15 shows the obtained success rates (R) of the different approaches as a function of $f_h$. It is seen that the success rate drops with increased $f_h$ as expected, which perfectly coincides with the expressions given by Eq. (21). It is also seen that the multi-frequency approach offers the
highest success rate compared with either the multi-wavelength or the number-theoretical approach. To better illustrate their phase unwrapping performance, Fig. 16 shows typical unwrapped phase maps of different approaches for the limiting case of $f_h = 24$ (when the multi-frequency approach almost breaks the 4.5-sigma limit). Note the linear carrier phase (phase ramp) is removed from each result to get a better view. It can be found that all three approaches suffer from varying degrees of edge errors, which confirms our analysis in Section 5.5. Apart from these edge pixels, phase unwrapping errors can be easily recognized in results of multi-wavelength approach and number-theoretical approach with a large $f_l$, but rarely occur in multi-frequency and number-theoretical approach with a small $f_l$. These simulation results demonstrate that Eq. (21) may be used in combination of Eq. (30) as an accurate estimator of the expected success rate for different temporal phase unwrapping algorithms.

6. Experimental comparisons

The performances of different temporal phase unwrapping algorithms are compared experimentally as an independent verification of the results from the previous sections. The experiments are based on a 3D shape measurement system comprising a DMD projector (X1161PA, Acer) and a CCD camera (DMK...
23U445, The Imaging Source) with a computar M1214-MP2 lens F/1.4 with focal length of 12 mm. The resolution of the camera is 1280×960, with a maximum frame rate of 30 frames per second. The projector has a solution of 800×600 with a lens of F/2.41-2.55 focal length of 21.79 mm-23.99 mm. Gamma correction of the projector was performed by pre-distorting the ideal sinusoidal patterns based on a calibrated gamma curves stored in a LUT [44]. In the following

![Figure 17: Measurement results of a flat white board using the 16-step phase-shifting algorithm. (a) One captured fringe pattern with $f_h = 50$, (b) intensity modulation distribution, (c) wrapped phase retrieved from the 16-step phase-shifting algorithm. (d) the ‘ground-truth’ continuous phase averaged from 500 measurement results.](image)

In the first experiment, we compare the accuracy of the three different phase unwrapping algorithms by measuring a flat white board. In order to obtain the ‘ground-truth’ phase of the white board, we scanned the board 500 times using the 16-step phase-shifting algorithm, combining with a highly redundant least-square fitting based multi-frequency temporal phase unwrapping strategy ($f_h = 50$) [72]. And the ground-truth phase is the averaged value of the 500
continuous phase values. The corresponding captured fringe pattern \((f_h = 50)\), the intensity modulation, and the ‘ground-truth’ continuous phase of the white board are shown in Fig. 17. Next, to quantify the differences between different temporal phase unwrapping algorithms, the board is then measured by 3-step phase-shifting algorithm with the total number of periods in the high frequency phase \(f_h\) varies from 1 to 50. Then the high frequency phase is independently unwrapped by different temporal phase unwrapping algorithms. The relation of the phase measurement accuracy \((\sigma_\phi^2)\), the variance of the weighted phase difference function \((\sigma_{\Delta \phi}^2)\), and the success rate of phase unwrapping \((R)\) for different approaches are plotted against \(f_h\) in Fig. 18. Note these results are calculated only from a small portion \((200 \times 200\) pixels, labelled with red dot lines in Fig. 17(b)) from the whole measurement, within which the intensity modulation can be approximated to be uniform \(B \approx 72.44\). The experimental results in general mirror the results from the simulations. The differences between the experimental data and the analytic models are possibly caused by the nonconformity of the intensity modulation, and actual noise being non-stationary or signal-dependent.

In order to reflect the performance of different algorithms more intuitively, the phase unwrapping results when \(f_h = 40\) are illustrated and compared in Fig. 19. The success rates and phase unwrapping error maps are also provided in the insets. It can be seen from Fig. 19(a) that the multi-frequency approach provide the highest success rate and smallest phase unwrapping errors as expected. Only 53 out of the totally 40,000 pixels are not correctly unwrapped. In contrast, unwrapping errors are far more prevailing in the result of multi-wavelength approach, with 2082 pixels are contaminated by a fringe order error [Fig. 19(b)]. The number-theoretical approach, though having a higher success rate than the multi-wavelength approach, provides spinous results teemed with significant delta-spike artifacts [Fig. 19(c)]. This is because in number-theoretical approach, the fringe order errors are not limited to small values \((\pm 1)\) as in the multi-frequency and multi-wavelength approach. By subtracting each unwrapped phase with the ground-truth value, and then divided by \(2\pi\), it is cal-
Figure 18: Experimental results of phase noise variance $\sigma_\Phi^2$ (a), variance of the weighted phase difference function $\sigma_\Delta\phi^2$ (b), and unwrapping success rate $R$ (c) for different phase unwrapping approaches. The number-theoretical approach is also tested with three different selection rules for $f_l$ (b,d,f).
culated that the fringe order errors of number-theoretical approach are mostly 
±21 for the case of medium \( f_l (f_l = 21) \) [Figs. 19(c)], and ±13 for both small 
\( f_l (f_l = 3) \) and large \( f_l (f_l = 37) \) [Fig. 19(d) and 19(e)]. It can also observed that 
when \( f_l \) is small, the success rate of number-theoretical approach is close to 
the multi-frequency approach. When \( f_l \) is large, the success rate then becomes 
closer to the multi-wavelength approach. These experimental results confirm 
our theoretical analysis in Sections 4.3 and 4.5.

Figure 19: Unwrapped phase maps of a small portion of a flat board for different phase 
unwrapping approaches \( (f_h = 40) \): (a) Multi-frequency approach; (b) multi-wavelength ap-
proach; (c) number-theoretical approach (medium \( f_l \) ), \( f_l = 21 \); (d) multi-wavelength approach
(small \( f_l \) ), \( f_l = 3 \); (e) number-theoretical approach (large \( f_l \) ), \( f_l = 37 \). The insets illustrate
the success rates and phase unwrapping error maps for different approaches.

As the second experiment, we measure a more complicated scene which con-
tained a small desk fan on the left and a plaster model separately on the right.
Unlike the plane measured in the first experiment, there are two isolated objects
with several discontinuities. Figure 20 shows the fringes patterns with different
number of periods and corresponding unwrapped phase maps obtained from
3-step phase-shifting algorithm and least-square fitting based multi-frequency
temporal phase unwrapping [72]. To have a better comparison, the unwrapped
Figure 20: Measurement results of a more complicated scene using 3-step phase-shifting algorithm and least-square fitting based multi-frequency temporal phase unwrapping. The first row shows captured fringe patterns with different number of periods: (a) $f_h = 1$; (b) $f_h = 5$; (c) $f_h = 15$; (d) $f_h = 30$. The second row shows the respective unwrapped phase maps: (e) $f_h = 1$; (f) $f_h = 5$; (g) $f_h = 15$; (h) $f_h = 30$.

Phase maps are shown with the linear carrier phase removed by post-posting algorithm [105, 106]. The significant improvement of phase measurement quality with the number of periods can be obviously seen in Fig. 20. Therefore, in FPP $f_h$ is a key factor that governing the phase measurement accuracy, provided that the ambiguities introduced by the periodic dense fringe can be correctly removed by phase unwrapping. In this experiment, we estimate the optimum fringe period $f_{h_{\text{opt}}}$ of different phase unwrapping algorithms and assume only two sets of 3-step phase-shifting patterns can be projected (totally 6 patterns). Obviously, the large $f_{h_{\text{opt}}}$ the algorithm can bear, the better measurement quality can be finally achieved with the 6 projected patterns.

Since the system setup and object are kept unchanged during the whole procedure of experiments, the noise variance is the same. However, because the scene becomes much more complex, the dynamic range of intensity modulation is rather high. In most part of the plaster model, the fringe quality is very good due to the fact that the white model has a high albedo. While in other darker regions (for example, the rod and base of the desk fan), the intensity modulation is much lower than that of the flat board. For such complex scene, there is always a dilemma in choosing $f_{h_{\text{opt}}}$ to accommodate both bright and
dark regions. To avoid such complexity, here we simply adopt the results from the previous experiment to predict the optimum number of periods for each phase unwrapping algorithm. According to Fig. 18(c), the optimum frequency is determined to be 27, 17, and 23 for multi-frequency, multi-wavelength, and number-theoretical algorithms (medium $f_l$), respectively. The phase unwrapping results of different approaches with the respective predicted $f_{hopt}$ are presented in Figs. 21(a)-21(c), respectively. Note the residual low modulation points ($B < 10$) are treated as shadows or un-illuminated background, thus are not included in the results. It can be seen from Fig. 21 that all the three approaches provide acceptable results with more than 90% percentage of pixels are correctly unwrapped. The limited fringe order errors are mostly concentrated on the dark regions and object edges where the fringe quality is low. If we further increase the $f_h$ of the multi-wavelength and number-theoretical algorithms (medium $f_l$) to the same number as the multi-frequency algorithms
<table>
<thead>
<tr>
<th>$f_h$</th>
<th>Multi-frequency</th>
<th>Multi-wavelength</th>
<th>Number-theoretical method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(medium $f_l$)</td>
<td>(small $f_l$)</td>
<td>(large $f_l$)</td>
</tr>
<tr>
<td>$f_h = 5$</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 10$</td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 15$</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 20$</td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 25$</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 30$</td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
</tr>
<tr>
<td>$f_h = 35$</td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
<td><img src="image21" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 22: Matrix of unwrapped phase maps of different approaches as a function of $f_h$. 
phase unwrapping errors can be obviously seen in both results [Figs. 21(d) and 21(e)]. The reconstructed phase of multi-wavelength approach is completely obviated, with a drastic reduction of unwrapping success rate from 91.98% to 79.44%. The number-theoretical algorithm give a better result than the multi-wavelength approach, but phase unwrapping errors are still remarkable. For completeness, Fig. 22 shows a matrix of unwrapped phase maps of different approaches with different values of \( f_h \). For each phase map, the unwrapping errors are labelled as dark spots and the success rate is manifested by the background color. The phase unwrapping performances from the worst to the best are, multi-frequency approach, number-theoretical approach with a small \( f_l \), number-theoretical approach with a medium \( f_l \), number-theoretical approach with a large \( f_l \), and multi-wavelength approach, which is consistent with our theoretical expectations.

7. Summary of comparison results

From the analytical, numerical, and experimental results, it can be summarized as follows:

(1) Under the same conditions (same \( N, B, \sigma^2 \), and \( f_h \)), the multi-frequency temporal phase unwrapping provides the best unwrapping reliability in the statistical sense. The multi-wavelength approach is most sensitive to noise. The number-theoretical approach lies in between, depending on the choice of \( f_l \): a smaller \( f_l \) provides better unwrapping reliability than a larger one does. Strictly speaking, the ‘more reliable’ means that the algorithm should provide a higher success rate when unwrapping a high-frequency phase map with same \( f_h \) without any ambiguities (theoretical unambiguous measurement range is \( 2\pi f_h \)), and under the same measurement conditions.

(2) When the system and measured object are fixed (same \( N, B \), and \( \sigma^2 \)), the multi-frequency temporal phase unwrapping can support the largest unambiguous measurement range/total period number of the high frequency
fringe patterns $f_h$ for a successful measurement. Thus, it can achieve the best phase measurement accuracy/sensitivity among these three algorithms. The unambiguous measurement of the multi-wavelength approach is the smallest. The number-theoretical approach lies in between, depending on the choice of $f_I$: using a smaller $f_I$ can bear larger unambiguous measurement range than using a larger one. Strictly speaking, the ‘larger unambiguous measurement range’ means that the algorithm is able to successfully generate a continuous phase map with a higher dynamic range without triggering failure in phase unwrapping (4.5-sigma confidence level). It should also be noted that the ‘unambiguous measurement range’ mentioned here is not directly connected to the ‘theoretical/ideal unambiguous measurement range’ because the statistics of the noise is taken into account explicitly.

(3) For all the three temporal phase unwrapping algorithms, abnormal phase jumps induced fringe order errors only influence two edge regions at both ends of the continuous phase map. This kind of error can be avoided by using a smaller field of view of the projected patterns for actual measurements, or be corrected with additional compensation algorithms. The number-theoretical algorithm is the least sensitive towards abnormal phase jumps since the width of its unstable region is narrowest among the three.

(4) Fringe order errors are inevitable when phase noise exceeds the ‘safety line’ for each phase unwrapping algorithm (the error in the weighted phase difference function $\Delta \phi$ exceeds $\pi$). In the multi-frequency and multi-wavelength algorithms, fringe order errors are almost 1 or $-1$ (phase error $\pm 2\pi$). While in number-theoretical approach, the fringe order can differ by a very large integer (phase error $\pm 2L\pi, L \geq 1$), leading to more prominent spike-like errors.
8. Conclusions and discussions

In this paper, we provide a detailed comparative study of the most widely used three temporal phase unwrapping algorithms: the multi-frequency, multi-wavelength, and number-theoretical algorithms. We firstly reviewed the basic principle and the recent development of the three kind of algorithms. Then, the stochastic noise model for different temporal phase unwrapping algorithms is presented. To our knowledge, this is the first work to introduce a rigorous mathematical model for analyzing the effect of noise and the reliability of different phase unwrapping algorithms. A comparison of different phase unwrapping algorithms based on the noise model was conducted, revealing that the multi-frequency temporal phase unwrapping provides the best reliability of the unwrapping, while the multi-wavelength approach is the most susceptible to noise. Furthermore, this noise model can be further used to predict the optimum number of periods for each approaches, which is a key factor governing the phase measurement accuracy in FPP. Simulations and experimental results verified the correctness of our model and the validity of the proposed prediction scheme. The proposed noise model, the optimum frequency prediction scheme, as well as the comparison results may provide valuable insights on designing an accurate and efficient shape measurement scheme for general objects that may have discontinuities or spatially isolated surfaces.

While this paper has concentrated specifically on comparing different temporal phase unwrapping algorithms in the presence of noise, a number of issues beyond the scope of this work require further attention to facilitate high-speed and reliable fringe projection 3D data acquisition:

(1) Temporal phase unwrapping with reduced number of patterns: According to the phase-shifting formula [Eqs. (1) and (2)], the minimum number of patterns required to get the phase information is 3. If we employ temporal phase unwrapping method based on phase-shifting profilometry, at least 6 patterns should be involved for obtaining two unwrapped phases. Obviously, the increased number of required patterns is undesirable for
real-time measurement applications, where it is preferable to minimize acquisition time to alleviate motion-induced artifacts. To this end, numerous non-conventional pattern schemes have been proposed to further reduce the number of patterns required for un-ambiguous measurements. For example, by assuming the average intensity of the two sets of fringes is the same, the pattern number can be reduced to 5 by using dual-frequency multiplexing patterns scheme [60], or bi-frequency phase-shifting method that combining the standard 3-step and 2+1 phase-shifting algorithms [73]. If the intensity modulation is also assumed to be the same for different projected pattern, the pattern number can be further reduced to 4 or 3 by encoding an additional auxiliary signal (can be a ramp [44], triangular wave [61], or speckle pattern [107] [108], acting as a reference or cue signal for temporal phase unwrapping) into the projected pattern set. For these unconventional pattern scheme, the noise model presented here [Eq. (30)] cannot be directly applied. However, it can be easily reformulated to adapt to most of these new pattern strategies by applying the similar analytical approach as we did in this work.

(2) Fringe order error reduction and compensation: As one propose of this work, we suggest to predict and reduce the probability of fringe order error by choosing a proper algorithm as well as an optimum fringe period. However, one should note there are also other approaches can achieve the similar purpose. For example, complex domain Gaussian filtering [90] [109], modulation consistency [90], and absolute phase monotonicity [109] [112] can be used to identify the fringe order error and refine the final continuous phase map. It is also possible to combine the temporal phase unwrapping algorithms with the spatial domain algorithms (for example, the quality guided phase unwrapping) to achieve higher reliability and noise tolerance, as demonstrated in [104] [113].

(3) Possible SNR improvement by phase averaging: In this work, we only consider the situation that the final continuous phase (which is used to con-
verted to the surface profile of the measured object) is unwrapped from
the wrapped phase map with the higher frequency or fringe density. In
this case, the multi-frequency temporal phase unwrapping can achieve the
best phase measurement accuracy (sensitivity) since it can achieve the
largest unambiguous measurement range among these three algorithms.
However, we should never forget that each algorithm eventually can pro-
duce two unwrapped phase maps with different periods. This allows for
additional SNR improvement by averaging these two phases (using their
respective wavelength as the weighting coefficients) \[79, 113\]. From this
perspective, the final phase noise variance obtained by multi-wavelength
approach can be further reduced by nearly half if both of the two phase
maps are successfully unwrapped. This phase averaging process, though
seldom employed in current FPP measurement, is not considered in the
noise model presented in our work.
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