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This is a review of studies of ac losses in superconductors. 1In a paper1 publish-
ed three years ago we read in reference to previous work that "there is frequently con-
siderable disagreement between results obtained with comparable samples in similar
experimental conditions (ratios of 10° or even of 104)." I took this as a challenge.

Looking into this more closely revealed surprising agreement if results are expres-
sed properly. Of course now there are many more results available..

Interest in ac losses is largely a practical one, because:
L]
1) Present-~-day technology, with conventional conductors, uses ac.
It is easiest simply to replace the conductor.

2) There are special applications, ideal for superconductivity and
inherently ac, such as gyroscopes, linear accelerators, etc.

3) In a wider sense ac is encountered in any transient, such as
charging and discharging of magnet coils, and it is this aspect
which interests -the accelerator builder most.

The type I superconductor plays an insignificant role in most of these applica-
tions. This was decided over a generation ago, because the critical fields and currents
are too small (Pb with a critical field of 550 Oe at 4.2°9K alone has kept a place).

Type II superconductors almost shared the same fate and it took 30 years before
their usefulness was rediscovered, perhaps luckily, for otherwise all of us would prob-
ably worry about different problems and there would not have been this Summer Study.

The reason for this is that an ideal type II superconductor becomes resistive at
even lower fields and currents, as we see (bottom right-hand graph in Fig. 1) in the
critical current vs field diagram. Only.a nonideal, or imperfect, type II superconduc-
tor carries transport current in high fields as is illustrated at the top right of
Fig. 1.

In the mixed state (between Hcj and H.5 in the magnetization curve on the left
side of Fig. 1) the bulk superconductor admits magnetic flux (Fig. 2). This flux is
bundled into fluxoids by means of a corresponding current pattern, which is shown (top
of Fig. 2) together with the intermnal field.%’ The field maxima are at the normal
cores of the fluxoids. This current pattern represents, in a sense, the maximum cur-
rent density which can be carried in every place of the material. All the currents
are flowing in little circles and there is no net current flow. If a transport current
is impressed it will have to flow in addition to these currents and therefore create
resistance.?® At the same time, the fluxoids having no preferred places in an ideal
material start moving under the influence of Lorentz forces.

%
This is an expanded version of a talk given at the Applied Superconductivity Confer-
ence in Austin, Texas, 1967 [see J. Appl. Phys. 39, 2538 (1968)].
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In an imperfect superconductor the superconducting parameters (T., Hqi, etc.)
have locally different values., We illustrate (bottom of Fig. 2)- the local variations
of the energy gap A. If now a tramsport current is impressed, the flux structure will
adjust its position in a way that the current density in the transport current direc-
tion is in places where A is larger whereas the lower A regions carry current in the
opposite direction. Eventually a fluxoid distribution is reached which represents
the largest transport current possible. We can also see that as. soon as the fluxoids
start to move under the influence of Lorentz forces a large dissipatiomn will set in
because the transport current will have to flow in regions where it exceeds the crit-
ical supercurrent density and therefore creates resistance. This way of looking at
what is usually called "flux pinning" is particularly suitable for our ‘ac loss dis-
cussion. We are all used to thinking in terms of Ohm's law and the resistance men-
tioned above is actually measured in certain experiments which we shall discuss.

Our task then is to review ac losses in imperfect type II superconductors.

0f the vast literature covering ac studies in superconductors we have to make a
choice in the light of this introduction. Our main interest is in studies which em-
phasize directly ac losses; it is inevitable that the phase transition under ac con-
ditions is also of great interest in this context. Many ac losses are comnected with
specific applications, and finally we have to include papers dealing with other special
topics which. are closely related.

We list the references as follows, vaguely in order of their importance within
each group:

1. Ac losses, experimental: references 1 to 32. Of these 1 to 19 provide
data which can be compared to each other (see Figs. 14 and 20 and ac-
companying tables). Other references whose main emphasis puts them
into different groups but which also belong here are 34, 36, 59, 60
and 84.

2. Ac losses, theoretical approach and calculations: references 33 to 44;
also of interest here are 9, 10, 22 and 23.

3. Ac phase transition (critical ac current): references 45 to 56 and also
6, 8, 19, 27, 57, 58 and 62.

4, Ac studies in coils and incidental to coil performance: references 57
: to 62 and also'4, 10, 11 and 33. Reference 63 concerns losses in an
adiabatic demagnetization apparatus, and Refs. 64 and 65 deal with

superconducting transformers.

5. Studies of cavities and high frequencies: references 66 to 77. Of
these only 66 to 73 address themselves specifically to the problem of
losses, whereas the others simply report Q's and not further explained
differences in Q values. Reference 83 may also be of interest here.
Since superconducting cavities have been studied quite extensively
prior to the arrival of type II superconductors one should include
Ref. 78, which is a review of this earlier work.

6. Special topics: references 79 to 90. This includes resonances,80
flux jumps 87 current distribution,88; 9 resistance in increasing
field,sl’8 and special experimental methods.®*”

Without stating any special claims we hope that this list is reasonably complete

in Groups 1-3. It is naturally less so in subsequent groups and in fact quite eclec-
tic in Group 6.

- 512 -



After these introductory remarks we look at the electrodynamic distinction between
a normal conductor and a superconductor.

First, we recapitulate the situation in a normal metal: Everybody knows Ohm's
law; p is the resistivity, j the current density (Table I). We have two of the Maxwell

TABLE I

Normal Conductor

Ohm's law E=pj

Maxwell equation Curl B = 471j
Curl E= - B

Diffusion equation VZB = %F B

equations (units such that ¢ = 1). We put Ohm's law into the lower of these equations
and substitute the result into the curl of the upper equation to obtain the diffusion
equation which we know from heat conduction. The electromagnetic diffusivity is the
inverse of the factor 4m/p.

For an alternating field the solution for the induction inside a conductor is
given in Fig. 3, with A being the penetration depth (Fig. 3). We find that the ampli-
tude falls off into the interior and at the same time the phase shifts (as indicated
by the imaginary component). The penetration depth is inversely proportional to /w,

a well-known fact.

About type I superconductors we shall not say much (Table II). Ohm's law is valid
for the normal electrons, the current being made up of a2 normal and a supercurrent, and
London's equation applies for the superconducting part. There is a kind of L di/dt

TABLE II

Type I Superconductor

E=p i
6 }J=Jn+35
E = 5t A jg
js
s_ P
i A2mwv
n
l\mlOn31 10
j_ mnegligible for v < 107" Hz
-20 n
p =2 10 .

term. Only A is so very small that j, is practically zero even if di/dt is not. If
the process which led to the diffusion equation is followed, a similar equation is ob-
tained and the solution shows js/jn to be proportiomal to p/(A times frequency). With
order of magnitude values for A and p it turns out that j, is negligible below 1010 yz,
At these frequencies, which reach into the far infrared region, the radiation energy
becomes comparable to the energy gap. This means that in the process of the absorption
the Cooper pairs are destroyed.
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For lower frequencies there are no losses inside the superconductor. A type II
superconductor behaves as a type I below H.j, and therefore this result applies also.

In a type II superconductor Ohm's law (if we can call it that) still looks the
same, with the important modification that p = 0 if j < jo (Fig. 4). This makes all
the difference. If j exceeds the critical value, p will change very rapidly through
many orders of magnitude in a very small current interval. Since j. is large, it is
a good practical assumption that j in' this equation is constant and, therefore, p is
proportional to E and with E it is proportional to dB/dt.

The Maxwell equation involving curl B is given for a plane slab with X direction
into the superconductor. (We can assume a constant jc independent of B which will
turn out to be an adequate simplificationmn.)

A field will penetrate into the material with the illustrated slope, inducing the
critical current density everywhere in the penetration layer (dB/dx = 4m j.). If the
field moves in the opposite direction it will induce the critical current density -in
the opposite direction. The field inside changes in the manner indicated with arrows
until the opposite amplitude is reached. ’

Note that at the same external H, between the extremeé, the infernal field is
different depending on whether the figld goes up or down. This gives the hysteresis
in the magnetization curve.

The diffusion equationm is obtained as before, but VZB is essentially constant for
the dB/dt values under consideration because of the proportionality between p and dB/dt.

This proportionality between p and dB/dt may need some elaboration and also some
.experimental corroboration (Fig. 5). If we consider a cylinder in a parallel field
large enough to penetrate to the center and increasing at the rate dH/dt, one has in-
side dB/dt = dH/dt outside (to a near approximation).

We can work out the electric field at a point r by the Maxwell equation: ecircum-
ference times E = flux change inside. One gets E = %r dH/dt. We know that j = jc =
constant. It follows that p o dH/dt. If now a longitudinal transport current is ap-
plied we must get a voltage drop following Ohm's law with an average wvalue of
p e (b/jc) dH/dt. We may call this the "dynamic resistivity."

A word about the averaging factor. In our example we deduce that p = 0 at the
center of the specimen (r = 0), and Kirchhoff's law would then require the transport
current to flow_ through the center with infinite density. But with the total current
density being limited to a value close to jo, the transport current will flow over the
whole cross section, with resistance everywhere. Without getting involved in the com-
plicated problems of the details of this current £10w88:89,99 we assume a uniform dis-
tribution and obtain the average value given. We can get the same results by using
solutions of the diffusion equation, known from the thermal equivalent (H corresponds
to T and the thermal diffusivity o to p/4m). The advantage is that many mathematical
solutions exist; in this case we need the temperature difference between the center
of a specimen (cylindrical, infinitely long) and its surface which has a uniformly
increasing (or decreasing) temperature.

Lg{ us look at the experimental results shown in Fig. 6. Rayroux, Itschner and
Miller®* made measurements on a bifilar coil in an increasing external field. The
transport current through the coil creates a voltage which we see here. Observe that
there is no voltage until the field, which completely penetrates the wire, is reached,
because then there is a completely superconducting core which does not see dH/dt and
carries the transport current without loss. Afterwards we encounter the resistivity
just calculated. The same is true on reducing the field from 15 kG; there is no
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resistance until the penetration field (~ 14 kG) is reached.

Comparison of these results with other results is made in Table III. In_the first
column the radius of the cylinder is - given, a 10 mil wire meaSured by Taquet61 (using
the same geometry which was subsequently used by Rayroux8l) and a 5 mil wire mentioned
" in Fig. 6., The second column gives the resistivity divided by dH/dt. The last column
shows for comparison the ratio p j./(b dH/dt). The difference in these numbers is part-
‘ly a factor due to different geometry and partly uncertainty in the applicable j, values.
The first case (Lubell and Wipf83) which is calculated, using the thermal equivalent,
gives the same factor as presented in Fig. 5.

TABLE III

Resistivity in Type II Superconductors

b P/(dH/dt) P jc/£b dH/dt)
(cm) ((l-cm-sec-0De” 1y (C-A.cm”“.sec-0e 1)
. -1 -13 -9
Lubell and Wipf (Ref. 83) 6.5 x 10 10 2.5 x 10
Taquet (Ref. 61) 1.27 x 1072 4.5 x 10716 3.6 x 1077
Rayroux et al. (Ref. 81) 6.35 x 10> 2.66 x 10716 2.6 x 1077

What can we use from this for our ac discussion? Realizing that p in the normal
state is a 1070 Q.cm or more, we see that up to dH/dt corresponding to at least several
kHz this way of looking at a superconductor will be adequate. Remembering our peculiar
diffusion equation this means that the loss per cycle is independent of frequency and
to a large extent independent of the wave shape, as is in fact observed.

To complete our background discussion we distinguish four differént regions depend-
ing on the peak ac field. 1In each of these regions, I, II, III, IV, we find a differ-
ent behavior. In the top half of Fig. 7 we see a magnetization curve. An ideal type II
superconductor would follow the solid line to the lower critical field Hyj and then the
dashed curve to the upper critical field H.s. Between Hgp and He3 only a superconduc-
ting surface sheath remains with a negligible contribution to the magnetization. On
reducing the field this curve would be retraced. The imperfect superconductor follows
the magnetization curve shown by the solid line.

For each region is indicated (in the lower half of the figure) how the field pene-
trates a cylindrical specimen.' In region I, below Hg], no flux penetrates. The shield-
ing is done by a surface current. We do not expect any losses here because the bulk
does not see any ac field. Whatever losses appear (in spite of this) should be propor-
tional to the surface exposed to the ac field. In region 1I, between He] and the pene-
tration field, a surface current still remains, but the ac field now penetrates to a
certain depth below the surface. This flux is pushed in and out against the pinning
forces and this gives the loss. An equivalent way of putting it: the changing field
in this layer creates a resistance (which we have discussed) and this resistance in the
presence of the critical current density (which does the shielding) causes the loss.

We shall later calculate this loss. In the magnetization curve we describe a loop as
indicated by shading, and this area constitutes the loss per cycle. The core of the
superconductor does not see the changing fields and therefore we again expect the los~
ses to the proportional to the surface exposed to the ac field:

In region III, between Hp, which depends on the thickness and the critical current

density of the specimen, and the upper critical field, the whole specimen sees the
field, and the losses become proportional to the volume. The losses usually become
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large enough to destroy superconductivity. This has not encouraged much research in
this region. (The recent interest in using superconducting magnets in accelerators
where cyclic field variations of 50 kG amplitude or more are required has stimulated
fresh investigations,9%4:93 but at a very low frequency of 1 Hz or 1less.)

At this point one should mention that there is practically no difference whether
the surface field is produced externally or by an ac current flowing parallel to the
axis. 1In the case of a current the field is directed circumferentially parallel to
the surface. (The current will flow in the shielding layer.)

Experiments are often made on the effect of having a dc field superimposed on the
ac. One might then go through a magnetization hysteresis loop as indicated in Fig. 7.
In that case, the ac does not penetrate the whole specimen; the loss behavior is sim-
ilar to region II. As a rule the losses are higher because the smaller critical cur-
rents allow more flux to enter and leave cyclically.

For completeness we mention region IV, between H.p and H.3, where only the surface
remains superconducting. For most high field superconductors straight ac amplitudes
reaching above Hc2 are unavailable, and there is little applied interest in this region.
The study of this region yields information about the surface current. We shall not
further discuss this region.

Preceding a discussion of the results we review the various methods employed to
study ac losses. The most popular method is the calorimetric one, shown in Fig. 8.
The heat produced is measured by the amount of helium boiled off by the specimen which
is immersed in it. The sensitivity is moderate, about 1 mW. This usually requires
several meters of wire as a specimen. A bifilar arrangement is preferred, in order to
have a uniform relation between current and surface field. Another way to overcome low
sensitivity is by the use of higher frequencies. It is well established’>6:9 that the
total loss increases linearly with frequency (up to over 20 kHz) as mentioned before.
The loss per cycle is independent of frequency.

Next in popularity is an electrical method. By measuring the current and voltage
across the specimen with the true phase relation between the two, one obtains the loss
by the integral of the product over one cycle. It has been established,1 by measuring
the same specimens, that the two methods are equivalent.

The independence of frequency of the loss per cycle makes static methods possible.
The area under a full cycle of the magnetization curve will give the loss (Fig. 9).
Again there are measurementsl3 on the same material showing agreement between results
obtained by this method or a dynamic one. 1In the chosen example20 the shape of the
material, V3Ga in powder form, makes this an ideal method.

A very high sensitivity is obtained by more sophisticated calorimetric methods’
(rig. 10). Here the specimen, a 3 in. to 4 in. long piece of wire, is in a vacuum
chamber and both of its ends are in thermal contact with the bath. The three thermo-
meters fixed on the wire give a temperature profile along the wire. From this inform-
ation and the thermal copductivity, the heat produced in the wire is calculated. A
heater fixed near the center serves for calibration, which in this case means a deter-
mination of the thermal conductivity.*

Some more exotic methods should also be mentioned. They may not give quantitative
results which can easily be compared with others but they sometimes expose new aspects

otherwise unobserved.

% .
Reference 5 includes values for the thermal conductivity in NbZr at temperatures
between 2 and 4.2°K.
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One such method is the study of L-C circuits made of superconductors. 1In Fig. 11
we see two pictures of decaying oscillations (in an L-C circuit of PbBi). One portion
indicates ac losses, the other, a very much slower decay, the loss in the dielectric.
These losses are due to flux pinned in the surface. There seems to be an indication
here that below a certain amplitude the ac losses become zero. As we shall see later,
this might be expected, but there are no other reports of similar observatioms.

Measurements of the Q values of rf cavities also belong here.

Figure 12 shows another static method in which mechanical forces or torques are
measured. A rotating field can be represented as two crossed ac fields 90° out of
phase. 1In this way we can use a torque meter to measure the pinning. This method is
most useful in region III, for. fully penetrating fields. Then the torque is directly
proportional to the pinning stremgth, which can be highly anisotropic as is seen in
Fig. 13 for a vanadium single crystal. We see a plot of the torque, which is propor-
tional to the pinning strength, versus angle — one full rotation - and at various
fields.

We now come to discussion of the over-all results. It is clear that losses meas-
ured in region I and II should be given as loss per unit surface vs the peak field
which this surface sees. In Fig. 14 we show the results for Nb alloys. This includes
— here undistinguishable — NbZr (20-40% 2Zr) and NbTi (20-507% Nb). Each of these twenty-
odd curves represents a whole set of measurements, usually one curve per publication.

So you are looking at the result of a considerable amount of work. The curves are
labelled a, b, ¢, through v, w. The references and explanatory information for each
curve are found in Table IV. It is remarkable that this graph covers 10 orders of
magnitude in the loss values. H, of these materials is around 100 Oe. We are there-
fore in region I below this value.

TABLE IV
Ac Losses in Nb Alloys (see Fig. 14

Curve Reference Investigators Materials Dimensions Geometry Method External Ac

a 9 Di Salvo Nb 25% Zr 10 mil Coil Boil- Ac field
: wire, 10- open off
20 in. circuit
b 9 Di Salvo Nb 25% Zr} 5 mil Coil Boil- Ac field
NbT1 wire open off
circuit
c 9 Di Salvo NbTi 2.5 mil Coil Boil- Field
wire open of f
circuit
d i3 Nakayama and Nb 25%-Zr 5 mil 70 mm Boil~- Field
Takano (x 2 long off )
lower) bundle magnet -
10 mil 5 mm diam ization
20 mil hyster-
) esis
e 10 . Pech and Nb 25% Zr 10 mil] Various Boil- Current
(Fig. 5) Fournet 20 mil coils off
f 8 Rhodes et al. Nb 25% Zr 10 mil ‘Bifilar Boil- Current
' wide of f
spacing
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TABLE IV (continued)

Curve Reference Investigators‘ Materials Dimensions Geometry Method External Ac

g 19 Taylor Nb 25% Zr 10 mil Straight Current Current
6 in. long voltage
h 11 Pech and Nb 25% Zr 10 mil Bifilar Current Current
Fournet 6 m long voltage
i 6 Bogner and Nb 33% Zr 9 mil Bifilar Current Current
Heinzel 3m voltage
k 1 Pech et al. Nb 25% Zr 10 mil Bifilar Boil- Current
off
phase
shift
1 9 Di Salvo Nb 25% Zr 10 mil Bifilar Current Current
(Figs. 2,4) voltage
m 15 _Claude and - Nb 25% Zr 10 mil Bifilar Current Current
: Mailfert widely voltage
spaced
n 4 Jones and Nb 25% Zr 8.5 mil } Coil Boil- Current
(Fig. 4) Schenck 125ft long off
(Fig. 7) 10 mil } ’
680ft long
o 1 See k Different
sample
P 14 Damman et al. NbTi 10 mil Bifilar Current Current
10 m long spaced voltage
14 Damman et al. Nb 257 Zr 10 mil Bifilar
12 Takano Nb 25 % Zr 10 mil Bifilar Boil- Current
_(Sample 2,3) 20 mil ) off
10 m long
s 12 Takano Nb 487 Zr 5 mil
(Sample 4,5) 10 mil
t 12 Takano Wb 25% Zr S5 mil
(Sample 1)
u 7 Heinzel Nb 25% Zr 0.19 mm Bifilar Magnet-
3.6 m long ization
v 5 Wisseman Nb 33% Zr 10 mil Calori- Current
et al. . metric
(thermal
conduc-
tivity)
w ' 5 Wisseman Nb 25% Zr 10 mil

(Fig. 5) et al.
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The curves v and w represent all of the measurements of Wisseman, Boatner and Low?
(see Fig. 10). The three single points labelled i may be somewhat suspect; all other
points of that work follow curve i.

Region III is roughly above ~ 2000 Oe. The penetration field Hp depends on the
radius and the critical current density. The kink in curve a 1nd1cates H, for a 10 mil
wire, in curve b for a2 5 mil wire, and in curve ¢ for a 2.5 mil wire. If we plot these
three branches of region III in terms of loss per unit volume they fall close together.

Between 150 and 2000-3000 Oe we have region II which we shall discuss in more de-
tail. We see that towards the top the curves all have roughly the same slope, close to
B3. Towards smaller fields they bend downwards to a greater degree and meet region I
which has very low losses. We shall see that this trend is reasonably well understood,
when we follow the calculations (Table V).

TABLE V

Calculation of Loss per Cycle

Magnetization hysteresis loop 4_111' §H dB
X 1
Poynting vector I E X H df
n
surface
Joule loss ) J E j dv
volume
Pinning forces J'FP dx dv

We calculate the losses by using any one of four equivalent methods:

1) Area under magnetization curve: Integral over one full cycle of H dB,

2) By considering the Poynting vector: We observe how much energy goes
through the surface into the sample and how much comes out, by form-
ing the integral of E X H over one cycle and the surface.

3) Joulé heating: By integrating the product Ej over the volume.

4) By working out the energy lost by the movement of flux lines against

.the pinning forces, F dx over one cycle and then integrating over the

volume
We find all of these calculations in the literature. Notably London33 and Bean3%
have presented such calculations (see also Refs. 9, 35).

Let me very quickly review the joule heating method. TIllustrated in Fig. 15 is
the penetration depth which during each cycle is filled with flux first in one direc-
tion and then in the other. The current density always opposes the electric field,
therefore there is always loss. The total flux which passes r during one cycle is
here Bg (1 - r/d)(D~-1); multiply this by jc. The integration gives the answer for
loss per cgcle a factor X BS/JC and in technical units the factor becomes
“4.22 x 1079 J-a/0e3. e, If jo is not constant with field we have further smaller
terms.37 By is the induction near the surface.

Now we establish the relation between Bg and the external field H (Fig. 16). We
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know that the surface can carry a surface current density which is partly due to the
ideal equilibrium magnetization and partly due to separate flux pinning qualities of
the surface. This means: as we lower the field, Bg does not immediately change as it
would if we only had the ideal surface step. We first have to reverse the surface pin-
ning current and reach a lower field H' before Bg starts changing. The total surface
step which is operative here is denoted by AH.

We therefore have the complete loss formula where Bg is replaced by (H- 4H).
This formula gives the losses in region II (loss in erg, H in Oe, j. in A/cmz). 1f
we insert a current density of 4 X 10 A/cm* which is an average value for most of the
Nb alloys represented in Fig. 14 (j, varies between 10° and 10 A/cmz) we have finally
the very simple form given in Fig. 16 for the losses.

The values for AH in Fig. 17 were measured by Ullmaier and Gauster’9 who also
pointed out its importance for ac losses. Using these AH values in conjunction with
the formula of Fig. 16 gives curves 2 and 3 of Fig. 18. The shading indicates the ma-
jority of the curves in Fig. 14. Also indicated here as curve 1 is H’. For comparison.
the loss in copper (resistivity ~ 107° (°ecm) which goes as B2 is given. Of course the
loss per cycle depends on the frequency, because of the penetration depth. '

We see that the superconductor is better by orders of magnitude. Unfortumately
the peak fields are not high enough for most of us to get excited about this.

Figure 19 shows a comparison between (H--AH)3 and H® since most authors discuss
their losses in terms of n. Here, then, are unadulterated values as quoted for measure-
ments over the indicated range. The comparison is with curves 2 and 3 of Fig. 18 and
also with a constant value of 100 and 200 Oe for AH. Ullmaier and Gauster's measure-
ments of AH were for AH less than 500 Oe; the dashed part is an extrapolation by me.
So much for region II.

Many measurements have been made on pure Nb (Table VI, Fig. 20) and some on pure
Pb (Fig. 21). Nb has a lower critical field of ~ 1100-1420 QOe, depending on-purity.lo0
Therefore most measurements seen here are in region I going over on the right-hand side
into region II very steeply.

Figure 14 showed losses per cycle up to 10'3 J/cm2. The bulk of the curves in
Fig. 20 lie below the curves in Fig. 14. The large scatter indicates that the surface
treatment of the specimens is of great importance. The logg mechanism is somewhat dif-
ferent and there is no quantitative theory worked out yet. )3 Qualitatively we can
visualize the origin of these losses in the following way: Whatever flux is trapped
in the superconductor will somewhere pierce the surface. " Each fluxoid will somewhere
enter the specimen and at some other point, leave it. At these entry and exit points .
the outside field is of course seen. The action of the ac field tries to shift these
points around. The surface has a pinning force which then leads to losses.

The experimental evidence that this viewpoint is correct includes the fact that
specimens without trapped flux have the lowest losses, as seen in Fig. 22 for Pb and
Nb. We see the losses vs the field during cool-down.

As mentioned with the L-C circuit decay (Fig. 11), a cutoff amplitude is expected
below which fluxoids are truly pinned without movement. Only tenuous experimental
evidence exists as yet.

So far we have talked simply about losses and without exception about losses in
materials and under conditions of applied interest. There are, of course, many other

ac effects; let me mention just one which easily qualifies for our discussion.

In Fig. 23 is shown what can be interpreted as a cooperative phenomenon in the
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Curve Reference

Investigators

TABLE VI

Losses_in Pure Niobium

Specific

Dimensions

Method

a

b

17

8
(Sample 1)

17

8
(Sample 2)

8
(Sample 3)

6
(Figs.7,8)
14

2
(Fig. 2)

3
12
12

3

(Fig. 3)

16

(Fig. Sa):

16
(Fig. 4d)

16
(Fig. 4b)
16
(Fig. 4d)

16
(Fig. 4b)

Easson and
Hlawiczka

Rhodes et al.

Easson and
Hlawiczka

Rhodes et al.

Rhodes et al.

Bogner and
Heinzel

Dammann et al.

Buchhqld and
Molenda

Buchhold and
Molenda
Takano
Takano

Buchhold and
Molenda

Buchhold and
Molenda

Rocher

Rocher

Rocher

Rocher

Rocher

Hollow cylinder

slit (o0.d.3/4 in.) polished

10 mil
3% m

Same as (a) as

machined

Same as (b)

Same as (b),(d)

0.15 mm
5.1m

0.25 mm
10 m

5 mm

X 25 mm
Same as (h)
10 mil

10 m long
6 mil

Same as (i)

Same as (h)

4 mm diam

55 mm long
Sample 1

' = 1030
#4

' =120

#2

I = 850
Same as (p)
Same as (q)

earth fi..d

Cooled in

earth field

Cooled in
zero field

Cooled in
zero field

Geometry External Ac
Mech. Boil- Field
off
Bifilar Boil- Current -
: off
Different
sample
Specimen
annealed
Bifilar Voltage Current
Bifilar Current Current
’ voltage
Cylinder Calori- Field
metric (parallel)
(spec. heat)
Bifilar Boil- Current
. off
Bifilar
Best
specimen
Different
specimen
from same
ingot
Cylinder Calori- Field
metric
(see Ref.2)
Cooled in
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In region III of a weak pinner we see loss maxima which look like .
This observation is very sensitive also to

fluxoid structure.
resonances of the whole flux lattice.
anisotropy of pinning.

For accelerator applicatioms the interest is clearly in region III and to simplify
or complicate matters — according to whether you look at it as an experimentalist or
as a theorist — the emphasis lies on the performance of a complete coil.

A good starting point for calculations in -these cases is the paper by Hancox,39
even if the match with experimental results (as we shall hear in subsequent papers 4’95)
is apparently not yet ideal. I feel inclined to think that the dynamic resistance,
which will be discussed in more detail by Rayroux, may contribute much to the under-
standing of region III.

The real limiting factor evidenced in region III is the phase transition or the
ac critical current (since we talk almost always about self-fields of ac currents)
which is intimately connected with the large losses.

Figure 24 gives the available experimental material and some expected limits.
The plot gives frequency vs peak ac critical field. The points represent experiments
(see Table VII). The curves, numbered 1-5, are theoretical limits discussed below.

TABLE VII
Critical Ac Currents
Curve
or Point Referemnce Investigators Material Dimension and Geometry
a 48 Finzi and Nb 25% Zr 10 mil, 6.8 cm, straight (in
(Fig. 4c) Grasmehr perpendicular dc field of 7650 Oe)
b 48 Finzi and (In perpendicular dc field of
(Fig. 4a) Grasmehr 3100 Oe)
X 6 Bogner and Nb 337 Zr 0.23 mm, 3 m, bifilar
(Fig. 3) Heinzel .
A 47 _ Young and Nb 25% 2r 5 mil, 3/8 in., straight
(Figs.1,2) Schenk
0 47 Young and Nb 25% 2r 10 mil, 3/8 in., straight
(Figs.1,2) Schenk :
o 47 Young and Nb 25% Zr 20 mil, 3/8 in., straight
(Figs.1,2) Schenk
||| 45 Rogers Nb 25% Zr 8 cm, straight (50 Hz only)
R different diameters (from low to high field)
suppliers in mm: 0.191; 0.254; 0.269; 0.403;
0.254; 0.888. :
+ 19 Taylor Nb 25% Zr 10 mil, 6 in., straight
(Fig. 3)

We can think of three types of limitations of the critical current:

1) There is a superconducting limit, equal to the short sample dc critical
current given by maximum flux pinning. The arrows indicate these values
(calculated for the samples used) for a 5 mil wire (4), a 10 mil wire (0),
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and a 20 mil wire ([7]) of NbZr. Tt is not surprising that this seems
to be an upper limit.

2) Runaway heating. With increasing losses the temperature of the specimen
rises, this leads to higher losses; to a further temperature rise, etc.
If this process is not self-limiting, by reaching an equilibrium with
the cooling capacity, the runaway heating will destroy superconductivity
(Ref. 48, curves a and b, attempts an explanation of this kind).

As a criterion for runaway heating one might choose the start of film
boiling, if, as usual, the specimen surface is in contact with liquid
helium, Taking as a rough figure 1 W/cm2 as the transition from nucleate_
to £film boiling we obtain curve (1) as the locus for average ac losses of
this magnitude. The return from_film to nucleate boiling takes place at
a much lower value of ~ 0.1 W/cm* represented by curve (2). Keeping in
mind that during the whole ac cycle dissipation only takes place_during
about half the time but then at twice the value, we reach 1 W/cm® already
for curve (3). Curves 1-3 are all calculated with j,k6 = & X 10° A/em? and
0H = 0. If values for AH are taken from Fig. 17, then curve (2) is modi-
fied into curve (4).

Although these curves and the experimental points have the same slope,
the discrepancy otherwise is large enough to leave some doubt whether
this is the whole story. The heat transfer from a surface into liquid
heliuml02 happens to be far too complicated to be representable in one
or two figures. It may be that a direct visual observation through high
speed photography will eventually provide a satisfactory answer.

3) Instability. Coils often have a lower critical current caused by insta-
bilities (coil degradation). A similar phenomenon is expected in straight
wires of sufficient thickness, provided the self-field at the surface
reaches a value high enough for instabilities to occur (>~ 4 kG). If
the frequency is above ~ 20 Hz we may assume adiabatic conditioms for the
flux penetration process and calculate a flux jump field as curve (5)
according to Ref. 103 (assuming H < H|). This same phenomenon should
also limit the dc critical current bug below 10 Hz the process is no
longer adiabatic and the limit, therefore, more difficult to calculate.
So far this limit has not been experimentally observed because the cur-
rents were not high enough, i.e., the sample not thick enough.

It is perhaps .best to conclude with these experimental suggestions lest somebody
thinks that all problems are solved.

In summary we can say that we understand reasonably well the losses in region II.

We have only two material properties j. and AH influencing the losses. (Any other
variables such as temperature, applied dc field, etc., influence the losses through
these material properties.) On the other hand, we have the amount of surface and the
peak field as external variables and they are influenced by the particular geometry.

In conclusion we can safely say that this study shows that there is very little
immediate need for more loss measurements in pure Nb or Nb alloys (unless, of course,
with specific applications in mind). However, there are very few measurements on the
brittle materials Nb3Sn, V3Ga, etc. But we ought to increase our understanding of AH.
This may open the door towards reducing ac losses.

%*
For instabilities observed under ac conditions, in a cylindrical tube, see Ref. 87.
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Fig. 7. Four ac loss regions.
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Two-component decay of voltage oscillations in super-
conducting L-C-circuit. Time scale is 2 msec/div.
Initial current was 2 mA.

Linear decay of voltage oscillations in superconducting
L-C circuit. Time scale is 2 msec/div. Initial current
was 100 uaA.

Fig. 11. Experimental method: decay of oscillations in superconductive
L-C circuit (Ref. 84).
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Experimental ac critical currents plotted as frequency
of the ac current vs the surface peak field created by
the ac current. The points are referenced in Table VII.'
The curves numbered 1-5 are theoretical limits explained
in the text.
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