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- #% Rijksoverheid

VU ON DIGITAL TWINS TO IMPROVE THE PERFORMANCE AND
TECHNICAL SUSTAINABILITY OF DATACENTERS IN THE CONTINUUM

@Large Research | EHzH

;ﬁ http://atlarge.science

Massivizing Computer Systems B [=]g==

bit.ly/VUDigitalTwin24 Digital Twin for ICT infrastructure =
This project has received funding from MOdSIm platform T m0n|t0r|ng and

~
the European Union’s Horizon Research

. ) <
and Innovation Actions under Gran data en + ODA + ke scenarios + ~ -
Ag(:elementtNQ 1'?)1t093202fj erent g y I n @Alosup

VRIJE e goal-oriented steering of RW infra.

V U : UNIVERSITEIT  Many thanks to our collaborators, international working groups, Prof.drir. Alexandru
AMSTERDAM authors of all images included here. Also thanks to

Adolfy Hoisie and all ModSim organizers. IOSU P
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SUSTAINABLE, HIGH-END, HIGH-PERFORMANCE WRITING

Source: fountainpens4drawing.nl
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US IN 1+ MINUTES
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SYSTEMS!
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WHO AM I?
PROF. DR. IR. CAV. ALEXANDRU IOSUP

- Education, my courses:

> Honours Programme, Computer Org. (BSc)
> Distributed Systems (MSc)

* Research, 15+ years in DistribSys:
> Massivizing Computer Systems (ecosystems)

> Chair NL IPN SIG Future Computer Systems and Networki
> Chair SPEC RG Cloud Group

* About me:
> | like to help... | train people in need
> VU University Research Chair + Group Chair
> NL ICT Researcher of the Year
> NL Higher-Education Teacher of the Year
> NL Young Royal Academy of Arts & Sciences
VU% > Knighted in 2020




VU]l Massivizing Computer Systems

ResearCh Group BIO AIeXandru Tiéi-ano Danile Jesse Matthijs
httpS'//atIarge-researCh com IOSUP DE MATTEIS BONETTA DONKERVLIET JANSEN

Group Bio: CompSys | Massivizing Computer Systems group | National/EU projects, incl. NL Groeifondsprogramma 6G Future
Network Services (€315M, 7 years), NL NWO OffSense, EU Horizon Graph-Massivizer (€5M), EU MCSA-RISE CLOUDSTARS

Serverless * virtualized cloud environments: RM&S for workflow and serverless ops, back-end services, big data and graphs,
aggregate and disaggregate resources, VM/contrainerization and JIT compiling, performance, availability, energy. Understand and
experiment / analyze / benchmark ecosystems, design new parts, improve existing parts, share FAIR tools + Memex-like data.

Digital Twin: ICT infrastructure/datacenter simulation, Operational Data Analytics, DC cockpit, VR/XR ops.

Relevant prior work (selection of tools and activities):

Rescurce usage with Serverless

50 Workflow Composition Layer

512 B LBA format Wi A\ @
40 4 KiB LBA format Workflow Registry| | Workflow Engine
2
>‘30 eme!
o
8
it
-

y.. ik =
1 0,,[%3:,; ;%fni"i% R [ naming Semc@[ Rosoue 14
Serverless OpenDC K8s/Storage  Continuum + Benchmark Cloud Group
history + vision simulator benchmark Reference Archi chair

Contact: info@atlarge-research.com 9



https://arxiv.org/pdf/1802.05465.pdf
https://opendc.org/
https://research.spec.org/working-groups/rg-cloud.html
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://doi.org/10.1145/3587249
https://atlarge-research.com/pdfs/2023-cluster-zns-performance-kdoekemeijer.pdf
mailto:info@atlarge-research.com
https://ldbcouncil.org/benchmarks/graphalytics/

121 e SIG FCSN + Manifesto on

NETHERLANDS

Computer Systems and Networking Research

Clear vision for the field in the NL, 2021-2035

/ universities

stakeholders

Available

5 relevant societal 3‘5

SINCE LAST YEAR — RE-BOOTED THE COMPSYS NL COMMUNITY...

e Holistic, System-Wide Qualities

Ecosystems of
Data and App Markets

Development Platforms

0

[=]

Compute, Memory, Storage, &
Network Infrastructure

Manageability

Responsibility

Full version https://arxiv.org/pdf/2206.03259

Usability
U tech platforms & societal goals

Digitalization, link ietal

Who's Who in CompSysNL? https://bit.ly/CompSysNLWhosWho

AAAAAAAA

© 2023 Alexandru losup. All rights reserved.
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https://bit.ly/CompSysNLWhosWho

THIS IS THE

GOLDEN AGE

OF COMPUTER
1 ECOSYSTEMS



GENERALITY OF MASSIVE COMPUTER ECOSYSTEMS

e J _
. losup et al. (2018) Massivizing Computer Systems, ICDCS. [Online] Hesselman, Grosso, Kuipers, et al. (2020) A Responsible
Internet to increase Trust in the Digital World. JNSM [Online]



https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7

USING REPRODUCIBLE, COMPLEX WORKFLOWS

cwlVersion: v1.0
class: CommandLineTool

Data
Lake

1. Community Maintained

Public/
Private

Federated
Data Processing

Data
sovereignty

doc: Spoa is a partial order aligment..
inputs:
readsFA:

type: File /

format: edam:format 1929
doc: FASTA file containing a set of sequences

File Format Identifier

2. Software Container
<=

\[mo

requirements:
InlineJavascriptRequirement:
hints:
DockerRequirement:
dockerPull: "quay.io/biocontainers/spoa:3.4.0--hc9558a2 0"
ResourceRequirement:
ramMin: $(15 * 1024)
outdirMin: $(Math.ceil(inputs.readsFA.size/(1024*1024*1024) + 20))

L High-Level Languages

e (Query, Domain-Specific, etc.)

baseCommand: spoa 3. Dynamic Resource

Requirements

arguments: [ $(inputs.readsFA), -G, -g, '-6' ]

stdout: $(inputs.readsFA.nameroot).g6.gfa
outputs:
spoaGFA:
type: stdout
format: edam:format 3976

€ IO

doc: result in Graphical Fragment Assembly (GFA) format Authors of CWL
tool and workflow
$namespaces: descriptions

edam: http://edamontology.org

Operating
Services

Crusoe et al. (2022) Methods
Included: Standardizing
Computational Reuse and
Portability with the Common

Workflow Language. CACM.

Infrastructure

0 Neuromorph Physical

CPU GPU

Compute &
Storage

Desktop App _ Notebook

Keras

wle ol

.
Local execution on Linux, macOS, and MS Windows
via the CWL reference implementation (cwltool) and
Docker/uDocker/Singularity/podmany/...

|
CiJ DevOps

Spark SQL

kubernetes ‘2 Google Cloud
3 openstack. «famazon|[EC2 A\ Azur

()

TPU X

Backends supported by various F/OSS CWL
implementations

Virtual

Containers



https://doi.org/10.1145/3486897
https://doi.org/10.1145/3486897
https://doi.org/10.1145/3486897
https://doi.org/10.1145/3486897
https://doi.org/10.1145/3486897

RUNNING ON CONTINUUM RESOURCES & SERVICES A

ISSUES: COMPLEXITY, y N
NON-TECHNICAL Endpoint 4 Edge A Cloud
- " Data Preprocessing Application Application
Endpoint Edge Cloud | > ﬁ) ; 3 b @
.. s wilian i A) Application Back-end Back-end
(. f) \_ f) \_ — v,
; \ e ®) € [ €€ [ )
unnnn o Operating System Resource Manager Resource Manager
| 1l | u \Resource Manager/ Operatlng Serwces Operating Serwces
_é ( @ d @ ( @
Infrastructure Infrastructure Infrastructure

~ 2 * 2 J

Increasmg Resource Constraints

|
| Increasing Scale, Bandwidth and Communication Latency to Endpoints ‘> < Mist Computing >
(—Owned by Users__ XX Ouned by Service Providers ) < Edge Computing - Multi-access Edge Computing - Fog Computing
Trivedi, Wang, Bal, losup (2021) Sharing and Caring of <Mobi|e Cloud Computing> <Mobile Cloud Computing>

Data at the Edge. HotEdge.

Jansen, Al-Dulaimy, Papadopoulos, Trivedi, losup (2023) The SPEC-RG 15
© 2024 Al Reference Architecture for the Edge Continuum. CCGRID. Open access:
https://doi.org/10.48550/ARXIV.2207.04159



https://doi.org/10.48550/arXiv.2207.04159
https://doi.org/10.48550/arXiv.2207.04159
https://atlarge-research.com/pdfs/2020-hotedge-griffin.pdf
https://atlarge-research.com/pdfs/2020-hotedge-griffin.pdf

.. IN ASMARTLY ORCHESTRATED ICT ECOSYSTEM ... A
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...DELIVERING SERVERLESS COMPUTING PROPERTIES A

bit.ly/MassivizingServerless22 Serverless computing =

Application Type

oo 42% Core functionality
39% Utility functionality

16% Scientific workload

Programming Languages

42% JavaScript
< > 42% Python
12% Java

Simon Eismann, Joel Scheuner, Erwin Van Eyk, Maximilian

Schwinger, Johannes Grohmann, Nikolas Herbst, Cristina L.

Abad, Alexandru losup (2022) The State of Serverless
Applications: Collection, Characterization, and Community
Consensus. [EEE Trans. Software Eng. 48(10)

extreme automation

+ fine-grained, utilization-based billing

Dispelling the confusion around serverless
computing by capturing its essential
and conceptual characteristics.

BY SAMUEL KOUNEYV, NIKOLAS HERBST, CRISTINA L. ABAD,
ALEXANDRU IOSUP, IAN FOSTER, PRASHANT SHENOY,
OMER RANA, AND ANDREW A. CHIEN

Serverless
Computing:
Whatltls, and
What It Is Not?

Market analysts are agreed that
serverless computing has strong mar-
ket potential, with projected com-
pound annual growth rates (CAGRs)
varying between 21% and 28% through
2028"#5%319 and a projected market
value of $36.8 billion* by that time.
Early adopters are attracted by ex-
pected cost reductions (47%), reduced
operation effort (34%), and scalabil-
ity (34%).'7 In research, the number of
peer-reviewed publications connected
to serverless computing has risen
steadily since 2017.'¢ In industry, the
term is heavily used in cloud provider
advertisements and even in the nam-
ing of specific products or services.
Yet despite this enthusiasm, there
exists no common and precise under-
standing of what serverless is (and of
what it is not). Indeed, existing defi-
nitions of serverless computing are
largely inconsistent and unspecific,
which leads to confusion in the use
of not only this term but also related
terms such as cloud computing, cloud-
native, Container-as-a-Service (CaaS),
Platform-as-a-Service (PaaS), Function-

Kounev, Herbst, Abad, losup, Foster, Shenoy, Rana, Chien (2023)

Serverless Computing: What It Is, and What It Is Not? CACM. Sep 2023 issue.

© 2024 Alexandru losup. All rights reserved.
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BUT WE CANNOT
TAKE THIS
TECHNOLOGY
FOR GRANTED

2 (A few facets of sustainability)



ECONOMIC AND CLIMATE SUSTAINABILITY OF
MASSIVE COMPUTER ECOSYSTEMS

ECONOMY AND SOCIETY Power consumption of datacenters:

0 1)
ARE BUILT ON DIGITAL >1% — >3% of
slobal electricity in 3 years

€460 MLD 3 ’ 3 M L N Source: Nature, 2018 [Online].LNRC, 2019 [Online

DIGITAL VALUE | JOBS CREATED Water consumption
of datacenters in the US:

Impacts >60% of >625Bn. /y (0,1%)
the NL GDP (1 tri”ion EUR/Y) Sourcc%}(ergyTechnologmsArea 2016[_n|_|rﬁ]

56% A Jevons paradox of

JOB GROWTH /

2019-2024 / computer ecosystems?

Other climate impact:
Largely unreported

Source: NASA Earth Observatory - .:

Sources: losup et al., Massivizing Computer Systems, ICDCS 2018
[Online] / Dutch Data Center Association, 2020 [Online] / Growth: NL
Gov't, Flexera, Binx 2020. Gartner 2019. IA 2017.



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/
https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy

SUSTAINABILITY MUST ADDRESS COMPLEXITY GROWTH

COMPLEX, DISTRIBUTED ECOSYSTEMS DO NOT ACT LIKE REGULAR COMPUTER SYSTEMS

Ecosystems don't
have easily...

Operational goals are
becoming more complex

Operational techniques are
becoming more comple

Simplicity
Maintainability
Responsibility
Sustainability
Usability

Metrics to be measured

by provider® or laaS customer(©) Metrics measurable for end-user®

Operational risk(©), ... Total cost of ownership®), ...

Metrics for
Managerial
Decisions

which includes:

Aggregate metrics(©),
e.g., unit-free scores,
speedup ratios, ...

SLO Violation rates(E),

Policy Metrics service costs®), ...

Synchronization
Consistency, consensus
Performance
Scalability, elasticity
Availability, reliability
Energy-efficiency

Metrics resource availability®, ...

Performance isolation(®),
elasticity & scalability®),

Cloud Infrastructure Performance variability(®),
energy efficiency®), ...

Resource utilization Throughput rates(®),
averages(), latency(), Traditional Performance Metrics end-to-end response
congestion times(®), ... times®, ...

losup, Kuipers, Trivedi, et al. (2022)
Future Computer Systems and
Networking Research in the
Netherlands: A Manifesto. CORR

Allocation ~

Migration

Consolidation Offloading

Elastic scaling

Provisioning

Replication

Caching

N. Herbst, E. Van Eyk, A. losup, et al. (2018) Quantifying
Cloud Performance and Dependability: Taxonomy, Metric
Design, and Emerging Challenges. TOMPECS 3(4).

Stijn Meijerink, Erwin van Eyk, Alexandru losup (2021)
Multivocal Survey of Operational Techniques for
Serverless Computing. White Paper.



https://arxiv.org/pdf/2206.03259
https://arxiv.org/pdf/2206.03259
https://arxiv.org/pdf/2206.03259

PHENOMENON: PERFORMANCE IN CLOUD SERVICES

=————

PERFORMANCE SUSTAINABILITY OF MASSIVE COMPUTER ECOSYSTEMS
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Source: http://bit.ly/EveOnline21Crash

s
| Players in Eve Online broke
a world record — and then

the game itself
Developers said they’re not ‘able to predict the
server performance in these kinds of situations’

By Charlie Hall | @Charlie_L_Hall | Jan 5, 2021, 2:54pm EST ] ' ' ;
; - S Source: Razorien/CCP Gan
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https://arxiv.org/abs/2012.06171

- ' « Ana Lucia Varbanescu's Professional Network
Llnkedm aPs as of November 28, 2013

MASS | \./ | Z E R ®@2013 LinkedIn - Get your network map at inmaps.linkedinlabs.com



PHENOMENON: PERFORMANCE IN CLOUD SERVICES
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Your network is so large...

Sorry, but your network is too large to be computed, we are N
working to increase the limit, stay tuned! \}{_\ SN
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OVER-ARCHING GOAL:
WE'RE BUILDING

21t CENTURY ICT
INFRASTRUCTURE
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' BUILDING ICT INFRASTRUCTURE FOR THE 21ST CENTURYI

A ge— e

v

-

s THISTALKIN ANUTSHELL

— T e =

l Technology ' A Why does this happen?
. not ready, 3

Tk Wi i s Nk

Sk many m
i B What to do about it?
@/ u~ 7 o

?’

In modern computer systems
iIssues are often linked

Source Alexandru’s personal library. A &




ONE PROJECT TO MENTION... MASSIVIZER

Big Graph Processing: Used in AI/ML FinTech
ICT Infra., Industry 4.0, Energy Mgmt.”, etc.

Vision: Massivizing computer systems approaches are key to enable big grapnh ecosystems

contributed articles

S e — Desktop App Notebook
= Bk Oranhs: Graph-Massivizer
View on Grany, EU Horizon project
L Processin
It Systems ? (2023—2025)
B\ B/
AR @) N - Q= Includes a Digital Twin
a0 | @ HEEE

CACM Cover/Featured article, Sep 2021 (*) Digital twin for datacenters, with partners including CINECA

w 29
Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM. gLt oW/ {e] = elgBaa R\ VAT =TR 1



https://arxiv.org/abs/2012.06171
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IN THIS TALK:
WE'RE BUILDING A

DIGITIAL TWIN TO
ADDRESS LONG-
TERM NEEDS

)
3 (What we need in CompSys infrastructure)



WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

monitoring and datagen

Real-World ICT Infrastructure Virtual ICT Infrastructure

_ Real World Appllcatlons

4 ModS|m platform
-+ ODA + key scenarios

ool p s e 3 =4 . ok ; Services
24 oS ke S R B e T e P -’5‘~'-“ - - ) 1 w Infrastructure
(3 @ , = = : ; . ] .
Real-World HW Ux. prow g Visualization
4 7 5 , g

> EEEEEm vV U BN

| goal-oriented steering, RM&S decisions




WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

X1 monitoring and datagen

A Real-World ICT Infrastructure Virtual ICT Infrastructure

. Real World Appllcatlons 01 Abstration + Principles

O 02 ModSim platform
+ ODA + key scenarios

03 Visualization

| goal-oriented steering, RM&S decisions X2




AGENDA

IN THIS TALK:

Golden Age of Computer Ecosystems
But we cannot take this technology for granted

We can try to understand and improve things for targeted
applications — with Digital Twins (DT)

We defined a high-level reference architecture for DT

Let's detail the main components (not comprehensively, not
necessarily in order, and time-allowing)

Let’'s conclude



WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

X1 monitoring and datagen

A Real-World ICT Infrastructure Virtual ICT Infrastructure

. Real World Appllcatlons 01 Abstration + Principles

02 I\/IodS|m platform
-+ ODA + key scenarios

™ Y03 Visualization

| goal-oriented steering, RM&S decisions X2




ONE SYSTEM MODEL: FITS Al/ML, BIG DATA, SCIENTIFIC, B
ENGINEERING, BUSINESS CRITICAL, ONLINE GAMING, OTHER APP¢ o1

. e Market Sharing (€l ¢ Lake Data Processing sovereignty
ML app Is a small
I
part, but now we i | oeee

High-L I L =
Can dO Complex Development ((IQ?.lery?VDeomaar;g?sagggific, etc.) Keras Spark SQL I 6
Platforms y v |
Front-End p i Data/NN structure /
WO rkﬂOWS gerfgl?cesl; model / format / meta TensorFlow I Spark

Engines )
(Back-End mmlTensorFlowl Spark I

ReSt 1S SyStemS’ S Hops I HopsFS I HDFS I

~ AWSW. o
I”ClUdIng HPC Resource

Managers

SLURM Kubernetes Mesos YARN

Adapted from:
Operating
Sakr, Bonifati, Voigt, Iosup, et Services
al. (2021) The Future Is Bi
Infrastructure

Physical
Graphs! CACM. Compute & Neuromorph ""Y5'<@
Storage CPU GPU | TPU X Containers

Zookeeper Kafka

Virtual



https://arxiv.org/abs/2012.06171
https://arxiv.org/abs/2012.06171

Different Performance Goals for Different Stakeholders H

Framework for (New) Operational Metrics

Metrics to be measured
by provider® or laaS customer(©)

Metrics measurable for end-user(E)

Metrics for

Operational risk(©), ... Managerial

ag Total cost of ownership(®), ...
Decisions

Aggregate metrics(©),
e.g., unit-free scores, Policy Metrics
speedup ratios, ...

SLO Violation rates(®),
service costs'®), ...

Performance isolation(P),

elasticity & scalability(©) Cloud Infrastructure Performance variability(®),
. ’ Metrics resource availability®), ...

energy efficiency), ...

Resource utilization Throughput rates®),

averages'P), latency("), Traditional Performance Metrics end-to-end response

congestion times(P), ... times®) , ...

N. Herbst, A. Bauer, S. Kounev, G. Oikonomou, E. Van Eyk, G. Kousiouris, A. Evangelinou, R.
Krebs, T. Brecht, C. L. Abad, A. Iosup: Quantifying Cloud Performance and Dependability:
Taxonomy, Metric Design, and Emerging Challenges. TOMPECS 3(4): 19:1-19:36 (2018)

37



WHICH SHORT-TERM DECISIONS CAN THE ECOSYSTEM TAKE? B | 01
Operational Techniques SeIeCted DynamIC!

— N N N gy
—_ --

Consolidation

Stijn Meijerink, Erwin van Eyk,

~ Caching Alexandru Iosup (2021) multivocal
Ssurvey of Operational Techniques for
Serverless Computing. White Paper.

Allocation - - o .
~..Short-Term Techniques
Replication ot S » <
ocation N
T S
Partitioning Migration
Offloading / Consolidation Offloading \
Elastic scaling
) \
@' Provisioning \
i 1
i 1
Provisioning []
D, ,
\ Replication Partitioning
Elastic scaling JEE\ Load Balancing /
V'

-
----————

© 2024 Alexandru losup. All rights reserved.




ENABLE ODA (OPERATIONAL PRINCIPLE)

—»| Source & Ontology DataF%Iegning & Data Characterisation DataLModt_alling &
P ro b I e m . . Mapping ltering earning
Data Ofte n See n aS II:-):¥ae :&7M odel [ !’Reusability‘D ] [ ’Experimentationo ] [ g)ata Governance & Securi'g ] :
Ove rh ead ; Ioose p"'OceSSE ......................................................................
. .| Layer5s: Productivit ~
: [t E rhoanuc(ialr\rllleynt |
. . n o -
"o Stationn b ? Profiing Software-based - '2_'9‘?2230
. . : O .| Layer4: %P ?p) (P Security Tl n
Solution: 5H - inter- #9) [P Error %
:’ : S:::viga?En s operability Handling q 0 b Q
1 . . -E g \
. Link data collectionto  :&£:ges ——— — 4 :
o . 8 - ocation & Appllca!thn Worquad =
per_layer ca pab| I |t|eS - | Manager p Scheduling g, | | g Fingerprinting g, | | ¢ Modelling ; | Modeliing y
. P : N S P} )
2. Enable data science (S R [ rautDetection || Sca@bilty N
: g .| service o0) b Tuning @ i
p rocess T / Hardeare-m;naged R
: Layer 1- e ~ Monitoring &
Compute & Storage [ Runtime Tuning ] L q o JI Alerting
Hardware b ¢ ﬁ kﬂb P9
1 Layer 0: h :
O ngOI ng work Infrastructure Infrastructure Management Eeyer 6.
Facility 0 ) De'vOps Platform

Shekhar Suman, Xiaoyu Chu, Martin
Molan, Andrea Bartolini (UniBo),
Iosup, et al. (2023) Ontology for

HPC Infrastructure Data

[

Input actions on each ODA component in each layer

Operational Data

4——[ Redeployment

1

I Reassessment L

)
=

~doo7 jonuoo peapead

)

l

. J

Qutput actions on each ODA component in each layer

3 Legend

Data Sources:

Y On-demand
b: Online

ODA mode of operation:

: In-band
@: Out-of-band
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WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

X1 monitoring and datagen

A Real-World ICT Infrastructure Virtual ICT Infrastructure

. Real World Appllcatlons 01 Abstration + Principles

Q& 02 ModSim platform
+ ODA + key scenarios

™ Y03 Visualization

| goal-oriented steering, RM&S decisions X2




OpenDC: SIMULATION PLATFORM FOR ICT INFRASTRUCTURE

... SHORT-TERM: X or Y? WHERE TO PUT Z? LONG-TERM: CAN WE AFFORD A? WHAT IF B HAPPENS?

OpenDC
simulator

-

Learn more;
opendc.org

N

Short-term resource management
Long-term decision making

Sophisticated model — many Qs, goals
Supports many kinds of workloads
Supports many kinds of resources
Validated for various scenarios

Work with major NL operators, incl. HPC

Used in training, education, research | and more...
© 2024 Alexandru losup. All rights reserved. l3=


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/

OpenDC 2.0

OpenDC Ref. Arch. for Resource Serverless Use in
Vision DC Schedulers Procurement Computing 6G FNS
’ i ’ ’ ’
; 2017 > 2018 > 2019 > 2020 2024 2026
N i i i e
Initial Start of Design Space TensorFlow Use in EU H2020
Commit OpenDC 2.0 Exploration Modeling Graph-Massivizer
: : Eli'iEEl_El ‘ Learn more:

https://github.com/atlarge-research/opendc opendc.org

Fabian Mastenbroek, Georgios Andreadis, Soufiane Jounaid, Wenchen Lai, Jacob Burley, Jaro Bosch, Erwin
@ La rge Resea rc h Van Eyk, Laurens Versluis, Vincent van Beek, Alexandru losup (2021) OpenDC 2.0: Convenient Modeling Scan me for
Massivizing Computer Systems and Simulation of Emerging Technologies in Cloud Datacenters. CCGRID 2021: 455-464. [ 1 o)
penDC paper

Vugfﬁ&;{;& = Solvinity. 42



https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/
https://github.com/atlarge-research/opendc

Graph-Massivizer: Technical Architecture

Q (—) Graph Analytics and ‘ ’ Basic graph operations | ! Work-driven simulation
. Querying : (BGOs) 1B toolchain i
—— '> ' i il : Resource similarity < !
Stakeholder A i : ; A I ¢ P identification 5 S
Graph-inceptor _ | : i I | i ;
1k : 1 | Graph processing | ! | Sustainability predictor e ! :
‘» " ' workload models | C ¢ - e -
» B Probabilistic |+ ! I : - esource partition
| Data B Reasoni b i ' ? creation ; Workload =
; i B ng .. ; ‘ ; v mix of BGO
' C | E 1§ functions
Workload execution <= : Monftorin
Graph Creation | ! | ! prediction 9 '
iy S | I
Graph Storage < i + | Hardware Metrics ‘ Benchm.ark / FaaS BGO
e . 1 |performance | = selection for @ ! calculation : —l—) scheduling Deploy Storage
P 0 models Performance = H and -
! | Graph poa deployment : Mot

5 . & P
E Y SAmping Vo i{:‘k 3::,} Sustainability | : 5 E | N
: P X ig«:a; P Power P I

Graph Data : +  Hardware Lo -

______________________________________________

SRR AP Prodan, losup, Varbanescu, et al. (2022) Towards Extreme and Sustainable Graph
MASSIVIZER Processing for Urgent Societal Challenges in Europe, IEEE Cloud Summit, 23-30.



https://dx.doi.org/10.1109/CloudSummit54781.2022.00010
https://dx.doi.org/10.1109/CloudSummit54781.2022.00010

OpenDC architecture + GM

Q Control ¢ Data

Legend

Frontend

Mean Host CPU Usage
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scenario

I
vorzonts [
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MHz
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scenario |
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0 4k sk 16K

Web Interface

v 1

API Server

v 1

Database

oud
Datacenter

0 350k 700k  1.4m

e

Server Prefab

CPU Memory Disk

P

Rack Prefab

@Large Research
Massivizing Computer Systems

Command Line
Interface

Prefabs, per
Use Case

4

Mastenbroek, Andreadis, losup, et al. (2021) OpenDC 2.0: Convenient Modeling g VRuE

Experiment Runner

Convenience Tools

?

Infrastructure

Chronos

Datacenter Mod

—>)

Resource Manager [€

<

Workload

E i Processor

©

-» Env. Formats

Q

Library of Metrics |

v 1

Monitoring
Service

Resource Topology

Platform

Serverless

Graph-Serverlizer

-Choreographe 3

Simulator

A 4

T

Resource Models

v i

Event Tracer

?

Simulator Core

Machine Learning

? Workflows

Energy and
Sustainability
Metrics @

Labele 5§  Graph-Optimizer

and Simulation of Emerging Technologies in Cloud Datacenters. CCGRID.

UNIVERSITEIT
AMSTERDAM




CAPELIN: FAST DATA-DRIVEN DC CAPACITY PLANINNG

WE SURVEYED AND ANALYZED 89 USE-CASES

e High-impact problem

e Long-term effects

e Difficult to predict

Our work: Capelin + OpenDC
e Sophisticated approach

e Based on validated simulator

e Work with major NL hoster

@Large Research

Slides by Georgios Andreadis,

() all data
PR

Capacity Planning Committee (§4)

e all data

Capelin (§5)

P
Portfolios

— oware
o

Q @ decision

fa = = Capacity Planner (§4)

| Host | Host | Host
Cluster | Cluster | Cluster | || @ @dec'sm

| Host U-ul Host I_ujl Host I_I-u | Host |u'| Host §
Cluster | Cluster | Cluster Cluster | Cluster | Cluster

generic, coarse-grained

Current Practice

right-sized, fine-grained

Capelin (this work)

Massivizing Computer Systems

with input from Alexandru losup et al.



A New Abstraction: Portfolios of Scenarios

Novel features: [P Portfolio

0 : | oh [] Base Scenario
° perational phenomena Trace of Topology Operational
® Multi-scenario Workloads Configuration Phenomena

[] Candidate Scenarios

Evolution of design: Adapted Adapted Operational
® One mandatory base scenario searidons Topology R
. .
Targets on portfolio level SiRTes
Select Select Time
Metrics SLOs Range

Slides by Georgios Andreadis,
with input from Alexandru losup et al.

UNIVERSITEIT
AMSTERDAM

@ La rge Resea rCh Andreadis et al. (2022) Capelin: Data-Driven Capacity Procurement for Cloud VU k VRIJE 46

Massivizing Computer Systems Datacenters using Portfolios of Scenarios. IEEE TPDS 33(1).



A Multi-Metric View of Datacenter Operations

i o ot

@ La rge Resea rCh Andreadis et al. (2022) Capelin: Data-Driven Capacity Procurement for Cloud % VRIIE A7
Massivizing Computer Systems Datacenters using Portfolios of Scenarios. IEEE TPDS 33(1). VU B e



Example: Horizontal vs. Vertical Scaling

CPU base - T — by
Overcomm. =" | —— - —_—
ol | o ——e—p—— ___\\Orse
Power base - '-_I CPU load (§5.1.3)

ElEN 41579 DEI ND

consumption 7 | @8-

Worse

H

Capelin enables complex trade-off exploration, e.g.,

power vs. performance

Slides by Georgios Andreadis,
with input from Alexandru losup et al.

@ La rge Resea rCh Andreadis et al. (2022) Capelin: Data-Driven Capacity Procurement for Cloud

Massivizing Computer Systems Datacenters using Portfolios of Scenarios. IEEE TPDS 33(1).
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Example: Evolution of Electricity Expenses

Company Society

Customer
4,000
Scenario
3,000 B October 2020
[ October 2021

2,000

1,000

Risk per Month (€)

0
Electricity CO2 Resource Resource CO2

Availability Scalability Qo5 Demand Emissions Saturation Imbalance Emissions

>

\? Electricity expenses become primary risk in datacenters

@Large Research

Massivizing Computer Systems



Downscaling to save electricity?

50,000
1. Downscaling results in Energy Efficiency of Datacenter
lower risk amid soaring S 40,000 @ Google @ Average @ Low
electricity prices Pt
)
S 30,000
but =
0 20,000
4
. Datacenter operators must g
© 10,000

compromise between

lower topology scale and 0 N\

Topology Scale

@Large Research me  Bg
VUSE i



Experiments are very expensive!
An Environmental Perspective

112 8,600,000,000
2.1 116,000,000,000

—

Delft — Rotterdam

Eudy Guly. - fGuy x5S bilion:

In Reality



Different Performance Goals for Different Stakeholders
Practical Example

Lowest Carbon
Emissions

Lowest
Runtime

Lowest
Latency

Robert Cordingly, Jasleen Kaur, Divyansh Dwivedi, wes Lloyd (2023) Towards Serverless Sky
Computing: An Investigation on Global workload Distribution to Mitigate Carbon
Intensity, Network Latency, and Cost. IC2E 2023: 59-69

Slide by Robert Cordingly, presented to SPEC RG Cloud on Oct 31, 2023
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FootPrinter: Quantifying the Carbon Footprint

0)
D == > (I) Data Center (User)
(|) Gather data @ Workloads EngfServers P Operation33 «
58'&1 —= K Software
]
. Y
(1) Convert to input data (1) Input data @ 6» FootPrinter
Wo_lr_kload\- : ﬁ Event-Driven Energy
i races Simulati Samol
(111) Run FootPrinter mulation | | | V Sampler
Hardware@ %Sustainability
§@§Specification Predictor
IV) Analyze performance and
( ) Y P Operational@
Technique 2 y (1Y) Output
sustainabilitv reports & act Performance — Sustainability
Y P * (:} Report Report

@ La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis k VRIJE 53
Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf. VU <t


https://atlarge-research.com/pdfs/2024-hotcloud-footprinter.pdf

Power Draw (kW)

Use Case 1: Evaluate carbon footprint E
|

The carbon footprint is determined:
A. Determine power draw Energy Carbon Intensity (gCO2/kWh)

200 1 i
B. Collect the carbon intensity (e.g., ENTSO-E) WWW
C. Calculate carbon emissions W
25001 ‘

Carbon emission is primarily influenced T
. . Time (h)
by carbon intensity

The Carbon emissions of a data center
for a specific workload and RM&S policy

@ La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis
Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf.



https://atlarge-research.com/pdfs/2024-hotcloud-footprinter.pdf

Use Case 2: Compare location °

-=- Germany -- Netherlands =-- Belgium — France
e Run the same workload
1.0 i ) -
e Change data center location 08 EHEH
o T .. ¥ ’
: Dooel i, PR A .
e Compare carbon footprint S TRSTIsHAN A
8504 i §onE S W e
© VARSI N N W AW v L~
S RATARTERTA
0.2 V) “/ v o~ .,."..,‘,_- —
The location of a data center has Y Tt ST T
. 3 . . ° O'O
significant effect on its carbon footprint 07/10 OBFL0 09110 1710 13110 1210 13710 14710

The Carbon emissions during the same workload on
different locations

@ La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis VRUE

Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf. AerEROAM. 55
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Multi-Model Simulation and g
Analysis for Datacenters

Radu Nicolae AN
| @VU Amsterdam
\ @Large Research

M@rnicolae, mail@radu-nicolae.com

Honours Programme, Jan 24th, 2024
@Large Research
Massivizing Computer Systems




Multi-Model in Virology - Covid19ForecastHub

Select Truth Data:
Current (2023-12-30) O
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As of 2023-12-30 @ y NOsp
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@Large Research VU
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https://viz.covid19forecasthub.org/

Multi-Model in Virology - Covid19ForecastHub

Select Truth Data:
Current (2023-12-30) O

Forecasts of Incident daily hospitalizations
As of 2023-12-30 @ L e

in US as of 2023-12-30 7 . i  —
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https://viz.covid19forecasthub.org/

Multi-Model in Virology - Covid19ForecastHub

Select Truth Data:
Current (2023-12-30) O

Forecasts of Incident daily hospitalizations
As of 2023-12-30 @ y Nosp

in US as of 2023-12-30

9000
Select Models: [] Shuffle Colours

v -
@ coviDhub-ensemble @ 8000

COVIDhub-baseline @
CEPH-Rtrend_covid @ 7000
CMU-TimeSeries ©
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(=
(=]
o
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The OpenDC Metamodel Vision

S 4 i
. Simulate
ExperimentSetup [ | WEH------eeeaaaaol 2
—» Model 1 predictions }—‘:
Datacenter :
Configuration ) E Model2predictions] :
Setup Run the E | Simulation
ready experiment | | \ v results
—E-)[ ......... ) i
Workload ' :
) :‘>[Model X predlctlons)—':—
\~ ____________________ 2 )
Traces
v
;: Models -
1 Selection :
I sy /
+ Multi-Model . srmszenagEo, . o
: Setu O . novel % e ex
i - ) | o Voptlonal sep Legend

UNIVERSITEIT
AMSTERDAM 62
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The OpenDC Metamodel - Example

@ 4 .
: Simulate
ExperimentSetup | | = ...

A —» Model 1 predictions }—‘:
Datacenter ' '

Configuration F G E

Model 2 predictions} |

Time Series Cumulative Time Series
Model 0

1
. —— Model 0 cumulative
Model 1 Bl Meta-Model 450

.9¢ —— Model 1 cumulative
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Model 3 Model 2 —— Model 3 cumulative

- Meta-Model ; Model 1
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N
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H
w
o
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[
w
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(o]
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@Large Research
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SURE GRILIPM
MASSIVIZER

= ExDe: Design Space o

Exploration of Scheduler
Architectures and Mechanisms
for Serverless Data-processing

Sacheendra Talluri', Nikolas Herbst?, Cristina Abad?, Tiziano
De Matteis?, Alexandru losup’

"WVU Amsterdam, “Wuirzburg University, SESPOL

O cLoup
VU %h /fatl h.com/pdfs/exde_fgcs23.pdf o O STARS @Large Research 64




Decentralized

00
[

Placer

H Centralized
. IO
02 ]

. Placer
Serverless Requires A
Variety of Schedulers & DE =
Mechanisms = 00

Large Design Space

VU

Work Stealing

00
[]
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L] (B
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O I
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ke

https://atlarge-research.com/pdfs/exde_fgcs23.pdf
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02

a) Mechanism-
policy separation

! Sched‘uk@

b) Pluggable mechanisms
using virtual resources

! Schetﬂ@

SCHEDULING CONCEPTS [3/3]: FRAMES (Talluri et al., 2023)

c) Scheduler frame - difficult
to modify mechanism parts

Scheduler Scheduler Scheduler Scheduler Scheduler Scheduler
<> e 1 e <>
Dat Cache |[Compute|| *** L Data
Manager Resource Resource Resourc Manager
Y <>
EI;I@IEE(% <>
D|IC]|]|*
App Y ¥ pp
ata \=> Datal [App ata \<>
ontaine > ontaine
Hosts Hosts Hosts

@Policy

~» Mechanism

-»Virtual Resources [l Scheduler Frame

Scheduler Frame

the set of all mechanisms
that enable actions not
possible by any local
modification of the
scheduler algorithm and

policy.

Instead, a frame requires
coordination between
multiple scheduler
components.

Sacheendra Talluri, Nikolas Herbst, Cristina Abad, Tiziano De Matteis, Alexandru losup, (2023) ExDe: Design
Space Exploration of Scheduler Architectures and Mechanisms for Serverless Data-processing. FGCS. (in print)
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Existing Mechanisms Characterized Using Frames

Components used

Mectanism Placer(s) Broker Host Client Metadata DM Hoplementations

. Centralized [28, 29], decentralized [30, 4],
Architecture v v v delegated [31, 13], hybrid [32, 33]
Preemption v’ v’ Threshold-based [34], fair sharing [24]
Control-flow v’ v’ v’ Push/pull [35], speculative exec. [36]
Data placement v’ v’ v | Shuffle [27], intermediate data [21]
Fault tolerance v’ v’ v’ v~ | Checkpoint [37], retry [38]
Networking v’ v’ NetHint [39]
Barriers v’ v’ Gang scheduling [18, 40]

VU e https://atlarge-research.com/pdfs/exde_fgcs23.pdf
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5
Simulator Setup

OpenDC Simulator

e 54 traces from IBM

e 3 million tasks per trace

e 15-31 node clusters based on the
trace

e 4 CPUs per node

e FIFO + Least loaded node placement

policy

Metric:
Slowdown = executime time / ideal
execution time

VU e https://atlarge-research.com/pdfs/exde_fgcs23.pdf
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E Scheduler architectures

02 Evaluating Architectures Centralized ﬁ Decentralized ﬁ Delegated
Architecture (median) Architecture (tail)

- 061 103 -

=

3 ,

E 1 10 - -

n ‘I’:

N

8 2 =% 10-
O I ]. ! T I [

0.5 0.6 0.7 0.8 0.5 0.6 0.7 0.8
k CPU Utilization
V U m° https://atlarge-research.com/pdfs/exde_fgcs23.pdf



To Real World: Kubernetes-based Scheduler as a Service [WIP]

o Distributed component support based on Scheduler Frames
e Plug-n-play for multiple systems
e Advanced scheduling policy and mechanism library

Join
us!

O PyTorch Squhz ’
R itow S

fgi, Worker 1 Worker 2 Worker 3
W » Task Task Task

k 72
VU e https://atlarge-research.com/pdfs/exde_fgcs23.pdf



WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

X1 & monitoring and datagen

A Real-World ICT Infrastructure . B Virtu

“Holistic, end-to-end
perspective is important
-- Dejan Milojcic at
ModSim’24

bh

e e e i e,

Real World HW

| goal-oriented steering, RM&S decisions X2




X1+ | ODA

OUR VISION: THE ICT INFRASTRUCTURE MEMEX 0

Inspired by Bush (1945) As we may think. The Atlantic, Jul 1945.

UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL

Find and eradicate performance issues [ Get quantitative evidence
Enable new designs and automation | Consider culture and ethics

Understand how entire ecosystems behave and evolve

Cloud, Grid, One aspect: Sci.&Eng.  Consumer Enterprise ~ Systems, Performance,
Edge, Fog, etc. BigData, P2P Apps+Sys.  Apps+Sys. Sys. Ecosystems -

Game

Groups, Trace
Workflows Archive

Business
-Critical



https://www.theatlantic.com/magazine/archive/1945/07/as-we-may-think/303881/

DISCOVERY = LARGE-SCALE, LONG-TERM STUDY

W

UNCOVERING THE MYSTERIES OF OUR PHYSICAL UNIVERSE

GEORGE SMOOT i SKA FUNDING: 500+ FTE, EUR 1.5B
NOBEL PRIZE 2006 :

S - T
’E’mj’ w\,y s Vg o
l.UMEl’

| ‘-"iul""Ua- Jg’ — -

Radio Microwave Infrared V|S|ble Ultraviolet X-Ray Gamma Ray



https://www.youtube.com/watch?v=PWTqh7rbKlU
https://www.skatelescope.org/wp-content/uploads/2011/03/SKA_Factsheet_July2012_web_r.pdf
https://science.nrao.edu/science/Decadal%20Survey/rfi/SKA.pdf

DISCOVERY = LARGE-SCALE, LONG-TERM STUDY
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UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL

Radio Microwave Infrared Visible Ultraviolet X-Ray Gamma Ray
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THE WORKFLOW TRACE ARCHIVE 06 traces x1

METADATA AND TRACES FOR YOUR WORKFLOW SYSTEMS

WORKFLOWS ARE COMMON  EXCEPT IN SCI.,, ~ THE WORKFLOW TRACE ARCHIVE
IN MANY DOMAINS DESIGN, & ENG. = > WORKFLOWS ARE DIVERSE!
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[Versluis et al. The Workflow Trace Archive]
IEEE TPDS + http://arxiv.org/pdf/1906.07471

http:// wta.atlarge.science g



http://arxiv.org/pdf/1906.07471

WHAT IS A DIGITAL TWIN FOR ICT INFRASTRUCTURE?

X1 monitoring and datagen

A Real-World ICT Infrastructure Virtual ICT Infrastructure

. Real World Appllcatlons 01 Abstration + Principles

& 02 ModSim platform
+ ODA + key scenarios

™ Y03 Visualization

| goal-oriented steering, RM&S decisions X2




ODA: DISCOVER PHENOMENA, EXPLAIN WHAT’S HAPPENING o2

UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL

SOME OF OUR DISCOVERIES

BOTS, NOT GROUPS NOT COMMUNITY SYSTEMIC CORRELATED,

PARALLEL JOBS | RARE, DOMINANT DYNAMICS VARIABILITY B NOTIID FAILURES
Cloud, Grid, One aspect. Sci.&Eng.  Consumer Enterprise ~ Systems, Performance,
Edge, Fog, etc. BigData, P2P Apps+Sys.  Apps+Sys. Sys. Ecosystems  Availability,
[Versluis et al. [Versluis et al.
DTN sy Trace Business ’
= W Archive oritea =
[losup et al. [Zhang et al. [losup et al. [Guo et al. [Shen et al. [Ghit et al. [losup et al. 7¢
FGCS’'08] CoNext’101 IEEE I1C’111 NETGAMES’'121 CCGRID 151 CCGRID’ 141 CCGRID’101
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One Phenomenon: BoTs = Dominant

Programming Model for Grid Computing

trace

20 40 60 80 100

losup and Epema: Grid Computing Workloads.
IEEE Internet Computing 15(2): 19-26 (2011)

Each bar is
for one grid

Each bar is
a long-term
workload
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One Basic Result

Uta et al., Beneath the SURFace: An MRI-like View into the
Life of a 21st-Century Datacenter. USENIX; login 2020.

Server Temperature
» GPU Temperature

GPU Fanspeed
Network RX Packets -
Disk I/O Time -

Host Free Memory
» GPU Used Memory

\‘II h J
ServerPowerUsage- I ] I’ || If [ mi [
» Context Switches

CPU Load 0
0 168 336 504 672 840 1008 1176 1344 1512 1680 1848 2016 3 mths

Time [hrs]
Hot GPUs Could use less powerful,

Cold CPUs* less expensive CPUs

* when GPUs
VU k nersrTET © 2024 Alexandru losup. All rights reserved.
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ADD TO TRADITIONAL DATA SOURCES...

Do Cloud Operato?s Tell the Truth and
Nothing But the Truth? User Reports Help!

Vision: Data-driven, computer systems approaches are key to enable understanding and improving cloud dependability

= Top stories

Facebook, Inc. Common Stock

326,23 uso

-21.58 (-6.20%) ¥+ past 5 days
Closed: 4 Oct, 19:59 GMT-4 -Disclaimer

After hours 327,50 +1,27 (0,39%)
FB/Insta/WA

350 ]
Ehe New York Times crash!
Facebook, Instagram, -
WhatsApp Were Down:
Here's What to Know -
13 hours ago -
1 Oct 4 Oct

Source: NYTimes, Google market tracker, Oct 5, 2021
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’Talluri, Overweel, Versluis, Trivedi, losup (2021) Empirical Characterization of User Reports about Cloud Failures. ACSOS ‘



https://atlarge-research.com/pdfs/2021-stalluri-user-reports.pdf

AGENDA

IN THIS TALK:

Golden Age of Computer Ecosystems
But we cannot take this technology for granted

We can try to understand and improve things for targeted
applications — with Digital Twins (DT)

We defined a high-level reference architecture for DT

Let's detail the main components (not comprehensively, not
necessarily in order, and time-allowing)

Let’'s conclude



. https://github.com/atlarge-research/opendc

We’re building a Digital Twin for 21st century ICT Infrastructure (DT21). We have
many (developing) theories and practical results. We know others are working on

this topic and seek discussion and an active collaboration. To discuss:

Theory: What are the core components of DT21? How do they relate - what is a good reference
architecture for DT217?

Theory: Are performance and availability just parts of a conceptual continuum? How to express

sustainability? What else is in there and how to include it in DT217?
- Theory: We say: Just touch it with your lower lip, briefly, and move away if too hot. How to reason
Talk available: about energy use, both short- and long-term? What scenarios?
bit.ly/ - Theory/Practice: Finding the right abstractions, principles, architectures, systems for scaling data.
VUDigitalTwin24 g Theory/Practice: What are the interfaces? How to enable interoperable ecosystems/DTs?
Practice: Sharing traces collected in ICT infrastructure. (Do we need ontologies? What is a good
middle ground between implicit ontologies and exhaustive ontologies?)
Practice: What kinds of DT21 benefit from more complex types of analysis, e.g., simulation
combined with graph analytics and (ML-based) learning?
Hiring: Education with DT21 is much cheaper to organize, can reveal deep operational aspects
and engage a diverse new generation of experts.
Ethics: If a tree falls in front of you, do you have to see it? From plausible deniability to



https://github.com/atlarge-research/opendc

- WANT TO READ
v » MORE ON THE
- TOPIC?

Theory Limits =~ Methods ~ Knowledge @~ Assess =~ Manage



MASSIVIZING COMPUTER SYSTEMS

LR b cll https://atlarge-research.com/publications.html
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EXTRA! EXTRA!

= WANT EVEN MORE

x,,/ ON THIS TOPIC?
LET'S TALK.

Theory Limits =~ Methods ~ Knowledge @~ Assess =~ Manage



EDUCATION

Integrate the ICT digital twin into our compsys coursework and education processes.
It's fun, stimulates curiosity, lead
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INTEROPERABILITY THROUGH A NARROW ONTOLOGY FOR A

ODA (STANDARDIZE ‘D’)

Problem:

Different data formats, S .

collegtlon processes. e o G |
Solution: .

1. Define a narrow ontology

2. Integrate into data
science process

3. Implement for usability,
e.g., graph, time-series, il @
relational database N -

Memory

i
A
@ 1S=a /P;c_essor
A . a
(antoct ),

Ongoing work

Xiaoyu Chu, Shekhar Suman, Martin
Molan, Andrea Bartolini (UniBo),
Iosup, et al. (2023) Ontology for

HPC Infrastructure Data

p. All rights reserved.
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e The Cost of Simplicity: "
Understandlng Datacenter
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Progmmg Abstractions

Aratz Manterola Lasa', Sacheendra Talluri?,
Tiziano De Matteis?, Alexandru losup® 4 ,

K, §LouD
"WarpStream Labs O STARS
2Vrlje UnlverS|te|t Amsterdam
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ACM/SPEC International Conference on Performance En g ||||||| g (pp 6 77).
https://atlarge-research.com/pdfs/2024-icpe-datacenter-scheduler.pdf




