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Explosion of Computing Demand: Driving Need for Hyper-exponential

Improvement in Performance, Energy Efficiency and Integration

Demand for Computing
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Supply for Computing
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Chip introduction
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NVIDIAnomics

e NVIDIA H100 SXM
consumes 700W each

* Next Generation B100 is
projected to consume
1400W each! (100%
increase)

 Street price $20k-$30k
— That’s an 800% profit

Nvidia Economics: Make $5-$7 REECEUEIEECUIE

for Every $1 Spent on GPUs keep up with demand
By Agam Shah
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ENERGY EFFICIENCY - UNSUSTAINABLE

Al Training Energy footprint on par with entire industrial nations
et @ Iretand

Performance Per Walt: A Critical Metric in the Age of Al
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Google Sustainability Page in Late 2023

Go gle Sustainabi]ity Empowering individuals ~ Working together ~ Operating sustainably =~ Reports Q

Overview  Net-zero carbon  Water stewardship ~ Circular economy  Nature & biodiversity  Stories

Net-zero carbon




What a difference a year makes!

Google’'s Al ambitions threaten
carbon neutrality pledge

Data center expansion leads to 48% Increase in emissions
since 2019

09:53, 04.07.24

9 1AGS: Climate Change Data Center Google Emissions

@ Listen to this article now




This is HPCs future if we continue business as usual!
... and “scale” alone might not be the answer...

AVERAGE PERFORMANCE IMPROVEMENT PER 11 YEARS FOR SUM OF
TOPS500 LIST SYSTEMS

d

1000x / 11yrs




Algorithm-Driven Codesign of Specialized Architectures for

Energy-Efficient HPC

AVERAGE PERFORMANCE IMPROVEMENT PER 11 NASEM study on post-Exascale
YEARS FOR SUM OF TOP500 LIST SYSTEMS computing “We must expand (and

Business as usual”is failing create where necessary) integrated

teams that identify the key
algorithmic and data access motifs
in its applications and begin
collaborative ab-initio hardware
development of supporting
accelerators,... a first principles
approach that considers alternative
mathematical models to account
for the limitations of weak scaling.”




Neil Thompson: Economics of Post-Moore Electronics

http://neil-t.com, MIT CSAIL, MIT Sloan School
The Top
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Pa pers for example, semiconductor technology

1. The Economic Impact of Moore’s Law

2. There’s Plenty of Room at the Top: What will drive computer
performance after Moore’s Law?

3. The Decline of Computers as a General Purpose Technology System Focus
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http://neil-t.com/

Why? Domain specific Architectures driven by hyperscalers

in response to slowing of Moore’s Law (switch to systems focus for future scaling)

Dharmesh Jani, Facebook —

ODSA W orkshop, Beglonal Summlt Amsterdam Sep. 2019
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Al/ML/data worklc;ad explosion needs DSAs

Investment

Transistor Scaling

| i * @ Better Performance/ Cost

Market growth

Transistor Focus

Investment

Technology; divice &circuit
innovations,
system integration

Increased functionality,
and/or lower cost

Market growth

System Focus
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Chiplets Details

Chip: Homogenous logic,
the one die in a package

Chiplet: Heterogeneous logic,
Many die in a package

CXL/PCle/AXI/CHI
p— over
/ UCle/BoW/XSR
|

-0 ?—
—= /_package [

_Chiplet 2
Process node 2

Interface DZ mm ‘ DD Interface
logic PH logic

-

Chiplet 1
Process node 1

PCI/CXL
Controller

TYPES OF PCIE SLOTS

Optional interposer/
PClex1 \ q
PCle x16 ~ bridge /
PCle x1
PCle x4
PCle x8

PCI

[
2.5D-IC oooooooee High-Density .
(Silicon/RDL Interconnect RDL Silicon 3D System-on- Co-Packaged
Interposer) Bridaes (FOWLP) Stacking a-Wafer Optics

I Off-package interconnect + simple package - On-package interconnect + more complex packages -
f(reercr ‘!!



Learning from Attack of the Killer Micros
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Attack of the Killer micros

John Markoff, May 6, 1991

Was more about the economic
model than technology alone

* High End Systems (>$1M)

* Most/all Top 500 systems

» Custom SW & ISV apps

» Technology risk takers & early adopte]

* Volume Market
» Mainly capacity; <~150 nodes
2010: $11.7B * Mostly clusters; >50% & growing
s * Higher % of ISV apps
S - . 2070 « Fast growth from commercial HPC;
{ég‘,\* - Oil &Gas, Financial services,
O

1.8% Pharma, Aerospace, etc.
-$50K

2005: $7.1B

1
Total market >$10.0B in 2006
2. Forecast >$15.5B in 2011

HPC is built with of pyramid investment model




Technology Insertion into Mainstream Platforms

AMD, Intel, Arm offer integration path for 3rd party accelerator “chiplets”

Modular AMD Chips to Embrace Custom 3rd
Party Chiplets

m By Francisco Pires last updated June 20, 2022

Supercharging learnings - and earnings - from the console space.

o e ° @ o O ® Comments (2)

When you purchase through links on our site, we may earn an affiliate commission. Here's how it
works.

http://chiplets.lbl.gov.

~
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To 'Meteor Lake' and Beyond: How
Intel Plans a New Era of 'Chiplet'-
Based CPUs

At the Hot Chips 2022 conference, Intel teased its upcoming 'Meteor Lake' and 'Arrow Lake'
processor families, which will use multiple tiny tiles fused together in an attempt to break free of
the limits of monolithic chip design. Here's why little tiles are a big deal.

@ By Michael Justin Allen Sexton August 24, 2022 f X & o

October 19, 2023

It is safe to say that ARM isn't a scrappy startup that was once the pride of the
UK. The US-based IPO made the chip designer a big-game chip player, and
the new capital is kickstarting some major initiatives to find more customers
for its products. A new effort called Total Design aims at making it easier for
companies looking to design chips in-house, an idea gaining ground with the
Al boom and chip shortages.



http://chiplets.lbl.gov/

Architecture Specialization for Science

(hardware is design around the algorithms) can’t design effective hardware without math

Materials

Density Functional Theory
(DFT)

Use O(n) algorithm
Dominated by FFTs
FPGA or ASIC

CryoEM Accelerator
LBNL detector

750 GB / sec

Custom ASIC near
detector

Genomics
Accelerator
String matching

Hashing
2-8bit (ACTG)
FPGA solution

CFD Accelerator

3D integration
Petascale chip
1024-layers

General / special HPC
solution




Example of Mixed-Radix MultiDimensional FFT Accelerator

Initial steps towards a basis set of hardware accelerator primitives for science

bl 1T

B
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FFT96 Accelerator Die: 16nm TSMC

Area eff.: 4.18 TF/mm?
Energy eff.: 4.8 TF/W

NVIDIA H100 in 4nm TSMC (10x
denser than 16nm)

Area eff: 0.08 TF/mm?2

Energy eff: 0.0957 TF/W

Generated Verilog

Parameters

Streaming Width \ )e;atbb ¢
Template Floating Point Precision s
Permute design dut (.a(a), .b(b), .c(c), y(y));
DFT .
Permute bt
DFT,, e GENETator q e
Permute Only 3 Codelets e
a®» cHSEeL

J

endnodule

Accomplishment: Demonstrated general FFT Accelerator tile generator in
16nm TSMC that outperforms NVIDIA H100 by 50x in raw performance/area
and 50x in energy efficiency/flop

—Required only 3 codelet primitives

Goal: Generalize this approach to generators for accelerator hardware

primitives that cover broad spectrum of algorithms (e.g., FFT, Dense/Sparse
Linear Algebra, particles and PDEs)

Mario Vega, Xiaokun Yang, John Shalf, Doru-Thom Popovici:

Towards a Flexible Hardware Implementation for Mixed-Radix Fourier Transforms. HPEC 2023: 1-7




The Importance for High Performance DFT

Exp. Data Analysis

RN ' “bTh |
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Qbox

Fusion (Cont. or PIC)

B. Driscoll and Z. Zhao. 2020. Automation of NERSC Application Usage Report. In 2020
IEEE/ACM International Workshop on HPC User Support Tools (HUST)

First-Principles Molecular Dynamics

DFT: 25% of
NERSC workload




Circuit/Dataflow Reformulation of DFT

Hpsi

Projection

Orthogonalization
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Eigenvalue Problem

Dataflow/Circuit Algorithm Reformulation

igenvalue Problem:
Wi, 3) = (Wil HIY;)
. P; = Hy; — ¢;;
Ai

nline

J=1

U, = ’l;i’,' COS 0,’ + ]7, sin 9,‘

— i =9 — Z(Ui’ﬂb"‘j)

j<i

h(i,j) = (Yi|H|Y;)
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Building Flexible Accelerators

Parameterized Hardware Generation with CHISEL

TIIT_datapath
St: br

A Single HH-core

/Table 1.3 Resource Cost Analysis

Generate any level of concurrency or pipelining

TSQR Designs FP Operators Register file (Words)
Multi-core Streammg . - Parallel . - Parallel
Width Iterative | Pipeline | (16 cores) | Iterative | Pipeline | (16 cores)
16 68 432 1,088 192 432 3,072
32 132 1,632 2,112 768 3672 12,288
TSQR Designs 64 260 6,336 4,160 3,072 28,336 49,152
128 516 | 24,960 8,256 12,288 222,560 196,608
256 1,028 (99,072 16,448> 49,152 | 1,764,032 786,432 |
| ine |




Point

wise

SEMI FFT3D

Modeling the Baseline Computation

Limitations of the Offload Model for Accelerators

iFFT3D

Prediction: Execution Time in CPU Cycles

35 m Data Movement Computation
Assumptions:
3 A. Hardware
- CPU with 8 cores
25 - CPU frequency is 3.9 GHz

- DRAM bandwidth 22 GB/s

2
A. Problem Size
15 - Sphere diameter 64
1 - FFT size 128
- Number of bands 256
05 I - Number of atoms 256
- Prediction: 15.4 billion cycles

1st Fourier Stage 2nd Fourier Stage  3rd Fourier Stage Pointwise First Contraction ~ Second Contractigh ACtuaI exeCUtion' 17 1 bl"lon cycles
Accuracy - 90%




Billions

Peer Accelerator Model (merged Kernels)

20

18

16

14

12

10

Convert Problem to Compute Bound

Execution Time in CPU Cycles

m Data Movement

Baseline

Computation

Merge 1 Stage

Computation becomes dominant

Merge 2 Stages Transpose and Merge

GEMM

Point
wise
iFFT1D FFT1D

Assumptions:
A. Hardware
- CPU with 8 cores
- CPU frequency is 3.9 GHz
- DRAM bandwidth 22 GB/s

A. Problem Size
- Sphere diameter 64
- FFT size 128
- Number of bands 256
- Number of atoms 256

Merging different stages
The Transpose and Merge version requires a
lot of on chip memory




GraphBLAS for Machine Learning and Graphs o

http://graphblas.org

A1234567V A%

GRAPHBLAS
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Higher-level machine learning tasks

Logistic Regression, Dimensionality Clustering (e.g., Partial Correlation .
. . . Deep Learning
Support Vector Reduction MCL, Spectral Estimation (Neural Nets)
Machines (NMF, CX, PCA) Clustering) (CONCORD)

Sparse Matrix- Sparse Matrix- Sparse Matrix- Sparse x Sparse x Dense Matrix-

Sparse Matrix Matrix-Vector § Dense Matrix Matrix
(SpDMB) (BLAS3)

Sparse Vector Dense Vector Multiple Dense
(SpMSpV) (Spmv) Vectors (SpMM) (SpGEMM) (BLAS2)




HPC Microbiome Analysis using GraphBLAS

Use HPC algorithms and systems for orders of magnitude speedup and to solve previously

intractable problems

ii Eé EE W R D AR EE o .‘-‘-:* 'id_‘:’.‘ =&
PeECIELE---- e b & S ;
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e A1 QBN ':"5 g5 <~ 58 7 W S 2N
T > v XD K
1kb HE-1- *\/ k %’ R‘ X ‘ K s /
Metagenome Assembly Protein Clustering Comparative Analysis /
Community Detection
Assemble millions of Cluster billions of proteins | Use fast alignment and
metagenomes based on annotation for time-sensitive
incomplete data analyses.
Graph algorithms, De-Bruijin Machine learning Alignment, Machine learning
graphs, Hash Tables, alignment | (clustering), sparse linear |(dimensionality reduction), linear
(Smith-Waterman) algebra / graphs algebra

~
e



ASA: Accelerator for GraphBLAS Sparse Accumulation Primitives

Performance Breakdown of

[ J [ I ) H
L ey HipMCL and SpGEMM
e 6 0 0 O [ AN ] (] e 0 o
L BN BN J [ ] [ ] [ BN J
[ J [ ] [ I ] [ ] [ ] [ J [ ] [ ] " "
® oo ® = e | X e | A / =ak W Sort and Merge
0K 0 o o mComponent 9% 7 90%
— V4
¢ o ° ® ¢ ¢ m Inflation 80% 4 80% Numeric: sparse
° ° oo o ° e e e L4 70% 70% accumulation
C I © | | A B mine 60% 60% Numeric: hash
) ) function
° scatter/ multiway-merge 50% 50% ST
ather 4 4 RETNENG:
(: accumulate M localspgemm A0 10 multiplication
@] 30% 30% .
s W Symbolic
SPA 20% 20%
m Abcast 10% - . 10%  m ColRead
L . . 0% = 0%
Majority of time goes to hypersparse accumulation HpMCL  SpGEMM
« Typically implemented as a hash table Breakdown  Breakdown

* Replaced has lookup with an associative match
*» Reaches maximum efficiency with 16k associative




SpGEMM and HipMCL Speedup

One Tile of ASA Architecture Diagram

o HipMCL Timing Breakdown
SpGEMM Timing Breakdown
: | 100%
Acf;\jgi‘;'r'fg‘w” Write 100% 80%
Buffer (]
Hardware prob.ing @ P;Ltri:ll 80% 6 0 o/
and accumulation - Probing e 60% o 2.25x 2.35x
40% 4.55x 40% e _—
Column Merging 505X B
Address Generator All nonzero entries 20% ‘ ‘ 20%
B © || S| S 0% | ) o = — —
Hardware Baseline ASA ASA-tiling Baseline ASA ASA-tiling
Gathering @ software check vector size
@ | Software sort and address B Abcast I Bcast localspgemm
and merge, Software Sorting and Conditional Merging B Col Read W Symbolic m Sparse Accumulation = Sort and Merge multiway-merge M Prune H Inflation
B Component

- ASA accelerator results in 5.05x speedup (average over test inputs) for SoGEMM
kernel and 2.35x speedup for HipMCL application overall
- Reduced sparse accumulation cost and eliminated symbolic computation phase




Accelerating GraphBLAS Primitives

GraphBLAS? ASA: Accelerating Sparse Accumulation?

Graph algorithms are difficult to implement A L5055, v Ay Hardware accelerator that extends the ISA to add dedicated instructions for partial
efficiently in hardware since it requires both 2 ! . sums and accumulates in sparse matrix matrix multiplication to avoid data dependent
graph expertise and hardware expertise . s ° branches
«  GraphBLAS separates these concerns by s B el = :
expressing graph algorithms as linear e A% o ° Can this accelerator targeting sparse general matrix-matrix multiplication (SpGEMM) be
algebraic operations 7 e

generalized for a wider range of graph algorithms?

GraphBLAS to GISA
GraphBLAS Operation GISA Equivalent
Vector_build
Matrix_build GISA.malloc addr
Matrix_extractTuples GISA.gather
reduce GISA.gather_sum

for By in By, 5
for A, inA..
C..=A®.QB,.. ik 1N A kg
e = A S8 By GISA.insert_add i A;;;®By;
C..; = GISA.gather

The flexibility of the @ and ® operators enables the expression of a
wide range of graph“algoll;lthms“. _GISA”capture_:s this by utilizing an Figure 1: Datapath of GISA hardware accelerator. This has been written in SystemVerilog and is
ALU to perform the “plus” and “times"” operations.

parameterizable by size and associativity
frrereers




Data Rea rra ngement Engine (DRE) Xueyang Liu, Patricia Gonzalez-Guerrero, lvy Peng, Ronald G.
Near Memory

Minnich, Maya B. Gokhale: Accelerator integration in a tile-based SoC:
lessons learned with a hardware floating point compression engine.
SC 2023: 1662-1669

Memory Subsystem
DRAM DRAM DRAM DRAM
Memory Memory |eee [ Memory Memory
Channel Channel Channel Channel
Switch
[DRE ] [DRE |eee [DRE][DRE ]
Links

Shared L3 Cache

L2 Cache L2 Cache L2 Cache L2 Cache
L1 Cache L1 Cache L1 Cache L1 Cache
CPU CPU [***]| cPU CPU
Core Core Core Core
Processor

3D Stacked
DRAM
Layers

Logic
Layer

= Rearrangement hardware performs 3
programmable gather/scatter

= DREs are located in a logic layer and run at
logic speed

= The Buffer is used as a scratchpad for
rearranged data

= Buffer data is in a cache-friendly layout to
minimize wasted memory bandwidth

Full-Width (32B) Memory Access

= SRAM vb = DRAM vb

ImageDiff PageRank RandomAccess SpMv

To Switch

¢

Narrow-Width (8B) Memory Access

= SRAM vb = DRAM vb

Data
Mover

(Load/Store

Unit)

Control
Processor .

Data Rearrangement Engine (DRE) >

ImageDiff PageRank RandomAccess SpMV

Lawrence Livermore
National Laboratory

LLNL-PRES-xxxxxx

[

Maya Gokhale LLNL NN SE, o

National Nuclear Security Administration



Recode Engine Accelerator

Unstructured Data Processor

TN EEnN K
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CHICAGO Argonne°

NATIONAL LABORATORY

UDP Recode Engine | .-~

UDP Lane

* Simple architecture designed for efficient
encoding/transcoding

* Designed for fast symbol and branch
processing

* |SA has support for variable symbol size
operations

* ISA has native support for Automata
transitions

* Hardware data streaming support

Local Memory
* Fast access from the different lanes
* Used as streaming buffer or scratchpad
memory
* Holds encoded input and recoded output
data

Andrew Chien, Valerie Taylor
Jose Monsalve Diaz, Dawson Fox

EXAMPLE

SpMV with compressed CSR Block

Data movement is expensive both in energy and
bandwidth. Recode Engine is a high-performance
accelerator that can be used to compress &
decompress in an energy-efficient way.

CPU Cores + UDP
Expanded

CSR Blocks

Diff Snappy Huff

& o g Recode
... Programs

|
DRAM ]

DSH_unpack
Library ° BEEEE compressed
BEEEE CsR Blocks

ubP

In our case, Recode-Engine decompresses Sparse
Matrices for the host to compute.

Time (us) it takes to perform SpMV

B (cpu only)
W (cpu +recode)




Science ChlplEtS Opportunlty (matches hand-tuned H100 performance w/12nm tech)

Surface Altitude (feet)

[
o 2000 4000 6000 8000 10000 12000 14000

200km 25km 1km
Typical resolution of Upper limit of climate models Cloud system resolving models
IPCC AR4 models with cloud parameterizations are a transformational change
-,
Hardware Acceleration for
=
Stencil Codes

Single SPU performance - 2x32bit SIMD mode RTM TTI Benchma rk

— — Theoretical peak
wem_Performanc

e

; . ¥ - _ | POWER
3 === B SYSTEM CONSUNERON. | MSTENEILSSS
SZS
RS NVIDIA
700 WATT 21.700
PCle Gen 5 - x16 Card - 64 GB HBM memory o flllODISXIV]

1,6 TB/s Memory Bandwitdh - 64 GB/s IO
180 Watt Power Consumption

Fraunhofe
BERKELEY LAB ITW.

STX CARD 180 WATT 23.400

https:/developer.nvidia.com/hpc-application-performance




Offload model is an unproductive way to use chiplets-base accel

(redesign for static dataflow and deep flow-through pipelines?)

Von Neumann CPU Dataflow (FPGA, GraphCore etc.
m oo WD O EE O

Control Arithmetic K2 [w | '*-\‘,_i\'__\ \"'l,-—»\ ~ \5—»\ i',\ ' ~ i‘-

Onit. W ogic S OO 0L02020r 00

i Unit U » T ) " g 1 (.

/ 7:,' X L 3 1

GEMM

(]
e
iFFT1D



Codelet Program Execution Model for Chiplets?

Guang Gao
We have to execute fast enough to run full codes  Jose Diaz

SCHEDULER UNIT (SU)

* Contains Codelet graph description

* Schedules and orchestrates codelets to different
chiplets with different architectures

* Memory codelets (e.g., recode tasks) perform
data movement, recoding, prefetching, streaming
(FIFO queues)

* Compute codelets (e.g., Accel tasks) perform
computation.

ooooo

Recode
Task

S_PROTOCOL
DPATER_INGRES!

Recode
Task

Design of a Codelet-based PXM with emphasis on memory orchestration
— Task and data orchestration of extremely heterogenous chipset-based systems.
— Orchestration of data movement and transformations (e.g., recoding) between tiles.

CHICACO Argonneé

NATIONAL LABORATORY




Hardware Simulation is Slow

THE #1 PROGRAMMER EXCUSE
FOR LEGITIMATELY SLACKING OFF:

“MY CODE 'S SIMULATING.

HEY! GETBACK ™
TO UORK'

i ,hi

OH CARRY ON.




MoSAIC: Modular System for Accelerator Integration and Communication
Cross-USG Heterogeneousgritegra

Tile
ition witc! )
<«—IFC1 top—-J ToP wite
Local
I

o vitcthy 11 | Insert

<—IFc1._right—| g Right
Your

q
Wimi Accelerator
—rer Ty Lett (R TTL) (R o)
Logic
]

Here
) coord_c
—19
—_IFC1 bottom. :gt; 11 :» PacketC
«—IFC1_bottom— I nxByteCnt

Lean and Mean

I

AXIIFC

Operates at 250MHz (1/4 real-time)
Driverless inter-accelerator interaction

PGAS + MsgQs for communication
C++20 software stack

w
System on Chip

»

Gatherer

v

S_PROTOCOIL
ADPATER_EGRE




Customizable/Modular Open Architecture for FPGA

Tile &~ Chip/Chiplet
Lo 0

witc

———IFC1 top
5 Top

<«—IFC1_top——

witc
Local

(L0

witc

\ Insert
Right

Your
Accelerator

——IFC1 right
<«—IFC1 right—

S_PROTOCOL S_PROTOCOL
ADPATER_INGRESS| |ADPATER_EGRESS

witc
Left

IFC1 left H | |Routing

@OLO) WO

D ESNet/Xilinx/CAG Emulation
_ -+ 256 RISC-V cores/card
et boten— 3&‘5 8k RISC-V cores/cluster
! - 1x HBM Memory/card
P - 2x100Gigabit/card
8xCards/shelf

PGAS and MsgQ ISA Extensions for RISC-V ISA . 48 Shelfs in system

TTI
il

31]30][ 29[ 28] 27] 26] 25] 24| 23] 22] 21] 20] 19] 18] 17[ 16[ 15[ 14] 13[ 12] 11] 10] o] 8] 7] 6] 5] 4] 3] 2] 1] o

funct 7 rs2 rs1 Funct 3 rd Og Code
GPUT NA source register ID |destination QID O O O[NA 0 _1”I of 1 O .
QPOLL [NA NA destination QID O O 1|conditionRegister of 1 Of 1 O EXtenSIOnS
QGET NA NA destination QID 0| 1| O|statusRegister 0| 1] Ol 1| O

WAIT NA NA destination QID 0l 1[ 1 destinationRegister 0ol 1/ 0[ 1[ O

MGET NA Address (Dest) Address (Source) 11 1| 1|NA of 1| O] 1| O :
MPUT NA Source Address 1] 1| O|NA o| 1| o] 1| o EXtenS|0nS




Open-Nic-Shell and C/C++ Software support

Non-Blocking message queue instructions Open-Nic-Shell provides Clock cycles per core for the asynchronous
similar to one-sided MPI functions: t for PCIE and tri i 1
qPut(dest, data) ; qGet(src, data); qWait(); support for an riangular solver
qPoll(); mPut(dest, data); mGet(src, data); 100Gpbs Ethernet ports.

/KKK KKK KKK KAk 100 Core 13
* Start Jacobi iterations * Core 12
kKA AR A AR A AAAAAAAKAAAAAAAA K [ Core 11

for (int iter = 0; iter < num_iters; iter++){ g 75 ‘ M Core 10

for (int i_loc = 0; i_loc < n_loc; i_loc++){ e | || Core 9
int i = loc_to_glob_row(i_loc, tid); ¢ \ (T (W Core 8
int z = r_loc[i_locl;// / A.diag[i_loc]; < 1 | B Coro7
x_loc[i_loc] += z; 3 50 Cores
for (int jj = A_start([i_loc]; jj < A_start[i_loc+! 2 ‘ | ‘i= = Cores

int j = A_jliil; ° =

° s 3 o B Core4d

int y = A_dataljj] * z; . = E 2 I  coes

if (1==3){ s ey, 3 SE-LE =
r_locli_loc] -= y; MoSAIC : - - I Core 2

as 32 :7 - A i W Core 1

Hise { SOLES =z L3 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 B Core 0

MsgQ_Put(j, y); // qPut()
num_qPuts++;

Number of parallel cores

DDR4 Memory
controller

~
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ReglO goal: host-side accessibility to the FPGA design

Baremetal-capable cores loaded on your FPGA

@ but what about control/monitoring? = B g R e
“[Bottom UB tto mU TlRotom | UBottom |

& : e | =t Li:fg*;?’\;b
@7 ReglO provides visibility into your HW de5|gn f Hm!m r%w r;c

* Host side access to register space in the FPGA

— initialization/configuration

— performance analysis — open_nic_looG/
deb . { SWguration /]‘
— debugging

AXI-Lite 125
Y MHz ¥

y
-« User Box | User Box
. PCIE|| QDMA @ Adapter @ 322 CMAC
= 250MHz : MHz
Y :

PCIE

# Network

J\‘\

Host AXI Stream 250 MHz AXI Stream 322 MHz




Integration with ChipYard/FireSim

* Chipyard is Berkeley’s SOC generator platform
— NoC Generator (many topologies and bit-widths)
— Many different cores including 64-bit, 000, and lightweight cores
— Has all of the extra bits needed to boot Linux
— Backed by 10 years of tape-outs
* FireSim
— FPGA based simulation platform for ChipYard designs

— GoldenGate inserts the delays to enable going from functional to cycle-accurate
simulation

* MoSAIC / FireSim Integration
— PGAS and MsgQ extensions implemented in RISC-V ROCC Interface
— Modified Constellation NOC Generator
— Enabled us to port MoSAIC Designs over to ChipYard and FireSim




More Efficient Chiplet Development and Integration Path

NOC to HBM Mem NOC to HBM Mem

ctl. Chiplet Ctl. Chiplet AMDELY [RYZEN

Community Developed Open Platform

Vector CPU Chiplet  Vector CPU Chiplet
(13 cores) (13 cores)

PCle I/O
chiplet

% Vector CPU Chiplet -“‘ ‘
S Accelerator Commercial product
Common Open z (15 cores) . .
P ° integration
. Bri PCB NOC to HBM Mem NOC to HBM Mem
for Bring-up e e Ctl. Chiplet Ctl. Chiplet

Prototype on Modular
Architecture for function and
performance integration

|
|
|
|
|
|
|
Chiplet Eval Board e
|
|
|
|
l
|

:‘7 A Reused”
i Gold Dev

PEN . : . : — e 3,
Compute 2024 JEDEC and OCP Standagds for Chiplet Design with 3DIC Packaging Workshop J:Dl:lg
%

Project®




= :: 2 Chiplets at LBL Home Register Demos Meeting Venue

=.-http://chiplets.Ibl.gov -
LBNL/OCP-Open Chiplet Economy

Experience Center

Hosted by Lawrence Berkeley National Laboratory (LBNL)

Co-organized by the Open Compute Project (OCP)
Date: June 24, 2024
Time: 12:00pm to 5:00pm

Location: Berkeley National Lab, Wang Hall Bldg. 59, Room
59-3101

- OPEN ; ==
i Compute 2024 JEDEC and OCP Standapds for Chiplet Design with 3DIC Packaging Workshop JEDEC

** Project®




Final Thoughts: How to engage

MoSAIC _Glthub OPER
RepOSItOry Compute Project ¢




P38 Prototyping Framework

Abstract ace e i —
Machine Model il 1 g Tape-in to FPGA
D Tape out to Chiplets

* Overall Prototyping Framework with MoSAIC integration platform takes us from
Abstract Machine Model to functional model on FPGA running a full software stack

— MOoSAIC is up-and-running on FPGA platform (192 RISC-V cores per FPGA + accelerator tiles co-
integrated)

— RTL to FPGA for accelerated hardware testing & software development
— Synthesizable RTL tape-in for FY24 (setup for tape-out to chiplets)

* GitHub Repository: https:/github.com/PatriGonzalez/P38_Mosaic

* Tutorial: https:/docs.google.com/document/d/1ZjCIGr6vOfTrv219z723LdF-
E3mwk1Dglnhbyacd5SA/edit



https://github.com/PatriGonzalez/P38_Mosaic
https://docs.google.com/document/d/1ZjCIGr6vOfTrv2I9z723LdF-E3mwk1Dglnhbyacd5SA/edit
https://docs.google.com/document/d/1ZjCIGr6vOfTrv2I9z723LdF-E3mwk1Dglnhbyacd5SA/edit

How to Engage the Hyperscalers and Advanced Packaging Community

* Open Compute Project : Hyperscalers Interoperable Standards
gmﬁ EJE‘ — Open Domain Specific Architectures & Open Chiplets Economy TWG
— Modular Al/HPC Workstream (AMD, LBL, + many others)
— Modularity is central to OCP’s existence

6 semit SEMI APHI : Advanced Packaging & Hetro Integration
— Direct engagement with the foundries
@ — OSATs (Outsourced Semiconductor Assembly and Test)
< — (see Samsung 2.5d pkg. service): They are an OEM, but also an OSAT

HETEROGENEOUS

_wrearamion roaomar * - Heterogeneous Integration Roadmap: IEEE/EPS + Industry
— Everything you ever wanted to know about AdvPkg & use cases

P!'!,.Isgg‘: * CHIPS NAPMP: National Advanced Packaging and Mfr. Program
— Subu Ayar (formerly UCLA) and Bapi Vinnakota (formerly LBNL)




Final Thoughts

Conventional Wisdom: In the era of the ”universal computer,” scale was the correct
answer to deliver value to HPC’s scientific customers.

New Wisdom: In this post-Moore/post-Exascale era, scale alone is not a viable
approach to continuing to deliver value to the scientific community!

— Itisn’t system scale, system effectiveness for the workload targets (e.g. refocus on strong scaling)
— This can be delivered by specialization, and the workflows OUTSIDE of the HPC system

* Conventional Wisdom: Buy off the shelf microprocessors

New (old) Wisdom: Follow the money (e.g. follow what hyperscale is doing)
— Join-em: Buy Al machines and port everything to Al
— Beat-em (really join-em): Work together with the hyperscalers to address capital cost challenge

through modularity and specialization (its not chip cost... platform cost!!!)
— HPC punches above its weight because it engages in pre-competitive R&D with industry partners




Start Talking about MoSAIC Platform




MoSAIC: Modular System for Accelerator Integration and Communication
Cross-USG Heterogeneousgritegra
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https://github.com/PatriGonzalez/P38_Mosaic/blob/main/mosaic_4k/doc/MoSAICTutJun2023.pdf

31| 30| 20| 28| 27| 26| 25| 24| 23] 22| 21] 20| 19 18| 17| 16[ 15[ 14] 13| 12| 11| 10| 9| 8] 7| 6] 5] 4] 3] 2| 1] 0

funct 7 rs2 rs1 Funct3 |rd Op Code
QPUT NA source register ID | destination QID 0 O] OINA 0| 1| Of 1| of 1| 1
QPOLL |[NA NA destination QID 0| 0| 1|conditionRegister | 0| 1| 0| 1| Of 1| 1
QGET NA NA destination QID 0| 1| OfstatusRegister 0| 1] of 1| o) 1f 1
QWAIT ([NA NA destination QID 0| 1| 1|destinationRegistery 0 1| 0| 1| Of 1| 1
MGET NA Address (Dest) Address (Source) | 1| 1| 1[NA 0| 1| Of 1| of 1| 1
MPUT NA Source Address 1 1| O|NA 0| 1] of 1] o) 1f 1

To Noc
T Functional Unit: RISCV32IM

Arbiter

Output buﬂersé

NoC DecoderHMUXH Scratchpad |

C
Input
buffer

= E

From NoC From AXI Decoder

Message Queues
QPUT (destinationQID,sourceregisteriD)
QGET (destinationQID,destinationregisterID)
QWAIT (destinationQID, statusregisteriD)

e QPOLL (destinationQID, branchTarget)
Non-Blocking 3 party memory instructions

e MPUT (Data, AddressDest)

e MGET (AddresSource, AddressDestination)




MoSAIC supports C/C++ software stack (C++20)

Applications
(Histogram, Jacobi, Triangular
solver...)

Compiler infrastructure
(gcc++, linker scripts, helper
scripts for GAS support )

Libraries
(C++, ISA extensions)

Baremetal system

[ RRAAAAFFAAFFAAAAAAARRAKK KKK K
* Start Jacobi iterations *
FRARARAAAAAAAAFFFAAAAAAAKKNANK
for (int iter = 0; iter < num_iters; iter++){
for (int i_loc = 0; i_loc < n_loc; i_loc++){
int 1 = loc_to_glob_row(i_loc, tid);
int z = r_loc[i_locl;// / A.diag[i_loc];
x_loc[i_loc] += z;
for (int jj = A_start[i_loc]; jj < A_start[i_loc+l]; jj++){
int j = A_jljj];
int y = A_data[jj] * z;
if (i == j)N{
r_loc[i_loc] -= vy;
}

lse {
MsgQ_Put(j, y); // qPut()
num_qPuts++;

}




Examples of Scalable Tiled Arrays on a U250 FPGA

PICORV|@|PICORV RISCV |@| SPAD |@|PICORV|@|PICORV|@|PICORV|e@|PICORV|e|PICORV|e|PICORV RISCV |@| SPAD |@|PICORV|@|PICORV|@|PICORV|@|PICORV|e|PICORV|@|PICORV
PICORV|@|PICORV PICORV || PICORV |@{PICORV || PICORV |@|PICORV || PICORV|@|PICORV|@|PICORV PICORV|@] MZTT @ |PICORV|@|PICORV|@|PICORV|@|PICORV|@|PICORV|@|PICORV
2X2 arrav with SPAD ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ‘ ’ ’

2x2 Array Ep
. PICORV |@|PICORV @ |PICORV|@|PICORV|@|PICORV || PICORV|@{PICORV|@|PICORV PICORV(@{ oocr [@] SPAD |@|PICORV|@|PICORY[@{PICORV|@{PICORV |4 |PICORV
PICORVI @ SPAD 7 7 ¢ 7 b o v T ¢ 8 7 é 3 7 7 o
¢ ¢ PICORV|¢|PICORV |@|PICORV|@|PICORV|¢|PICORV/|@|PICORV|@|PICORV|@|PICORV PICORV|@| FP DIV |@|PICORV|@|PICORV|@|PICORV|@|PICORV|@{PICORV|e|PICORV
Loo PICORV
o () ) () () (] (] () () () v (] () (] (] () ()
2% fvy K;?a;pm PICORV |@|PICORV|4@|PICORV|@|PICORV|@|PICORV|@|PICORV 4| PICORV|@|PICORV PICORV @, SQ;T @ |PICORV|@|PICORV|@|PICORV|@|PICORV 4| PICORV|@|PICORV
PICORV|@| SPAD |@|PICORV
PICORV |@|PICORV || PICORV|@|PICORV|@|PICORV || PICORV|@{PICORV|@|PICORV PICORV || PICORV | 4| PICORV || PICORV || PICORV|@|PICORV|@|PICORV|@|PICORV
PIcOrRV|e| , T le| s
ADDER PICORV [@{PICORV [@|PICORV/|@|PICORV |@|PICORV/|@|PICORV || PICORV/|@{PICORV PICORV|@{PICORV|@|PICORV|@|PICORV|@|PICORV|@|PICORV|@|PICORV|e@|PICORV
PICORV || PICORV || PICORV DRAM MEMORY MANAGER
PICORV|@|PICORV|@|PICORV|@|PICORV|@|PICORV|e|PICORV|e|PICORV|e|PICORV
AV aveavs wiith CD Addar
3x3 Array

7 x 8 + DRAM 8 x 8 including FP adder,
multiplier, divider, and square root
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Examples of exploration for tri-solve

only 4x slower than real-time (operating at 250MHz)

Computing time per core Total computing time
o 125
Core 11
=3 Core 10 1.00
% ] Core 9 §
é Core 8 g 0.75
3 W Core7 S
é Core 6 5
"(_'; | Core5 % 050
g B Core 4 E
2 B Core3 © 0.25
Core 2
B Core 1 0.00
16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 M Coreld ° 2 4 ° ® 1° 12 i = L
P ——— Number of parallel cores
X axis: Number of parallel cores X axis: Number of parallel cores
Y axis: Number of clock cycles Y axis: Number of clock cycles

normalized




ReglO goal: host-side accessibility to the FPGA design

Baremetal-capable cores loaded on your FPGA

@ but what about control/monitoring? = B g R e
“[Bottom UB tto mU TlRotom | UBottom |

& : e | =t Li:fg*;?’\;b
@7 ReglO provides visibility into your HW de5|gn f Hm!m r%w r;c

* Host side access to register space in the FPGA

— initialization/configuration

— performance analysis — open_nic_looG/
deb . { SWguration /]‘
— debugging

AXI-Lite 125
Y MHz ¥

y
-« User Box | User Box
. PCIE|| QDMA @ Adapter @ 322 CMAC
= 250MHz : MHz
Y :

PCIE

# Network

J\‘\

Host AXI Stream 250 MHz AXI Stream 322 MHz




Integration with ChipYard/FireSim

* Chipyard is Berkeley’s SOC generator platform
— NoC Generator (many topologies and bit-widths)
— Many different cores including 64-bit, 000, and lightweight cores
— Has all of the extra bits needed to boot Linux
— It’s a heavy lift to pick it up, but its backed by 10 years of tape-outs
* FireSim
— FPGA based simulation platform for ChipYard designs

— GoldenGate inserts the delays to enable going from functional to cycle-accurate
simulation

* MoSAIC / FireSim Integration
— PGAS and MsgQ extensions implemented in RISC-V ROCC Interface
— Modified Constellation NOC Generator
— Enabled us to port MoSAIC Designs over to ChipYard and FireSim




Technology Insertion into Mainstream Platforms

AMD, Intel, Arm offer integration path for 3rd party accelerator “chiplets”

Modular AMD Chips to Embrace Custom 3rd
Party Chiplets

m By Francisco Pires last updated June 20, 2022

Supercharging learnings - and earnings - from the console space.

o e ° @ o O ® Comments (2)

When you purchase through links on our site, we may earn an affiliate commission. Here's how it
works.

http://chiplets.lbl.gov.

~
AN
s als
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To 'Meteor Lake' and Beyond: How
Intel Plans a New Era of 'Chiplet'-
Based CPUs

At the Hot Chips 2022 conference, Intel teased its upcoming 'Meteor Lake' and 'Arrow Lake'
processor families, which will use multiple tiny tiles fused together in an attempt to break free of
the limits of monolithic chip design. Here's why little tiles are a big deal.

@ By Michael Justin Allen Sexton August 24, 2022 f X & o

October 19, 2023

It is safe to say that ARM isn't a scrappy startup that was once the pride of the
UK. The US-based IPO made the chip designer a big-game chip player, and
the new capital is kickstarting some major initiatives to find more customers
for its products. A new effort called Total Design aims at making it easier for
companies looking to design chips in-house, an idea gaining ground with the
Al boom and chip shortages.



http://chiplets.lbl.gov/

The Importance for High Performance DFT

Scattering
statel

DFT: 25% of
NERSC workload

4

Exp. Data Analysis Fusion (Cont. or PIC)

(c) _ coiiiiiiiiii Scattering

B. Driscoll and Z. Zhao. 2020. Automation of NERSC Application Usage Report. In 2020
IEEE/ACM International Workshop on HPC User Support Tools (HUST) g

A

~binit Qbox
o First-Principles Molecular Dynamics

~

frereer I“I
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The DFT kernel for each fragment

Communication Avoiding LS3DF Formulation — Scales O(N)

O(N2 Log(N))
Comm-bound-if non-local
3D parallel FFT

h(i, j)={(w;|H | z//j> Sub_diag, *

!

Hpsi, *

Precond. CG step ~

Special- \ TSQR & Choelesky

ized Projection, *
Chiplet > ZGEMM

(s) Line minimiz. / O(N?3)

TrrTTn: AveIe Interior area Orth,, * / Compute—bound

§ S “——Buffer area

S :\Artificial wurh h(i, j) = (v, |H| g//j) Sub_diag, *

Fragment (2x1) passivation
LS3DF O(N) Algorithm Formu atlgﬁe patch per Chiplet Compute Intensive Kernel
\Minimi i i~ation40D bands/patch Targeted for HW Specializ

BERKELEY LAB



Building Flexible Accelerators

Parameterized Hardware Generation with CHISEL

S—— HHRCorcH

: hh_cnt:0~n-1
Buffer TIIT_datapath
brxn St: br

I Timing_ctr |

A Single HH-core

~

AN
(rereee '"I
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TSQR_MC

R L1 C““fl,
hh_cnt

Buffer }m—";"“’"
| brxn . Gt I

Core!
Buffer "“—d;"“’"
brxn . St e I

3-Way Parallel HH-core

HH_Core
bh_cnt:0 hh_ent:1 | hh_cnt:2 i hh_entzn-1
; i i [ Buffer
HH_datapath | HH_datapath | oo oo ) o) L [HH datapath
St: br-1 St: br-2 TR St:2

Timing_ctr

Deeply Pipelined HH-Core

TSQR_MC
11_Corel
Bi_ent:0 h_ent:1 hh_ent:2 h_cnt:n-1
Buifer | | HH_datapath | | :’l:‘:"”; HI_datapath | ?':'f‘;)' HH_datapath | | o o e _
brn St:br. o St br-1 o) St:br2
[ Timing_ctr |
HH_Core2
bh_cat:0 hh_cnt:1 bb_cat:2 bb_catin-1
Buffer
Buffer | | HH datapath ‘(’l;‘:‘f)' HH_datapath | '(’I;'r“;)' HH datapath | |« o e o ) i) HH_fatapath
51 = . =4 St:
brxn St: br o St:br-1 o St: br-2 o
| Timing_ctr |
.
.
.
1111_CoreN
hb_es bh_cot:l i hh_cat:2 hb_cnt:n-1
w i Buffe
R Bl:nﬂ;n HH_datapath | BI:lﬂze]r HH_datapath| o o oo (mrm:] 1111_datapath
b P L R g S St br2 b st 2

Timing_ctr

Or Generate any level of concurrency or pipelining




Building Flexible Accelerators

Parameterized Hardware Generation with CHISEL

TIIT_datapath
St: br

A Single HH-core

/Table 1.3 Resource Cost Analysis

Generate any level of concurrency or pipelining

TSQR Designs FP Operators Register file (Words)
Multi-core Streammg . - Parallel . - Parallel
Width Iterative | Pipeline | (16 cores) | Iterative | Pipeline | (16 cores)
16 68 432 1,088 192 432 3,072
32 132 1,632 2,112 768 3672 12,288
TSQR Designs 64 260 6,336 4,160 3,072 28,336 49,152
128 516 | 24,960 8,256 12,288 222,560 196,608
256 1,028 (99,072 16,448> 49,152 | 1,764,032 786,432 |
| ine |




Cross Domain Optimizations Using a Uniform Tensor Notation

Performance of the H¥ Computation
AAMD Ryzen 7 3800X, 8/16 Cores/Threads, AVX, 3.9 GHz

input 14 -
= Baseline Optimized Baseline  m Dataflow Approach
g 12
g 10
. o 9
1D iDFT o Un-pad £
Pointwise og 8 -
+ N 2D DFT tout 3s
Block Sparse A, + outpu goe
Operation +p Pointwise s 311111 fF 151
@
o
2 — S [— S [— S [— S [ S [ S [— S -

0
° ~° o &
" " 9 > % e A 2 W
? , ; A : $ & & < & 9 &
S A A
FFT Size - Batch Size - Nr of Projectors

Input:
1 w(®) (01%) _ jnput planewaves
2 vOonw) _kinetic energy
3 @Un) opp2) — non - local projectors C P U m p | ementation
4 v (komk2) _ jonic potential Pipelining
Output: Computation for
5 w(®)(wnw) _ gutput planewaves Commodity
besi
¢ begin Hardware

TO(M(WJ’MZ) — (B (www) . pOwviw) (i)
7O orage) _ 7 (Homms) | iDFTS(g‘,‘;/‘Fé) (o)

GPU implementation

Performance of the HY Computation
NVIDIA Ampere A100

b)(1 () (o pi) T
Tz( )(Ir) _ T Hopu) | (@(lr)(ugu,uz)) .

T(b) (Hopprz) _ T(b) (Hop2) © V (Hoptsp2) = Baseline u Dataflow Approach

w1 B0 g0 o) £ 2
w TG O ) | gy (isisd) ] g
1 w® 0w —g®wun) o ywnn) 8 315
4
o p® o), Tq(b)(u&u;ué) . U (Hrpg) (v ve) £ g .
15 end 2
¢
0.5
“A Systematic Approach to Improving Data Locality Across Fourier Transforms and Linear Algebra Operations”,
Doru Thom Popovici, Andrew Canning, Zhengji Zhao, Lin-Wang Wang, John Shalf, ICS 2021 0
64-32-16 64-64-16 64-128-16 64-256-16 64-512-16 128-32-256 128-64-256 256-8-1024

FFT Size - Batch Size - Nr of Projectors

~
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Materials Science Accelerator

Preliminary Performance for Materials Science HY¥

. Dataflow Algorithm Reformulation i
Eigenvalue Problem g Mapping onto Custom Hardware
h(i, j) = (Wi H|v;)
, P; = H; — ;1
Hpsi
P =4 (1—’, - %PP)
Projection %’ P, =P, — Z (Pi|v;)
i=1,i
Y = cosb; + P;sinb;
Orthogonalization Ui = i — Z“'lb )
i< !
h(i, j) = (il H|v;)
Von Neumann CPUor GPU
Time for Speedup Speedup
! ! Platform Contraction over CPU over GPU
Controt Arithmetic o] CPU (Haswell/Cori
Unit -~ Logic P
nic u Phase 1) node 1.375 1
GPU (NVIDIA 1080) 0.5 2.75 1
int m=in Ryon.1)(0,0,0) = 0
¢ = o R:,:m,;E0,0,0; += 2*Ry_)(0,0,0) CGRA (Samba Nova)
e 5 e - 2::::::22:8:8; e 2":",—?‘['.(:::‘:'(?1 0.0) unoptimized 0.23 6 2.2
Ryon.1)(0,0,0) -= C * 2 * R;,_,,(0,0,0)
{ Ririi(0.0.0) += C * Ry..i(-1,0.0 CGRA (Samba Nova)
R et R 010:0) 1= & - A (ot imized (
print(™n = d\n", n); Ryn,1(0.0,0) -= C * 2 * R_(0,0,0) optimize 0.023 \ 60_ 21.7
PR (S > R{12n.1)(0,0,0) += C * R.,)(0,-1,0)
if(n == 50) break; Ry12n.1)(0,0,0) += C * Ry.,.1,(0,0,+1)
} Ry-n.1,(0,0,0) -= C * 2 * R,_,,,(0,0,0;
print("All done!™); Ri;m.izo,o,o; +=C* R[,=n,[(o,]t(3,—1) ‘ =
} Rotate Registers Dellvered Speedups

(compared to optimized
code) of “custom” DFT

\'kl Thom Popovici, Andrew Canning (FFTx), Zhengji Zhang (NERSC)

(rrrees
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ESNet/Xilinx/CAG Emulation
. 256 RISC-V cores/card

. 8k RISC-V cores/cluster
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PGAS and MsgQ ISA Extensions for RISC-V ISA

- 2x100Gigabit/card
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- 48 Shelfs in system
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MoSAIC: Modular System for Accelerator Integration and Communication
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Open-Nic-Shell and C/C++ Software support

Non-Blocking message queue instructions
similar to one-sided MPI functions:

qPut(dest, data) ; qGet(src, data); qWait();
qPoll(); mPut(dest, data); mGet(src, data);

Open-Nic-Shell provides
support for PCIE and
100Gpbs Ethernet ports.

[ AN A A A A A A A A A A AN A A A AN KA A A K 100

* Start Jacobi iterations *
ok ok ook KooK oK KKK KKK KK KKK [

for (int iter = 0; iter < num_iters; iter++){ g 75
for (int i_loc = 0; i_loc < n_loc; i_loc++){ 2
int i = loc_to_glob_row(i_loc, tid); 3
int z = r_loc[i_locl;// / A.diag[i_loc]; 2
x_loc[i_loc] += z; g *
for (int jj = A_start[i_loc]; jj < A_start[i_loc+] S
int j = A_jljil; 5
int y = A_dataljj] * z; £ s
if (1 == 3){ = =
r_loc[i_loc] -= y; MoSAIC g
. :
Hise 32 cores e [3 L "

MsgQ_Put(j, y); // qPut()
num_qPuts++;

~
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16 15 14 13 12 11 10 9 8 7 6 5 4

Number of parallel cores

Clock cycles per core for the asynchronous
triangular solver

Core 13
Core 12
Core 11
Core 10
[ Core9
Core 8
[ Core7
Core 6
[ Core 5
W Core4
B Core3
Core 2
B Core1
B Core 0



Limits of Current Practice

Typical MPW Prototype Chip Challenges

— Big chips have huge challenges
®  Complex clock trees
®  Power distribution and power sags
®  Yield / Known good die
® Costperarea

— MPW typically results in small chips
® Higheryield (known good die)

® Low bandwidth and low performance due to
limited shoreline BW

® Limited area available for peripheral support
functions

— Typically require FPGA support platform for
memory control & PCle

® There is a better way with chiplets

.....

FPGA Support
Board (mem+1O)




Chiplets for Scalable MPW Prototypes




Chiplets Demystification Tutorial




N~/ SOCIETY

Industry: Heterogeneous Integration Roadmap

Data to the Autonomous
Cloud Vehicles
Everywhere 2

HETEROGEN EOUS Data Centers |
INTEG RATI ON ROAD MAP All future applications will be further transformed through the power of Al, VR, and AR.

2019 Edition

http://leps.ieee.org/hir

HPC and Mega-datacenters is 2"d chapter

Die + Heterogeneous System in Package (SiP)

2

IEEE y
Z_N ELecTrRoNIcs [l -
€S PACKAGING 5

&% [CLECTRON IEEE .
DEVICES Photonic
N_ o SOC[ETY'“’ Society




What is a Chiplet - Disaggregation

Chip: Homogenous logic, - Chiplet: Heterogeneous logic,

Many die in a package

N

/_package [ l 7\
Chiplet 1 Chiplet 2

the one die in a package

PCI/CXL
Controller

On-die bus

I

Optional interposer/

— T bridge T j




Chiplets Details

Chip: Homogenous logic,
the one die in a package

Chiplet: Heterogeneous logic,
Many die in a package

CXL/PCle/AXI/CHI
p— over
/ UCle/BoW/XSR
|

-0 ?—
—= /_package [

_Chiplet 2
Process node 2

Interface DZ mm ‘ DD Interface
logic PH logic

-

Chiplet 1
Process node 1

PCI/CXL
Controller

TYPES OF PCIE SLOTS

Optional interposer/
PClex1 \ q
PCle x16 ~ bridge /
PCle x1
PCle x4
PCle x8

PCI

[
2.5D-IC oooooooee High-Density .
(Silicon/RDL Interconnect RDL Silicon 3D System-on- Co-Packaged
Interposer) Bridaes (FOWLP) Stacking a-Wafer Optics

I Off-package interconnect + simple package - On-package interconnect + more complex packages -
f(reercr ‘!!



)0 000000000000¢

Solder Microbumps
or Copper micropilla

Monolithic Die MCM 2.5D

I. 1 J 3D SRAM

VT SIRTIRIRRTT it - e

UGGO’O‘C}JUUUO

20mm
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Why?: Chiplets Can Lower Manufacturing and Design Costs

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

Chip Yield

BE(2) D=0.22/cm"2
==BE(2) D=1.0/cm"2

59%

21% 26%

4%
Die + Heterogeneous System in Package (SiP)
0 2 4 6 8

Chip Area, cm?  From ARM
Scale: Build products larger than with single die

Modularity: Partition system into recognizable blocks, buy externally

Reuse: Create variants by changing a small part of a design, faster TTM
Heterogeneous integration: Die from multiple nodes, optimized for function
Customize product by customizing chiplet




Link and Transaction Layer for BoW

Interface agent g Transaction layer Link layer converts to Serializer output = AN

profile specifies ,/ converts to 1. Fixed size LLPs matches the physical ®

1. Num of ! 1. One TLP stream with TLPs packed width of the interface
independent per channel into LLPs at the chiplet edge

2. One TLP stream
for virtual wires
3. One IDLE TLP A

logical channels
2. Collection of

one or more

virtual wires

BoWO

Interface
agent to NOC
link layer
serializer

transaction

128-bit fragment




Not a Free Lunch:

Chiplets Make Workflow More Complex

Customer gy Ui UCle, BoW, AIB, XSR
' Design & \EHEN Test IEEE 1838, IEEE P3405

VLIS - Chiplet description JEDEC-OCP JEP 30
, CDXML (new in 2023)

OEM and
Product N

. Size guardrails
' Power delivery guardrails

. Thermal guardrails
System '

Software -7 |, Wiring density guardrails

"Assembly /' Mechanical guardrails
Packaging & V4

XXX XX X

Bump and assembly pitch
guardrails

TesH;

s
_________________

~. -




How do chiplets enable domain specialization?

Lower cost barriers to co-integrating specialization From DARPA CHIPS
s Access to Commercial IP
Reusable function blocks * M Big Data Movement
- QR decomposition 3 SerDes -  Image processing
=  Waveforms Processors =  Machine Leaming
< High-speed chiplet networks

 dEEN

See the multi-agency chiplets workshop at https://sites.google.com/Ibl.gov/chiplets-workshop-2023/home
CHIPS modularity targets the enabling of a wide range of custom solutions



https://sites.google.com/lbl.gov/chiplets-workshop-2023/home

The Road to an Open Chiplet Marketplace

It’s a big vision, but we are not there yet.... Open Chiplet
Marketplace

A

Initial Driver for Re-usable Chiplets

Semi-Custom
Multi-Vendor
Chiplet Platform

Proprietary

) From Jeff DiFilippi at ARM
Chiplet Platform

OCP Global Summit 2023
q rm Products Markets

Barriers to Industry Adoption

TECHNOLOGY TOPICS

Chiplets

SLOBAL | SAN JOSE, CA Scaling InNnovation ThI’OUgh Collaboration p‘

OCTOBER 17-19, 2023



From A Common Language to Hardware Design

Lightweight
enerators DFT Kernels
g @ Linear Algebra Kernels
Parameters @

DFT or Linear Algebra
Streaming Width

Generator

:E: :E:

Two-pronged
approach for

generating the
hardware

Work done by Mario
Vega @ LBL, Blair
Reasoner @ UHCL,
Xiaokun Yang @ UCHL

“Towards a Flexible Hardware Implementation for Mixed Radix Fourier Transforms”,
Mario Vega, Xiaokun Yang, John Shalf, HPEC 2023

~
1

AN
(rereee
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High Level Synthesis using Vivado HLS

Driver code ’ C/C++ kernel code 1
] L

Vendor Data flow
Libraries graph

3

3 iPs 4} 4

§ e Kernel Place & Route

= launch

% e |O @

o

On chip network -

L —
PCle

FPGA

Work done by Tan Nguyen @ LBL



Lessons from Attack of the Killer Micros

1,000

MFLOPS

0.001

0.000001

Supercomputer Procossors

-
————
-

Microprocassors,

1975

1580

1985
Year

18990 1995

~
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Attack of the Killer micros
John Markoff, May 6, 1991

Was more about the economic
model than technology alone

* High End Systems (>$1M)

* Most/all Top 500 systems

» Custom SW & ISV apps

» Technology risk takers & early adopte]

* Volume Market

» Mainly capacity; <~150 nodes

* Mostly clusters; >50% & growing

* Higher % of ISV apps

* Fast growth from commercial HPC;
Oil &Gas, Financial services,
Pharma, Aerospace, etc.

Total market >$10.0B in 2006
Forecast >$15.5B in 2011

2005: $7.1B
2010: $11.7B

&
Sy | IDC Segment 2010 [CAGR
!lcr" System Size
0{1‘3 $250K-$1M | $1.9B [ $3.4B | 11.8%
$50K-$250K $4.9B
0-$50K 9.6%

HPC is built with of pyramid investment model




It is not good enough anymore to understand the technology

Now we must also understand the market context

Dan Reed, 2022 Control of the computing ecosystem
https://arxiv.org/pdf/2203.02544.pdf Trillion+ $ (USD) companies

$3,000 A

$2,500 BAT {

“Traditional” computing
(only $1T aggregate)
$1,500 A
$500 I I
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Bottom Line: If you want to know the future of HPC and Hyperscalers.

Follow the money!!!!l (but that doesn’t mean quit!!) P ———


https://arxiv.org/pdf/2203.02544.pdf

