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• NVIDIA H100 SXM 
consumes 700W each

• Next Generation B100 is 
projected to consume 
1400W each! (100% 
increase)

• Street price $20k-$30k
– That’s an 800% profit

• And still supply cannot 
keep up with demand

NVIDIAnomics
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Google Sustainability Page in Late 2023

5



What a difference a year makes!
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This is HPCs future if we continue business as usual!
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… and “scale” alone might not be the answer…
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Algorithm-Driven Codesign of Specialized Architectures for 
Energy-Efficient HPC

NASEM study on post-Exascale 
computing “We must expand (and 
create where necessary) integrated 
teams that identify the key 
algorithmic and data access motifs 
in its applications and begin 
collaborative ab-initio hardware 
development of supporting 
accelerators,... a first principles 
approach that considers alternative 
mathematical models to account 
for the limitations of weak scaling.”

“Business as usual” is failing



Neil Thompson: Economics of Post-Moore Electronics
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There’s plenty of room at the Top: What will drive
computer performance after Moore’s law?
Charles E. Leiserson, Neil C. Thompson*, Joel S. Emer, Bradley C. Kuszmaul, Butler W. Lampson,
Daniel Sanchez, Tao B. Schardl

BACKGROUND: Improvements in computing
power can claim a large share of the credit for
many of the things that we take for granted
in our modern lives: cellphones that are more
powerful than room-sized computers from
25 years ago, internet access for nearly half
the world, and drug discoveries enabled by
powerful supercomputers. Society has come
to rely on computers whose performance in-
creases exponentially over time.
Much of the improvement in computer per-

formance comes from decades of miniatur-
ization of computer components, a trend that
was foreseen by the Nobel Prize–winning phys-
icist Richard Feynman in his 1959 address,
“There’s Plenty of Room at the Bottom,” to
the American Physical Society. In 1975, Intel
founder Gordon Moore predicted the regu-
larity of this miniaturization trend, now called
Moore’s law, which, until recently, doubled the
number of transistors on computer chips every
2 years.
Unfortunately, semiconductorminiaturiza-

tion is running out of steam as a viable way
to grow computer performance—there isn’t
much more room at the “Bottom.” If growth

in computing power stalls, practically all in-
dustries will face challenges to their produc-
tivity. Nevertheless, opportunities for growth
in computing performance will still be avail-
able, especially at the “Top” of the computing-
technology stack: software, algorithms, and
hardware architecture.

ADVANCES: Software can be made more effi-
cient by performance engineering: restructur-
ing software to make it run faster. Performance
engineering can remove inefficiencies in pro-
grams, known as software bloat, arising from
traditional software-development strategies
that aim to minimize an application’s devel-
opment time rather than the time it takes to
run. Performance engineering can also tailor
software to the hardware on which it runs,
for example, to take advantage of parallel pro-
cessors and vector units.
Algorithms offer more-efficient ways to solve

problems. Indeed, since the late 1970s, the time
to solve the maximum-flow problem improved
nearly as much from algorithmic advances
as from hardware speedups. But progress on
a given algorithmic problem occurs unevenly

and sporadically and must ultimately face di-
minishing returns. As such, we see the big-
gest benefits coming from algorithms for new
problem domains (e.g., machine learning) and
from developing new theoretical machine
models that better reflect emerging hardware.

Hardwarearchitectures
can be streamlined—for
instance, through proces-
sor simplification, where
a complex processing core
is replaced with a simpler
core that requires fewer

transistors. The freed-up transistor budget can
then be redeployed in otherways—for example,
by increasing the number of processor cores
running in parallel, which can lead to large
efficiency gains for problems that can exploit
parallelism. Another form of streamlining is
domain specialization, where hardware is cus-
tomized for a particular application domain.
This type of specialization jettisons processor
functionality that is not needed for the domain.
It can also allow more customization to the
specific characteristics of the domain, for in-
stance, by decreasing floating-point precision
for machine-learning applications.
In the post-Moore era, performance im-

provements from software, algorithms, and
hardware architecture will increasingly re-
quire concurrent changes across other levels
of the stack. These changes will be easier to im-
plement, from engineering-management and
economic points of view, if they occur within
big system components: reusable softwarewith
typically more than a million lines of code or
hardware of comparable complexity. When a
single organization or company controls a big
component, modularity can be more easily re-
engineered to obtain performance gains. More-
over, costs and benefits can be pooled so that
important but costly changes in one part of
the big component can be justified by benefits
elsewhere in the same component.

OUTLOOK: Asminiaturizationwanes, the silicon-
fabrication improvements at the Bottom will
no longer provide the predictable, broad-based
gains in computer performance that society has
enjoyed for more than 50 years. Software per-
formance engineering, development of algo-
rithms, and hardware streamlining at the
Top can continue to make computer applica-
tions faster in the post-Moore era. Unlike the
historical gains at the Bottom, however, gains
at the Top will be opportunistic, uneven, and
sporadic. Moreover, they will be subject to
diminishing returns as specific computations
become better explored.▪
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Performance gains after Moore’s law ends. In the post-Moore era, improvements in computing power will
increasingly come from technologies at the “Top” of the computing stack, not from those at the “Bottom”,
reversing the historical trend.C
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3. The Decline of Computers as a General Purpose Technology

6HSWHPEHU������� +,5�2YHUYLHZ�DQG�([HFXWLYH�6XPPDU\�

+,5�YHUVLRQ�������HSV�LHHH�RUJ�KLU�� &KDSWHU����3DJH���� +HWHURJHQHRXV�,QWHJUDWLRQ�5RDGPDS� �

�
Figure 19.  Hardware Reinvigoration.  Source: Cliff Young, Google Research [11] 
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Figure 20.  Integration with a Transistor Focus [11] 
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Figure 21.  Integration with a System Focus [11] 
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There’s plenty of room at the Top: What will drive
computer performance after Moore’s law?
Charles E. Leiserson, Neil C. Thompson*, Joel S. Emer, Bradley C. Kuszmaul, Butler W. Lampson,
Daniel Sanchez, Tao B. Schardl

BACKGROUND: Improvements in computing
power can claim a large share of the credit for
many of the things that we take for granted
in our modern lives: cellphones that are more
powerful than room-sized computers from
25 years ago, internet access for nearly half
the world, and drug discoveries enabled by
powerful supercomputers. Society has come
to rely on computers whose performance in-
creases exponentially over time.
Much of the improvement in computer per-

formance comes from decades of miniatur-
ization of computer components, a trend that
was foreseen by the Nobel Prize–winning phys-
icist Richard Feynman in his 1959 address,
“There’s Plenty of Room at the Bottom,” to
the American Physical Society. In 1975, Intel
founder Gordon Moore predicted the regu-
larity of this miniaturization trend, now called
Moore’s law, which, until recently, doubled the
number of transistors on computer chips every
2 years.
Unfortunately, semiconductorminiaturiza-

tion is running out of steam as a viable way
to grow computer performance—there isn’t
much more room at the “Bottom.” If growth

in computing power stalls, practically all in-
dustries will face challenges to their produc-
tivity. Nevertheless, opportunities for growth
in computing performance will still be avail-
able, especially at the “Top” of the computing-
technology stack: software, algorithms, and
hardware architecture.

ADVANCES: Software can be made more effi-
cient by performance engineering: restructur-
ing software to make it run faster. Performance
engineering can remove inefficiencies in pro-
grams, known as software bloat, arising from
traditional software-development strategies
that aim to minimize an application’s devel-
opment time rather than the time it takes to
run. Performance engineering can also tailor
software to the hardware on which it runs,
for example, to take advantage of parallel pro-
cessors and vector units.
Algorithms offer more-efficient ways to solve

problems. Indeed, since the late 1970s, the time
to solve the maximum-flow problem improved
nearly as much from algorithmic advances
as from hardware speedups. But progress on
a given algorithmic problem occurs unevenly

and sporadically and must ultimately face di-
minishing returns. As such, we see the big-
gest benefits coming from algorithms for new
problem domains (e.g., machine learning) and
from developing new theoretical machine
models that better reflect emerging hardware.

Hardwarearchitectures
can be streamlined—for
instance, through proces-
sor simplification, where
a complex processing core
is replaced with a simpler
core that requires fewer

transistors. The freed-up transistor budget can
then be redeployed in otherways—for example,
by increasing the number of processor cores
running in parallel, which can lead to large
efficiency gains for problems that can exploit
parallelism. Another form of streamlining is
domain specialization, where hardware is cus-
tomized for a particular application domain.
This type of specialization jettisons processor
functionality that is not needed for the domain.
It can also allow more customization to the
specific characteristics of the domain, for in-
stance, by decreasing floating-point precision
for machine-learning applications.
In the post-Moore era, performance im-

provements from software, algorithms, and
hardware architecture will increasingly re-
quire concurrent changes across other levels
of the stack. These changes will be easier to im-
plement, from engineering-management and
economic points of view, if they occur within
big system components: reusable softwarewith
typically more than a million lines of code or
hardware of comparable complexity. When a
single organization or company controls a big
component, modularity can be more easily re-
engineered to obtain performance gains. More-
over, costs and benefits can be pooled so that
important but costly changes in one part of
the big component can be justified by benefits
elsewhere in the same component.

OUTLOOK: Asminiaturizationwanes, the silicon-
fabrication improvements at the Bottom will
no longer provide the predictable, broad-based
gains in computer performance that society has
enjoyed for more than 50 years. Software per-
formance engineering, development of algo-
rithms, and hardware streamlining at the
Top can continue to make computer applica-
tions faster in the post-Moore era. Unlike the
historical gains at the Bottom, however, gains
at the Top will be opportunistic, uneven, and
sporadic. Moreover, they will be subject to
diminishing returns as specific computations
become better explored.▪
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Performance gains after Moore’s law ends. In the post-Moore era, improvements in computing power will
increasingly come from technologies at the “Top” of the computing stack, not from those at the “Bottom”,
reversing the historical trend.C
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Figure 19.  Hardware Reinvigoration.  Source: Cliff Young, Google Research [11] 
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Figure 20.  Integration with a Transistor Focus [11] 
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Figure 21.  Integration with a System Focus [11] 
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What is a Chiplet?

1
1

4© 2017 Paul D. Franzon

Attachment technologies

z Solder micobumps
~ Today typically 40 µm pitch 
~ 25 µm pitch demonstrated
~ Potential for 5 µm pitch

z Copper-copper
~ Copper-copper compression 

| @ high temperature (> 400 C)
~ Hybrid bonding

| @ low temperature (Ziptronix DBI)
~ Typical 2 – 5 µm pitch
~ Potential for sub-1 µm pitch

| Enabled by sub-1 µm alignment tools

IBM

Ziptronix

Solder Microbumps
or Copper micropillars



Chiplets Details

8/22/24 12

Chiplet 1
Process node 1

On-die bus

Chiplet 2
Process node 2

PCI/CXL
Controller

Optional interposer/
bridge

package

D2D
PHY

Interface
logic

D2D
PHY

Interface
logic On-die bus

1-20 
mm

Chip: Homogenous logic, 
the one die in a package

Chiplet: Heterogeneous logic,
Many die in a package

CXL/PCIe/AXI/CHI
over

UCIe/BoW/XSR

Off-package interconnect + simple package On-package interconnect + more complex packages



Learning from Attack of the Killer Micros

• Was more about the economic 
model than technology alone

1
3

John Markoff, May 6, 1991

• High End Systems (>$1M) 
• Most/all Top 500 systems
• Custom SW & ISV apps
• Technology risk takers & early adoptersIDC:

2005: $2.1B
2010: $2.5BCa
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• Volume Market
• Mainly capacity; <~150 nodes
• Mostly clusters; >50% & growing
• Higher % of ISV apps
• Fast growth from commercial HPC; 

Oil &Gas, Financial services, 
Pharma, Aerospace, etc.

IDC:
2005:   $7.1B
2010: $11.7B

Total market >$10.0B in 2006
Forecast >$15.5B in 20119.6%$3.4B$2.2B0-$50K

10.7%$4.9B$2.9B$50K-$250K
11.8%$3.4B$1.9B$250K-$1M

CAGR20102005IDC Segment 
System Size

HPC is built with of pyramid investment model
1



Technology Insertion into Mainstream Platforms
 AMD, Intel, Arm offer integration path for 3rd party accelerator “chiplets”

http://chiplets.lbl.gov/  

http://chiplets.lbl.gov/


Architecture Specialization for Science
(hardware is design around the algorithms) can’t design effective hardware without math

Materials
Density Functional Theory 

(DFT)
Use O(n) algorithm
Dominated by FFTs

FPGA or ASIC

CryoEM Accelerator
LBNL detector
750 GB / sec

Custom ASIC near 
detector

Genomics 
Accelerator
String matching

Hashing
2-8bit (ACTG)
FPGA solution

CFD Accelerator
3D integration
Petascale chip
1024-layers
General / special HPC 

solution

- 15 -



Example of Mixed-Radix MultiDimensional FFT Accelerator
Initial steps towards a basis set of hardware accelerator primitives for science

Accomplishment: Demonstrated general FFT Accelerator tile generator in 
16nm TSMC that outperforms NVIDIA H100 by 50x in raw performance/area 
and 50x in energy efficiency/flop

 –Required only 3 codelet primitives
Goal: Generalize this approach to generators for accelerator hardware 
primitives that cover broad spectrum of algorithms (e.g., FFT, Dense/Sparse 
Linear Algebra, particles and PDEs)

FFT96 Accelerator Die: 16nm TSMC
    Area eff.: 4.18 TF/mm2

    Energy eff.: 4.8 TF/W

NVIDIA H100 in 4nm TSMC (10x 
denser than 16nm)
    Area eff: 0.08 TF/mm2

    Energy eff: 0.0957 TF/W

Mario Vega, Xiaokun Yang, John Shalf, Doru-Thom Popovici:
Towards a Flexible Hardware Implementation for Mixed-Radix Fourier Transforms. HPEC 2023: 1-7



The Importance for High Performance DFT 

• Schrödinger equation: !𝐻Ψ = 𝐸Ψ, Ψ(𝑟!, … , 𝑟")
– Many-particle equation
– Very expensive to be solved 
– Unpractical for large systems

• Density Functional Theory (DFT): 𝐻𝜓# = 𝐸#𝜓#
– Maps the many-particle problem into a 

single-particle problem
– Accurate results for ground state electronic proper@es
– Different implementations based on basis set

• Localized Basis Sets
• Planewave Basis Sets

DFT: 25% of 
NERSC workload

B. Driscoll and Z. Zhao. 2020. Automation of NERSC Application Usage Report. In 2020 
IEEE/ACM International Workshop on HPC User Support Tools (HUST)

(b)

(c)

Scattering
state1

Scattering
state2



Circuit/Dataflow Reformulation of DFT

18

nl
in
e

Eigenvalue Problem:

Hpsi

Orthogonalization

Projection

Eigenvalue Problem Dataflow/Circuit Algorithm Reformulation

DRAM

GEMM

iFFT1D FFT1D

Point 
wise

DRAM

GEMM

iFFT3D

FFT3D

Point 
wise



Building Flexible Accelerators
Parameterized Hardware Generation with CHISEL

- 19 
-

A Single HH-core

3-Way Parallel HH-core

Deeply Pipelined HH-Core

Generate any level of concurrency or pipelining



Modeling the Baseline Computation
 Limitations of the Offload Model for Accelerators

0

0.5

1

1.5

2

2.5

3

3.5

4

1st Fourier Stage 2nd Fourier Stage 3rd Fourier Stage Pointwise First Contraction Second Contraction

Bi
llio

ns Prediction: Execution Time in CPU Cycles

Data Movement Computation

Assumptions:
A. Hardware

- CPU with 8 cores 
- CPU frequency is 3.9 GHz
- DRAM bandwidth 22 GB/s

A. Problem Size
- Sphere diameter 64
- FFT size 128
- Number of bands 256
- Number of atoms 256

Prediction: 15.4 billion cycles
Actual execution: 17.1 billion cycles
  Accuracy - 90%

DRAM

GEMM

iFFT3D

FFT3D

Point 
wise



Peer Accelerator Model (merged Kernels)
 Convert Problem to Compute Bound

0

2

4

6

8

10

12

14

16

18

20

Baseline Merge 1 Stage Merge 2 Stages Transpose and Merge

Bi
llio

ns Execution Time in CPU Cycles

Data Movement Computation
Assumptions:
A. Hardware

- CPU with 8 cores 
- CPU frequency is 3.9 GHz
- DRAM bandwidth 22 GB/s

A. Problem Size
- Sphere diameter 64
- FFT size 128
- Number of bands 256
- Number of atoms 256

Merging different stages
The Transpose and Merge version requires a 
lot of on chip memory

Computation becomes dominant

DRAM

GEMM

iFFT1D FFT1D

Point 
wise



GraphBLAS for Machine Learning and Graphs
http://graphblas.org

Sparse x 
Dense Matrix

(SpDM3)

Sparse x 
Sparse Matrix

(SpGEMM)

Sparse Matrix-
Multiple Dense 
Vectors (SpMM)

Sparse Matrix-
Dense Vector 

(SpMV)

Sparse Matrix-
Sparse Vector 

(SpMSpV)

GraphBLAS and other existing BLAS functions (in increasing arithmetic intensity)

Partial Correlation 
Estimation 

(CONCORD)

Clustering (e.g., 
MCL, Spectral 

Clustering)

Logistic Regression, 
Support Vector 

Machines

Dimensionality 
Reduction 

(NMF, CX, PCA)

Deep Learning 
(Neural Nets)

Dense 
Matrix-Vector

(BLAS2)

Dense Matrix-
Matrix
(BLAS3)

Higher-level machine learning tasks



HPC Microbiome Analysis using GraphBLAS
• Use HPC algorithms and systems for orders of magnitude speedup and to solve previously 

intractable problems

Metagenome Assembly Protein Clustering Comparative  Analysis /
Community Detection

Assemble millions of 
metagenomes based on 
incomplete data

Cluster billions of proteins Use fast alignment and 
annotation for time-sensitive 
analyses. 

Graph algorithms, De-Bruijin 
graphs, Hash Tables, alignment 
(Smith-Waterman)

Machine learning 
(clustering), sparse linear 
algebra / graphs 

Alignment, Machine learning 
(dimensionality reduction), linear 
algebra



ASA: Accelerator for GraphBLAS Sparse Accumulation Primitives

Performance Breakdown of 
HipMCL and SpGEMM

C172 AYDIN BULUÇ AND JOHN R. GILBERT

B

= x

C A

SPA

gather scatter/
accumulate

Fig. 3.1. Multiplication of sparse matrices stored by columns [11]. Columns of A are accumu-
lated as specified by the nonzero entries in a column of B using a sparse accumulator or SPA [24].
The contents of the SPA are stored into a column of C once all required columns are accumulated.

Algorithm 1 Columnwise formulation of serial matrix multiplication

1: procedure Columnwise-SpGEMM(A,B,C)
2: for j ← 1 to n do
3: for k where B(k, j) ̸= 0 do
4: C(:, j)← C(:, j) +A(:, k) ·B(k, j)

3.1. Distributed memory SpGEMM. The first question for distributed mem-
ory algorithms is ‘Where is the data?” In parallel SpGEMM, we consider two ways
of distributing data to processors. In 1D algorithms, each processor stores a block
of m/p rows of an m-by-n sparse matrix. In two-dimensional (2D) algorithms, pro-
cessors are logically organized as a rectangular p = pr × pc grid, so that a typical
processor is named P (i, j). Submatrices are assigned to processors according to a
2D block decomposition: processor P (i, j) stores the submatrix Aij of dimensions
(m/pr)×(n/pc) in its local memory. We extend the colon notation to slices of subma-
trices: Ai: denotes the (m/pr)× n slice of A collectively owned by all the processors
along the ith processor row, and A:j denotes the m × (n/pc) slice of A collectively
owned by all the processors along the jth processor column.

We have previously shown that known 1D SpGEMM algorithms are not scalable
to thousands of processors [7], while 2D algorithms can potentially speed up indefi-
nitely, albeit with decreasing efficiency. There are two reasons that the 1D algorithms
do not scale: First, their auxiliary data structures cannot be loaded and unloaded
quickly enough to amortize their costs. This loading and unloading is necessary be-
cause the 1D algorithms proceed in stages in which only one processor broadcasts its
submatrix to the others in order to avoid running out of memory. Second, and more
fundamentally, the communication costs of 1D algorithms are not scalable regardless
of data structures. Each processor receives nnz (of either A or B) data in the worst
case, which implies that communication cost is on the same order as computation,
prohibiting speedup beyond a fixed number of processors. This leaves us with 2D
algorithms for a scalable solution.

Our previous work [8] shows that the standard compressed sparse column or row
(CSC or CSR) data structures are too wasteful for storing the local submatrices arising

Majority of time goes to hypersparse accumulation
• Typically implemented as a hash table
• Replaced has lookup with an associative match
• Reaches maximum efficiency with 16k associative



SpGEMM and HipMCL Speedup

• ASA accelerator results in 5.05x speedup (average over test inputs) for SpGEMM 
kernel and 2.35x speedup for HipMCL application overall

• Reduced sparse accumulation cost and eliminated symbolic computation phase

One Tile of ASA Architecture Diagram



Accelerating GraphBLAS Primitives

27
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Data Rearrangement Engine (DRE)
Near Memory

Data 
Mover

(Load/Store 
Unit)

Control 
Processor

Links Buffer

L2 Cache
L1 Cache

CPU 
Core Data Rearrangement Engine (DRE)

3D Stacked
DRAM
Layers

Logic
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Memory Subsystem

Processor
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L1 Cache

CPU 
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L1 Cache

CPU 
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L2 Cache
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CPU 
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To Switch
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DRAM
Memory 
Channel

DRAM
Memory 
Channel

DRAM
Memory 
Channel

DRAM 
Memory 
Channel

DRE DRE DRE

Shared L3 Cache

Switch

§ Rearrangement hardware performs 
programmable gather/scatter

§ DREs are located in a logic layer and run at 
logic speed

§ The Buffer is used as a scratchpad for 
rearranged data

§ Buffer data is in a cache-friendly layout to 
minimize wasted memory bandwidth
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Maya Gokhale LLNL

Xueyang Liu, Patricia Gonzalez-Guerrero, Ivy Peng, Ronald G. 
Minnich, Maya B. Gokhale: Accelerator integration in a tile-based SoC: 
lessons learned with a hardware floating point compression engine. 
SC 2023: 1662-1669



EXAMPLE
SpMV with compressed CSR Block

Data movement is expensive both in energy and 
bandwidth. Recode Engine is a high-performance 

accelerator that can be used to compress & 
decompress in an energy-efficient way.

In our case, Recode-Engine decompresses Sparse 
Matrices for the host to compute.

Recode Engine Accelerator
Unstructured Data Processor

UDP

UDP Recode Engine

Memory

L
A
N
E

L
A
N
E

L
A
N
E

L
A
N
E

L
A
N
E

L
A
N
E

…
…
…

UDP Lane
• Simple architecture designed for efficient 

encoding/transcoding
• Designed for fast symbol and branch 

processing
• ISA has support for variable symbol size 

operations
• ISA has native support for Automata 

transitions
• Hardware data streaming support

Local Memory
• Fast access from the different lanes
• Used as streaming buffer or scratchpad 

memory
• Holds encoded input and recoded output 

data

Andrew Chien, Valerie Taylor
Jose Monsalve Diaz, Dawson Fox



Science Chiplets Opportunity (matches hand-tuned H100 performance w/12nm tech)

3
0



Offload model is an unproductive way to use chiplets-base accel
(redesign for static dataflow and deep flow-through pipelines?)

DRAM

GEMM

iFFT1D FFT1D

Point wise

DRAM

GEMM

iFFT3D

FFT3D

Point 
wise



SCHEDULER UNIT (SU)

• Contains Codelet graph description
• Schedules and orchestrates codelets to different 

chiplets with different architectures
• Memory codelets (e.g., recode tasks) perform 

data movement, recoding, prefetching, streaming 
(FIFO queues)

• Compute codelets (e.g., Accel tasks) perform 
computation.

Codelet Program Execution Model for Chiplets?
 We have to execute fast enough to run full codes

Design of a Codelet-based PXM with emphasis on memory orchestration
– Task and data orchestration of extremely heterogenous chipset-based systems.
– Orchestration of data movement and transformations (e.g., recoding) between tiles. 

UDP

UDP

UDP UDP

SU

Accel Accel

Accel AccelAccel

Accel
Task

Recode 
Task

Accel 
Task

Recode 
Task

Guang Gao
Jose Diaz



Hardware Simulation is Slow

3
3



MoSAIC: Modular System for Accelerator Integration and Communication
Cross-USG Heterogeneous Integration Fabric

Tile System on Chip

Insert
Your 

Accelerator
Here

UDP UDP

UDP

UDP

CAM

TSQR

FFT

SODA

Lean and Mean
Operates at 250MHz (1/4 real-time)
Driverless inter-accelerator interaction
PGAS + MsgQs for communication
C++20 software stack



Customizable/Modular Open Architecture for FPGA 
Sim Tile Chip/Chiplet

PGAS and MsgQ ISA Extensions for RISC-V ISA 

Insert
Your 

Accelerator
Here

MsgQ ISA 
Extensions

PGAS ISA 
Extensions

ESNet/Xilinx/CAG Emulation 
• 256 RISC-V cores/card
• 8k RISC-V cores/cluster
• 1x HBM Memory/card
• 2x100Gigabit/card
• 8xCards/shelf
• 48 Shelfs in system



Open-Nic-Shell and C/C++ Software support

Non-Blocking message queue instructions 
similar to one-sided MPI functions: 
qPut(dest, data) ;  qGet(src, data); qWait(); 
qPoll(); mPut(dest, data); mGet(src, data);

MoSAIC 
32 cores

DDR4 Memory 
controller

CMAC

QDMA

Clock cycles per core for the asynchronous 
triangular solver

Open-Nic-Shell provides 
support for PCIE and 
100Gpbs Ethernet ports.  
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Baremetal-capable cores loaded on your FPGA

        but what about control/monitoring?

      RegIO provides visibility into your HW design

• Host side access to register space in the FPGA
– initialization/configuration
– performance analysis
– debugging



Integration with ChipYard/FireSim

• Chipyard is Berkeley’s SOC generator platform
– NoC Generator (many topologies and bit-widths)
– Many different cores including 64-bit, OOO, and lightweight cores
– Has all of the extra bits needed to boot Linux
– Backed by 10 years of tape-outs

• FireSim
– FPGA based simulation platform for ChipYard designs
– GoldenGate inserts the delays to enable going from functional to cycle-accurate 

simulation
• MoSAIC / FireSim Integration

– PGAS and MsgQ extensions implemented in RISC-V ROCC Interface
– Modified Constellation NOC Generator
– Enabled us to port MoSAIC Designs over to ChipYard and FireSim

3
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2024 JEDEC and OCP Standards for Chiplet Design with 3DIC Packaging Workshop

More Efficient Chiplet Development and Integration Path

3
9

Chiplet
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HBM HBM

HBM HBM

PC
Ie

 I/
O

 
ch

ip
le

t
TO

FU
 C

hi
pl

et

Accelerator

Vector CPU Chiplet 
(13 cores)

Vector CPU Chiplet 
(13 cores)

NOC to HBM Mem 
Ctl. Chiplet

NOC to HBM Mem 
Ctl. Chiplet

NOC to HBM Mem 
Ctl. Chiplet

Prototype on Modular
Architecture for function and 

performance integration



2024 JEDEC and OCP Standards for Chiplet Design with 3DIC Packaging Workshop

http://chiplets.lbl.gov



Final Thoughts: How to engage 

Launching new workstream for  
Modular AI and HPC. Join us!

MoSAIC Github 
Repository



P38 Prototyping Framework
CPU/GPU 

Cores
IUSG 

Accelerator

IUSG
Memory 
Interface

SIP Network

Memory

Abstract 
Machine Model Mosaic: Design RTL Layout

Tape-in to FPGA
Tape out to Chiplets

• Overall Prototyping Framework with MoSAIC integration platform takes us from 
Abstract Machine Model to functional model on FPGA running a full software stack
– MoSAIC is up-and-running on FPGA platform (192 RISC-V cores per FPGA + accelerator tiles co-

integrated)
– RTL to FPGA for accelerated hardware testing & software development
– Synthesizable RTL tape-in for FY24 (setup for tape-out to chiplets)

• GitHub Repository: https://github.com/PatriGonzalez/P38_Mosaic
• Tutorial: https://docs.google.com/document/d/1ZjCIGr6vOfTrv2I9z723LdF-

E3mwk1Dglnhbyacd5SA/edit

https://github.com/PatriGonzalez/P38_Mosaic
https://docs.google.com/document/d/1ZjCIGr6vOfTrv2I9z723LdF-E3mwk1Dglnhbyacd5SA/edit
https://docs.google.com/document/d/1ZjCIGr6vOfTrv2I9z723LdF-E3mwk1Dglnhbyacd5SA/edit


How to Engage the Hyperscalers and Advanced Packaging Community

4
3

• Open Compute Project : Hyperscalers Interoperable Standards
– Open Domain Specific Architectures & Open Chiplets Economy TWG
– Modular AI/HPC Workstream (AMD, LBL, + many others)
– Modularity is central to OCP’s existence

• SEMI APHI : Advanced Packaging & Hetro Integration
– Direct engagement with the foundries
– OSATs (Outsourced Semiconductor Assembly and Test)
– (see Samsung 2.5d pkg. service): They are an OEM, but also an OSAT

• Heterogeneous Integration Roadmap: IEEE/EPS + Industry
– Everything you ever wanted to know about AdvPkg & use cases

• CHIPS NAPMP: National Advanced Packaging and Mfr. Program
– Subu Ayar (formerly UCLA) and Bapi Vinnakota (formerly LBNL)

Samsung
OSAT



Final Thoughts
• Conventional Wisdom: In the era of the ”universal computer,” scale was the correct 

answer to deliver value to HPC’s scientific customers.
• New Wisdom: In this post-Moore/post-Exascale era, scale alone is not a viable 

approach to continuing to deliver value to the scientific community!  
– It isn’t system scale, system effectiveness for the workload targets (e.g. refocus on strong scaling)
– This can be delivered by specialization, and the workflows OUTSIDE of the HPC system

• Conventional Wisdom: Buy off the shelf microprocessors 
• New (old) Wisdom:  Follow the money (e.g. follow what hyperscale is doing) 

– Join-em:  Buy AI machines and port everything to AI
– Beat-em (really join-em):  Work together with the hyperscalers to address capital cost challenge 

through modularity and specialization (its not chip cost… platform cost!!!)
– HPC punches above its weight because it engages in pre-competitive R&D with industry partners

4
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MoSAIC: Modular System for Accelerator Integration and Communication
Cross-USG Heterogeneous Integration Fabric

Tile System on (FPGA) Chip

Insert
Your 

Accelerator
Here

UDP UDP

UDP

UDP

CAM

TSQR

FFT

https://github.com/PatriGonzalez/P38_Mosaic/blob/main/mosaic_4k/doc/MoSAICTutJun2023.pdf

https://github.com/PatriGonzalez/P38_Mosaic/blob/main/mosaic_4k/doc/MoSAICTutJun2023.pdf


RISC-V ISA extensions for message driven and PGAS computing

Message Queues
● QPUT (destinationQID,sourceregisterID)
● QGET (destinationQID,destinationregisterID)
● QWAIT (destinationQID,statusregisterID)
● QPOLL (destinationQID, branchTarget)

Non-Blocking 3rd party memory instructions
● MPUT (Data, AddressDest)
● MGET (AddresSource, AddressDestination)



MoSAIC supports C/C++ software stack (C++20)

5



Examples of Scalable Tiled Arrays on a U250 FPGA

7 x 8 + DRAM 8 x 8 including FP adder, 
multiplier, divider, and square root

2x2 Array

2x2 Array

3x3 Array



Examples of mapping these arrays to an FPGAs
 can fit up to 192 RISC-V tiles per U250 FPGA

7 x 4 + DRAM 7 x 8 + DRAM



Examples of exploration for tri-solve
 only 4x slower than real-time (operating at 250MHz)

X axis: Number of parallel cores
Y axis: Number of clock cycles 
normalized

Total computing time

X axis: Number of parallel cores
Y axis: Number of clock cycles

Computing time per core



RegIO goal: host-side accessibility to the FPGA design
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Baremetal-capable cores loaded on your FPGA

        but what about control/monitoring?

      RegIO provides visibility into your HW design

• Host side access to register space in the FPGA
– initialization/configuration
– performance analysis
– debugging



Integration with ChipYard/FireSim

• Chipyard is Berkeley’s SOC generator platform
– NoC Generator (many topologies and bit-widths)
– Many different cores including 64-bit, OOO, and lightweight cores
– Has all of the extra bits needed to boot Linux
– It’s a heavy lift to pick it up, but its backed by 10 years of tape-outs

• FireSim
– FPGA based simulation platform for ChipYard designs
– GoldenGate inserts the delays to enable going from functional to cycle-accurate 

simulation
• MoSAIC / FireSim Integration

– PGAS and MsgQ extensions implemented in RISC-V ROCC Interface
– Modified Constellation NOC Generator
– Enabled us to port MoSAIC Designs over to ChipYard and FireSim

5
3



Technology Insertion into Mainstream Platforms
 AMD, Intel, Arm offer integration path for 3rd party accelerator “chiplets”

http://chiplets.lbl.gov/  

http://chiplets.lbl.gov/


The Importance for High Performance DFT 

• Schrödinger equation: !𝐻Ψ = 𝐸Ψ, Ψ(𝑟!, … , 𝑟")
– Many-particle equation
– Very expensive to be solved 
– Unpractical for large systems

• Density Functional Theory (DFT): 𝐻𝜓# = 𝐸#𝜓#
– Maps the many-particle problem into a 

single-particle problem
– Accurate results for ground state electronic proper@es
– Different implementations based on basis set

• Localized Basis Sets
• Planewave Basis Sets

DFT: 25% of 
NERSC workload

B. Driscoll and Z. Zhao. 2020. Automation of NERSC Application Usage Report. In 2020 
IEEE/ACM International Workshop on HPC User Support Tools (HUST)

(b)

(c)

Scattering
state1

Scattering
state2



The DFT kernel for each fragment 
Communication Avoiding LS3DF Formulation – Scales O(N)

DFT algorithm 

The all-band CG  (AB-CG) method for HΨi=εiΨi.  The 
time consuming steps are indicated by the asterisk 
sign.  The other parts will be called collectively as the 
Fortran-do-loops.  

3D parallel FFT 

 
 

ZGEMM 
 
 
  

O(N2 Log(N))
Comm bound if non-local

O(N3)
Compute-bound

TSQR & Choelesky

One patch per Chiplet
400 bands/patch
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LS3DF O(N) Algorithm Formulation 
Minimizes off-chip Communication

Compute Intensive Kernels
Targeted for HW Specialization

Special-
ized 

Chiplet
(s)



Building Flexible Accelerators
Parameterized Hardware Generation with CHISEL
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A Single HH-core

3-Way Parallel HH-core

Deeply Pipelined HH-Core

or Generate any level of concurrency or pipelining



Building Flexible Accelerators
Parameterized Hardware Generation with CHISEL

- 60 
-

A Single HH-core

3-Way Parallel HH-core

Deeply Pipelined HH-Core

Generate any level of concurrency or pipelining



Cross Domain Optimizations Using a Uniform Tensor Notation 

1D iDFT
+ 

Block Sparse 
Operation

Padded 2D 
iDFT

Un-pad
2D DFT 

+ 
Pointwise

input

output

1D iDFT
+ 

Pointwise
+ 

Block Sparse
+ 

1D DFT

Pipelining 
Computation for 

Commodity 
Hardware

“A Systematic Approach to Improving Data Locality Across Fourier Transforms and Linear Algebra Operations”, 
Doru Thom Popovici, Andrew Canning, Zhengji Zhao, Lin-Wang Wang, John Shalf, ICS 2021

CPU implementation

GPU implementation



Materials Science Accelerator
Preliminary Performance for Materials Science HY

[42, 256]
84 KB

1D iDFT
GeMV-r  [96, 84][84, 256] = r [96, 256]
GeMV-i  [96, 84][84, 256] = i  [96, 256]

Row Par = 3
Inst Par = 8

Total Cycles = 
(96/16/3)*(84+26+96/16*2)*(256/8) = 7.8 K

Batch size = 96^2
Micro batch  = 1

[96, 256]
192 KB

Contraction
GeMV -r [128x8, 96]*[96, 256] = r [128x8, 256]
GeMV-i  [128x8, 96]*[96, 256] = i [128x8, 256]

Row Par = 32
Inst Par = 8

Total Cycles =  (128*8/16/32)*(96+26+ 
96/16*2+32)(256/8) = 10.6K

[128x8,256]
2 MB

Plane Wave input
[96^2 x 84, 256]
756 MB

Contraction output
[128 x 8, 256]
2 MBTotal Cycles = 7.8K + 10.6K*96^2 + 2K = 97.6 M  

Latency = 97.6 M / 1.25 G = 78 ms
DDR BW Required = (756 + 3456 + 2 = 4214 MB)/ 78 ms  = 53 GB/s

Accumulator

sum –r 96^2 of  [128x8, 256] = r [128x8, 
256]
sum –I 96^2 of  [128x8, 256] = i  [128x8, 
256]

Inst Par = 8

Total Cycles = 2K

[128x8, 256]
2 MB

Projector,  Real
[128x8, 96^3]
3456 MB

nl
in
e

Eigenvalue Problem:

Hpsi

Orthogonalization

Projection

Eigenvalue Problem Dataflow Algorithm Reformulation Mapping onto Custom Hardware

Platform
Time for 
Contraction

Speedup 
over CPU

Speedup 
over GPU

CPU (Haswell/Cori 
Phase 1) node 1.375 1

GPU (NVIDIA 1080) 0.5 2.75 1
CGRA (Samba Nova) 
unoptimized 0.23 6 2.2
CGRA (Samba Nova) 
optimized 0.023 60 21.7

Results                              or GPU

Delivered Speedups 
(compared to optimized 
code) of “custom” DFT

Thom Popovici, Andrew Canning (FFTx), Zhengji Zhang (NERSC)
Franz Francetti (CMU/FFTx)



Customizable/Modular Open Architecture for HPDA
Tile Chip/Chiplet

PGAS and MsgQ ISA Extensions for RISC-V ISA 

Insert
Your 

Accelerator
Here

MsgQ ISA 
Extensions

PGAS ISA 
Extensions

ESNet/Xilinx/CAG Emulation 
• 256 RISC-V cores/card
• 8k RISC-V cores/cluster
• 1x HBM Memory/card
• 2x100Gigabit/card
• 8xCards/shelf
• 48 Shelfs in system



MoSAIC: Modular System for Accelerator Integration and Communication
Cross-USG Heterogeneous Integration Fabric

Tile System on Chip

Insert
Your 

Accelerator
Here

UDP UDP

UDP

UDP

CAM

TSQR

FFT

SODA



Open-Nic-Shell and C/C++ Software support

Non-Blocking message queue instructions 
similar to one-sided MPI functions: 
qPut(dest, data) ;  qGet(src, data); qWait(); 
qPoll(); mPut(dest, data); mGet(src, data);

MoSAIC 
32 cores

DDR4 Memory 
controller

CMAC

QDMA

Clock cycles per core for the asynchronous 
triangular solver

Open-Nic-Shell provides 
support for PCIE and 
100Gpbs Ethernet ports.  



Limits of Current Practice

• Typical MPW Prototype Chip Challenges
– Big chips have huge challenges

• Complex clock trees
• Power distribution and power sags
• Yield / Known good die
• Cost per area

– MPW typically results in small chips
• Higher yield (known good die)
• Low bandwidth and low performance due to 

limited shoreline BW
• Limited area available for peripheral support 

functions
– Typically require FPGA support platform for 

memory control & PCIe
• There is a better way with chiplets

6
6

FPGA Support
Board (mem+IO)

Prototype
Breadboard

Photonics Chiplet Proto (Columbia) 



Chiplets for Scalable MPW Prototypes

6
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MP
W

7mm
5mm

35mm2

32mm

25mm

826mm2

MPW
proto

MPW
proto

MPW
proto

MPW
proto

MPW
proto

MPW
proto

MPW
proto

MPW
proto



Chiplets Demystification Tutorial

6
8



Industry: Heterogeneous Integration Roadmap

6
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Figure 5.  Six application spaces undergirded by AI, VR and AR.  Source: ASE 
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�
Figure 6.  Heterogeneous Integration and System in Package (SiP). Source: ASE  
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What is a Chiplet - Disaggregation
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Chiplet 1

On-die bus

Chiplet 2

PCI/CXL
Controller

Optional interposer/
bridge

package

D2D
PHY

Interface
logic

D2D
PHY

Interface
logic On-die bus

1-20 
mm

Chip: Homogenous logic, 
the one die in a package

Chiplet: Heterogeneous logic,
Many die in a package



Chiplets Details
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Chiplet 1
Process node 1

On-die bus

Chiplet 2
Process node 2

PCI/CXL
Controller

Optional interposer/
bridge

package

D2D
PHY

Interface
logic

D2D
PHY

Interface
logic On-die bus

1-20 
mm

Chip: Homogenous logic, 
the one die in a package

Chiplet: Heterogeneous logic,
Many die in a package

CXL/PCIe/AXI/CHI
over

UCIe/BoW/XSR

Off-package interconnect + simple package On-package interconnect + more complex packages



What is a Chiplet?
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4© 2017 Paul D. Franzon

Attachment technologies

z Solder micobumps
~ Today typically 40 µm pitch 
~ 25 µm pitch demonstrated
~ Potential for 5 µm pitch

z Copper-copper
~ Copper-copper compression 

| @ high temperature (> 400 C)
~ Hybrid bonding

| @ low temperature (Ziptronix DBI)
~ Typical 2 – 5 µm pitch
~ Potential for sub-1 µm pitch

| Enabled by sub-1 µm alignment tools

IBM

Ziptronix

Solder Microbumps
or Copper micropillars



Why?: Chiplets Can Lower Manufacturing and Design Costs
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1. Scale: Build products larger than with single die
2. Modularity: Partition system into recognizable blocks, buy externally
3. Reuse: Create variants by changing a small part of a design, faster TTM
4. Heterogeneous integration: Die from multiple nodes, optimized for function
5. Customize product by customizing chiplet

From ARM
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Figure 5.  Six application spaces undergirded by AI, VR and AR.  Source: ASE 
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Not a Free Lunch: 
Chiplets Make Workflow More Complex

Customer
Specification

Design &
Verification

Semiconductor
Foundry

Assembly
Packaging & 

Test

System
Software

OEM and
Product

codesign

physical modularity

Function modularity

additional constraints 
with chiplets

Component Status

D2D Interconnect (Huge 
growth/awareness here)

UCIe, BoW, AIB, XSR

Test IEEE 1838, IEEE P3405

Chiplet description JEDEC-OCP JEP 30 
CDXML (new in 2023)

Size guardrails ❌

Power delivery guardrails ❌

Thermal guardrails ❌

Wiring density guardrails ❌

Mechanical guardrails ❌

Bump and assembly pitch 
guardrails

❌



How do chiplets enable domain specialization?
 Lower cost barriers to co-integrating specialization 

7
6

From DARPA CHIPS

See the multi-agency chiplets workshop at https://sites.google.com/lbl.gov/chiplets-workshop-2023/home

https://sites.google.com/lbl.gov/chiplets-workshop-2023/home


The Road to an Open Chiplet Marketplace

Today 2024

Open Chiplet 
Marketplace

Viable Multi-Vendor Business 
Model
PHY, Protocol and Transport
Mechanical, thermal & power
Pre/post-silicon test & debug
Software standards
Silicon qualification, reliability 
and manufacturing

?

Ba
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 to
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ry
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pt
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Proprietary 
Chiplet Platform

Single vendor controlled chiplet 
and packaging stack

Semi-Custom
Multi-Vendor  

Chiplet Platform

PHY, Transport and Protocol 
standards required for 
interoperability

Initial Driver for Re-usable Chiplets

From Jeff DiFilippi at ARM
OCP Global Summit 2023

It’s a big vision, but we are not there yet….



From A Common Language to Hardware Design

Two-pronged 
approach for 

generating the 
hardware

High Level Synthesis using Vivado HLS

Work done by Tan Nguyen @ LBL

Work done by Mario 
Vega @ LBL, Blair 

Reasoner @ UHCL, 
Xiaokun Yang @ UCHL 

“Towards a Flexible Hardware Implementation for Mixed Radix Fourier Transforms”, 
Mario Vega, Xiaokun Yang, John Shalf,  HPEC 2023

Linear Algebra Kernels

𝑀𝑥𝑀
𝑀𝑥𝑣 𝑃𝑒𝑟𝑚𝑢𝑡𝑒

𝐷𝐹𝑇!
𝐷𝐹𝑇" 𝐷𝐹𝑇#Parameters

     DFT or Linear Algebra
     Streaming Width

DFT Kernels

Generator

A B C D E

Lightweight 
generators



Lessons from Attack of the Killer Micros

• Was more about the economic 
model than technology alone

8
0

John Markoff, May 6, 1991

• High End Systems (>$1M) 
• Most/all Top 500 systems
• Custom SW & ISV apps
• Technology risk takers & early adoptersIDC:

2005: $2.1B
2010: $2.5BCa
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• Volume Market
• Mainly capacity; <~150 nodes
• Mostly clusters; >50% & growing
• Higher % of ISV apps
• Fast growth from commercial HPC; 

Oil &Gas, Financial services, 
Pharma, Aerospace, etc.

IDC:
2005:   $7.1B
2010: $11.7B

Total market >$10.0B in 2006
Forecast >$15.5B in 20119.6%$3.4B$2.2B0-$50K

10.7%$4.9B$2.9B$50K-$250K
11.8%$3.4B$1.9B$250K-$1M

CAGR20102005IDC Segment 
System Size

HPC is built with of pyramid investment model
1



It is not good enough anymore to understand the technology
 Now we must also understand the market context

81

Dan Reed, 2022
https://arxiv.org/pdf/2203.02544.pdf

• High End Systems (>$1M) 
• Most/all Top 500 systems
• Custom SW & ISV apps
• Technology risk takers & early adoptersIDC:

2005: $2.1B
2010: $2.5BCa
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• Volume Market
• Mainly capacity; <~150 nodes
• Mostly clusters; >50% & growing
• Higher % of ISV apps
• Fast growth from commercial HPC; 

Oil &Gas, Financial services, 
Pharma, Aerospace, etc.

IDC:
2005:   $7.1B
2010: $11.7B

Total market >$10.0B in 2006
Forecast >$15.5B in 20119.6%$3.4B$2.2B0-$50K

10.7%$4.9B$2.9B$50K-$250K
11.8%$3.4B$1.9B$250K-$1M

CAGR20102005IDC Segment 
System Size

HPC is built with of pyramid investment model
1

Bottom Line:  If you want to know the future of HPC and Hyperscalers.
 Follow the money!!!! (but that doesn’t mean quit!!)

https://arxiv.org/pdf/2203.02544.pdf

