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DARPA-hard Challenges: 
a good way of pushing the envelope in systems R&D

PERFECT            →        DSSoC             →     DPRIVE 
2013 – 2018   2018 → 2023/ongoing 2021 → ongoing

Power Efficiency Revolution for 
Embedded Computing Technologies

Domain-Specific System on Chip

1 GF/W → 75 GF/W

• Agile SoC
• Programmability

• Data security
• Privacy

(IBM was not part of DPRIVE; 
but we pursued the same goal, 
2022-2025 w/support from 
DoD/RAMP-C), IBM + ColumbiaIBM + Stanford, Harvard, U of Virginia

2011

[Bob Colwell, 
Joe Cross, …]

Power-perf, programmability,
productivity metrics 

[Tom Rondeau]  

[Tom Rondeau]

IBM + Columbia, Harvard, UIUC

Meanwhile, the modern age of AI had begun in 2011
• IBM Watson (Deep Q&A, Jeopardy champion)
• Siri (iPhone/Apple) edge NLP

https://www.darpa.mil/research/programs/power-efficiency-revolution-for-embedded-computing-technologies
https://www.darpa.mil/research/programs/domain-specific-system-on-chip
https://www.darpa.mil/research/programs/data-protection-in-virtual-environments
https://www.bing.com/videos/riverview/relatedvideo?q=i+for+one+welcome+our+new+overlords+-+ken+jennings+video&mid=7334F7D5F53A63FFD85C7334F7D5F53A63FFD85C&FORM=VIRE
https://www.bing.com/videos/riverview/relatedvideo?q=i+for+one+welcome+our+new+overlords+-+ken+jennings+video&mid=7334F7D5F53A63FFD85C7334F7D5F53A63FFD85C&FORM=VIRE
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Executive Summary of ModSim Challenges Faced
(across the three govt-sponsored R&D projects)

1. Design Verification (and Test!)
• Architects woefully lack tools and metrics to gauge
    verification complexity in pre-silicon modeling
• Agile SoC design claims avoid factoring in verification time

2.  Robust Power Management
• On-chip, workload-driven power management architectures have
     become increasingly more advanced and sophisticated
•  But…ModSim-driven reliability & security guarantees are lacking

3.  Security Metrics and Pre-Silicon Modeling
• Largely absent! (Urgent need)

Deficiencies above cause shortfalls in system resilience 
and inhibit product quality deployment of devised solutions



4

Resilience, a key component of emotional intelligence, is essentially 
the ability to “bounce back” from stressful experiences.

RESILIENCE

https://www.psychologytoday.com/us/blog/comfort-cravings/201308/getting-back-emotional-intelligence-and-resilience

In machine terms, it roughly means reliable operation under error-prone or harsh environments

In human (and perhaps AI?) terms, on the 

other hand….

https://www.psychologytoday.com/us/basics/emotional-intelligence
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What is Efficient Resilience?
▪ System design approach to improve efficiency with “guarantees” of operational 

correctness or quality for a given application workload (even under hostile circumstances)

Applies to future 

server/mainframe,

and supercomputing 

systems as well

▪ Security is another aspect
    of system resilience that 
    has similar overhead-related
    concerns

▪ Resilience is part of basic
     functionality that customers
     expect to get for free!

PERFECT: achieve 75 GF/W without giving up resilience
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Technology node (nm)

1.9% 3.5% 4.7% 6.0%

Uniquely enabled by our PERFECT cross-layer technology

Energy overhead

50x improved

 resilience!

Resilience unaware 

PERFECT technology

1 GF/W
75 GF/W

▪ FIT = unit of failure rate; 1 FIT = 1 failure in a billion hours; 
        system mean time to failure,  MTTF ~ 1/FITs
▪    System FITs will increase with technology node (bad!)

• Two effects considered here: (a) device size shrinkage per  
     Moore’s Law: 2x component count increase per generation;
     and (b) increase of transient error rates (SER, voltage noise)
     with voltage reductions required to meet end target of 75 GF/W

▪ Note: FITs are additive; so last column = sum of the prior two

▪ Experimental set-up used:
      a full-stack software-hardware
      system consisting of an FPGA 
      implementation of an open-source 
      processor (LEON3-OpenSparc) with 
      matrix multiplication application

▪ Resilience improvement for 
      current system, with our 
      cross-layer technology was 
      evaluated using fault injection 
      at the latch level

▪ Cross-layer knobs used:
      Selective latch hardening (circuit), 
      parity (logic/microarch), 
      control/dataflow checking
      (microarch), algorithm based
      fault tolerance, ABFT (software)

The ModSim-Driven PERFECTion



DARPA PERFECT    |  IBM   +  University Partners:  Stanford    Harvard    Virginia

PERFECT: Overall System Modeling Framework 
(Delivered in Phase-1; analytical models, open-source software toolset)

SHIVA-1 Framework

M
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e

SHIVA-2 delivered in Phase-2 includes cycle-accurate

processor core and accelerator elements

Cross-layer 

Efficient Reslience

Technologies

Latch-accurate SHIVA-3

model in Phase-3 will

be fully design-ready,

with key FPGA component

prototype implementations
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Test Chips to Validate Modeled PERFECT Innovations in Efficient Resilience; three 
accepted papers at VLSI Tech. & Circuits Symposia (Kyoto)

14nm FinFET Based Supply Voltage

Boosting Techniques for Extreme Low

Vmin Operation

R. V. Joshi, M. Ziegler, H. Wetter,

 C. Wandel, H. Ainspan,  IBM

A Multi-Chip System Optimized for Insect-Scale 

Flapping-Wing Robots

X. Zhang, M. Lok, T. Tong, S. Chaput, S. K. Lee, B. Reagan, 

H. Lee, D. Brooks, G-Y. Wei, Harvard University

A 16-core voltage-stacking system with 

an integrated switched-capacitor DC-DC

converter

S. K. Lee, T. Tong, X. Zhang, D. Brooks,

G-Y. Wei, Harvard University

Ultra low-Vmin SRAM is a major

technology breakthrough – in the

quest for 75 GF/W embedded systems

IVR model calibration/& proof of 

voltage-stacking efficacy is

a key new advance in exploring 

optimal Vdd settings for targeted 

embedded systems

Robo-bees brain SoC chip 

tests provide validation 

insights about ultra low 

power cognitive acceleration
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CLEAR Cross-Layer Resilience: A Retrospective. IEEE Des. Test 42(3): 74-85 (2025); 
Eric Cheng et al. (Stanford-led work) 

BRAVO: Balanced Reliability-Aware Voltage Optimization. HPCA 2017: 97-108 
Karthik Swaminathan et al. (IBM work)

A Couple of Key ModSim-Relevant Papers from our PERFECT Project

A key ModSim takeaway: architectural abstractions in fault-
injection simulation are hazardous, the conclusions can be 
grossly misleading! Up to 45x inaccuracy

ModSim-driven discourse on how to optimize the 
voltage-frequency operating point to achieve highest 
performance without violating power and reliability 
constraints

https://dblp.org/db/journals/dt/dt42.html#ChengCMSABCLSSM25
https://dblp.org/db/journals/dt/dt42.html#ChengCMSABCLSSM25
https://dblp.org/db/conf/hpca/hpca2017.html#SwaminathanCCBB17
https://dblp.org/db/conf/hpca/hpca2017.html#SwaminathanCCBB17
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https://www.youtube.com/watch?v=YvbHXz3lccc 

PERFECT-regime Real-Time Experimental Demo

That was 10 years ago!

https://www.youtube.com/watch?v=YvbHXz3lccc
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DARPA-hard Challenges: 
a good way of pushing the envelope in systems R&D

PERFECT            →        DSSoC                   
2013 – 2018   2018 → 2023/ongoing

Power Efficiency Revolution for 
Embedded Computing Technologies

Domain-Specific System on Chip

1 GF/W → 75 GF/W

• Agile SoC
• Programmability

IBM + Stanford, Harvard, U of Virginia

[Bob Colwell, 
Joe Cross, …]

Power-perf, programmability,
productivity metrics 

[Tom Rondeau]  

IBM + Columbia, Harvard, UIUC

Onward to DSSoC

https://www.darpa.mil/research/programs/power-efficiency-revolution-for-embedded-computing-technologies
https://www.darpa.mil/research/programs/domain-specific-system-on-chip
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Jasmine Toolset: Novia, 
AccelSeeker, AccelMerger,
Trireme 

ESPERA Mini-ERA HPVM

EPOCHS-0, EPOCHS-1  
SoCs taped out 
10-16-20 and 10-24-21

Technical Approach

SL

RISC-V Ariane, NVDLA, other IP 

▪ Agile design of 
heterogeneous DSSoCs with 
programmability as a 
primary consideration

▪ Open-source software and 
hardware

▪ Technology transition: 
within IBM and outside, 
including DoD entities

Tightly knit collaborative team: IBM + UIUC, Harvard and Columbia 

one example

https://mas400.com 

Our recently-completed DARPA (DSSoC) sponsored project:
 EPOCHS: Efficient Programmability of Cognitive Heterogeneous Systems

Targeted impact on AI hardware roadmap: 
energy reduction, without giving up  inferential accuracy

12

connected autonomous vehicles (CAVs)** 

** an embodiment of “swarm intelligence” (bio-inspired AI application)

H
yp

oth
esis

https://github.com/GiorgioZacharo/AccelSeeker
https://github.com/GiorgioZacharo/Trireme/
https://www.esp.cs.columbia.edu/
https://github.com/IBM/era
https://github.com/IBM/mini-era
https://github.com/IBM/mini-era
https://github.com/IBM/mini-era
https://publish.illinois.edu/hpvm-project/release/
https://github.com/IBM/scheduler-library
https://riscv.org/wp-content/uploads/2018/05/14.15-14.40-FlorianZaruba_riscv_workshop-1.pdf
https://riscv.org/wp-content/uploads/2018/05/14.15-14.40-FlorianZaruba_riscv_workshop-1.pdf
https://riscv.org/wp-content/uploads/2018/05/14.15-14.40-FlorianZaruba_riscv_workshop-1.pdf
http://nvdla.org/
https://mas400.com/
https://mas400.com/
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Agile SoC Design Flow: the Heart of EPOCHS ModSim

ESP: the open-source agile flow for system-on-chip (SoC) design

• Seamless integration of SoC components: NoC & platform services

• Push-button generation of SoC RTL for ASIC physical design

• Two EPOCHS full SoC ASIC chip tapeouts 

• Rapid FPGA prototyping → early application development

ASIC

Design

HLS

Design
Flows

RTL

Design
Flows

Vivado HLS
Stratus HLS
Catapult HLS

FPGA 

Prototyping

SoC HW

Integration

SoC

SW Build

SW Library

third-party
processor cores

third-party
accelerators

accelerators

HW IP Library

third-party 
accelerators’ SW

Linux apps
bare-metal apps     
device drivers

Keras
Pytorch

ONNX

C/C++

SystemC

Chisel

SV
Verilog

VHDL

hls4ml

FPGA ASIC

SoC Generation

SoC Configuration

www.esp.cs.columbia.edu

ERA Workload

ARTEMIS

SoC-Sim

Jasmine

(ontology)

• Trireme (ACM 

TECS 2023)

• Accelseeker

• Novia 
(MICRO-2021)

SoC architecture 

Concept, RTL 

HLS & other vendor tools

ESP

FPGA synthesis

H
P

V
M

 C
o

m
p

ile
r

opt

To Back-End ASIC Flow

open-source toolset

HPCA 2025
(S. Pal et al.)

https://dblp.org/db/conf/hpca/hpca2025.html#PalABVBWRB25
https://dblp.org/db/conf/hpca/hpca2025.html#PalABVBWRB25


ESP SoC Flow

14
Slide courtesy: Joseph Zuckerman, Luca Carloni et al., Columbia University
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EPOCHS/DSSoC: Accomplishments Summary

EPOCHS-0 SoC tapeout

– 4⨉4 SoC fabricated

Scaled-out EPOCHS-1 SoC tapeout

– 6⨉6 SoC with new accelerators

Significant design cost mitigation

– 10⨉–100⨉ reduction in person-years

Hardware-agnostic programming

of heterogeneous SoCs
– HPVM compiler, smart scheduler…

Open-source ecosystem for collaboration
ERA: github.com/IBM/era

Mini-ERA: github.com/IBM/mini-era

ESP: www.esp.cs.columbia.edu

HPVM: gitlab.engr.illinois.edu/llvm/hpvm-release

Scheduler: github.com/IBM/scheduler-library

STOMP: github.com/IBM/stomp

Spandex: github.com/sld-columbia/esp/tree/master/rtl/caches

Simultaneous apps

4 (goal: ≥ 2)

Integration time for new accelerators

2 weeks average (goal: ≤ 3 months)

Power

NoC: 7.2% of chip (goal: ≤ 40% of chip)

Chip: 240mW – 1.83W (op. range: 0.5V – 1.0V)

Peak frequency at 1.0V: 1.52 GHz

Chip back from 

fab + packaging

(July 2022)

Respin: Nov 2023

FFT Viterbi

Performance 71⨉ 20⨉

Energy 233⨉ 56⨉

Benefits of acceleration

ESSCIRC-2022 paper 

ISSCC-2024

ISCA-2024

VLSI Symp.2024

DARPA ERI Summit

Demo, Aug. 2023

Click!

Even more amazing results!

https://youtu.be/RlZDzqPSvI0
https://youtu.be/RlZDzqPSvI0
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EPOCHS-1 SoC Highlights 

ISSCC-2024 Paper

ISCA-2024 paper

VLSI Symp. 2024 paper
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Distributed Hardware Power Management

• Concurrent execution of 5 accelerators under fixed 80mW power cap

• Without DHPM (baseline), each tile is allocated a fixed power

• With DHPM, power is dynamically reallocated among tiles

→ 22-38% power utilization improvement 

translating to 19-27% throughput 

improvement with full-hardware scalable 

implementation
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Disabled* Enabled v4*

Numbers in each core 
represent the deficit 

of tokens
(the lower the better)

* Animation frames taken every 100 simulation iterations (animations won’t show up in pdf, sorry!)

Token Shortfall Situations
(early-stage concept ModSim)
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Early Interest in Token-Based Power Management

But what about security?



In the late CMOS era, domain specific accelerators will dominate 

▪ Primary server refresh at data center

     may be progressively delayed

▪ Differentiation (feature, performance)

     via domain-specific accelerators

▪ AI as a domain – changes (scales up) at 

an astounding rate → see next slide!

Agile hardware-software accelerator system synthesis is key to retaining customer base
• Learn customer workloads

• Design plug-in accelerator offerings; refresh choices every 6 mos. 

•   Highly automated design flow ➔ small team 

DSSoC was not just an edge vision or strategy – it applied to server/cloud as well!
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Case in Point: Large Language Model (LLM) Parameter Growth Over Time*

* Plot generated by Microsoft Co-Pilot

GPT-1 marks the starting point of the modern LLM era, 

showing how dramatically model sizes have grown—

from 0.117B to 1.8T parameters in just seven years.
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DARPA-hard Challenges: 
a good way of pushing the envelope in systems R&D

PERFECT            →        DSSoC             →     DPRIVE 
2013 – 2018   2018 → 2023/ongoing 2021 → ongoing

Power Efficiency Revolution for 
Embedded Computing Technologies

Domain-Specific System on Chip

1 GF/W → 75 GF/W

• Agile SoC
• Programmability

• Data security
• Privacy

(IBM was not part of DPRIVE; 
but we pursued the same goal, 
2022-2025 w/support from 
DoD/RAMP-C), IBM + ColumbiaIBM + Stanford, Harvard, U of Virginia

[Bob Colwell, 
Joe Cross, …]

Power-perf, programmability,
productivity metrics 

[Tom Rondeau]  

[Tom Rondeau]

IBM + Columbia, Harvard, UIUC

Onward to Data Security

https://www.darpa.mil/research/programs/power-efficiency-revolution-for-embedded-computing-technologies
https://www.darpa.mil/research/programs/domain-specific-system-on-chip
https://www.darpa.mil/research/programs/data-protection-in-virtual-environments
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Next phase of R&D: worrying about DSSoC resilience at affordable power cost

Reliability Security

Data Breach Denial of service

protection against

Physical harm Other

……
….

Power 
Virus

Beyond the DARPA DSSoC program …..

Function Performance

… in the context of emerging trends in semiconductor and packaging technology

Side channel attack
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IBM Research / © 2023 IBM Corporation28

28

1 Trillion

Device Architecture & DTCO

The Era of Internet (Mobile & Data Center)

AMD MI300X 

3D Chiplets & STCO

1 Billion

Lithography-driven Scaling

EUV High NA EUV

The Era of AI (Deep Learning & GPT)

AMD MI300X The Era of PC Z15

Huiming Bu, IBM IEEE CAS/EDS AI Compute Symposium 2023 



IBM AIU:  
Roadmap of 
Foundation 
Model AI 
accelerators

Key technology and 
enablement needs:

• State-of-the-art foundry 
CMOS

• State-of-the-art silicon-
verified IP blocks for 
support functions (memory 
controllers, I/O interfaces)

• Chiplets and 3D stacking

AIU 1.01

Optimized for FM 
Inference

291mm2 

5nm SoC

1 - Announced October 2022

AIU 1.0+

Optimized for FM Inference and Fine-Tuning, 

+ Training

Leverage HBM

AIU Next

Optimized for future very large FM Inference + 

Fine-Tuning + Training

Leverage 3D-stacked memory + chiplet technologies

AI Core
MC/PHY

Interposer

29

IBM z System Telum-1, Telum-2
announcements; Spyre accelerator
at Hot Chips 2022, 2023

Huiming Bu, IBM IEEE CAS/EDS AI Compute Symposium 2023 
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CHIPS-Act Linked NAPMP Funding Opportunity

From the Proposers’ Day slideset
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Threats to AI hardware



The Need for Privacy-Aware Computing

32

Cost of a data breach by industry (in USD millions)

2024 2023

→ Healthcare companies are more likely than other industries 
to pay the ransom, even if there’s no guarantee data will be 
decrypted and attackers won’t try again

→ If healthcare companies hold the line and refuse to pay, 
they’re not just dealing with financial and operational 
issues; they’re potentially putting patients at risk

Source: https://www.ibm.com/think/insights/healthcare-industry-attack-trends-2024

THE RANSOMWARE CASE



What is Homomorphic Encryption (HE)?

• Cryptographic technique that enables processing and manipulation of 
encrypted data

• Traditional crypto algorithms require data to be unencrypted for processing

33

Plaintext Ciphertext

CiphertextPlaintext

Encode Encrypt

DecryptDecode

Patient sensitive 
information

External health
provider

Computation on 
encrypted data

HOMOMORPHIC ENCRYPTION PIPELINE
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Real-life Business Use Cases

▪ There are many other use cases of course.
▪ The ones mentioned are representative of IBM’s 
    core mainframe business in the financial sector
▪ The connected autonomous vehicle (CAV) edge
    sector remains a major area of interest as well 
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AI/FHE Motivation: DARPA-hard Challenge (hardware acceleration)

The larger context

The Encode-Encrypt, Decrypt-Decode (E2D2) client-side task is also important!

▪ The initial (primary) focus is on AI-embedded transactional workloads like financial fraud detection (FFD).
▪ But there are many other edge-cloud application workloads (with privacy-protection needs) that map into this space (e.g.
     the cloud-backed connected autonomous vehicular space just mentioned).  

▪ Poster child application to utilize the
    emerging trends in semiconductor
    and packaging technology 
    (e.g. chiplets/3DHI)

▪ Aligned with semiconductor business 
    strategy; linked also to the government’s
    CHIPS ACT related thrusts

▪ 1000x – 500000x acceleration needed
    to meet performance (e.g. real-time)
    needs, as addressed in the DARPA
    DPRIVE program

We started up this project in  
January 2022 with the above challenge
and business opportunity in mind
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AI/FHE Hardware Acceleration: Enabling Privacy-Protected Edge-to-Cloud AI Computation

Our design strategy and long-term research vision:

1. Leverage our prior agile SoC design methodology (EPOCHS) to implement a AI/FHE SoC (chiplet) in order to 
       demonstrate basic viability for a class of AI-centric inference workloads with an n-chiplet SiP solution
       (where n = 1, 2 or 4 in the first generation)

✓ Individual chiplet size (area) is determined by yield (cost) constraints for a new technology node
✓ Integrated UCIe interface allows scaled-up system solution with multiple chiplets and on-package
      memory modules (DDR or HBM)

2. Scalable solution: start with an edge E2D2 capability, scale up to a cloud AI/FHE compute capability
▪ Leverage 3DHI and chiplet technology to meet memory capacity and bandwidth requirements

n = 4 in this illustration

Hub chiplet provides connectivity to host via PCIe and memory via HBM and/or DDR controllers 
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Circling back to emphasize the benefit of 
our agile SoC design methodology driven by 
Columbia’s ESP: Impressive Productivity Gain

Technology

Active Area

Total Area

12nm FinFET

21.6mm2

64mm
2

NoC Freq.     – 800MHz

4.65mm

IO

4
.6

5
m

m

8.0mm

8
.0

m
m

NVDLA

Acc.

NVDLA

Acc.

NVDLA

Acc.

FFT

Acc.

RISC-V

(Ariane)

RISC-V

(Ariane)

LLC 

MEM

FFT

Acc.

RISC-V

(Ariane)

RISC-V

(Ariane)

LLC 

MEM

FFT

Acc.

LLC 

MEM

LLC 

MEM

Viterbi 

Acc.

NoC Routing

1mm

1mm

L2 Cache 32 kB / 4way

LLC Cache 512 kB / 16way

Vdd Domain # 16

NVDLA

Accelerator

NoC Routers (global clock)

(local synchronous)

C4 Bump # 1439

Modular FPGA 

2GB DDR3 
SDRAM

2GB DDR3 
SDRAM

2GB DDR3 
SDRAM

2GB DDR3 
SDRAM

Xilinx 

Virtex-7 

FPGA

FMC 

FMC 

FMC 

FMC 

Mother Board

Daughter Cards
400-pin 

FMC 

Ethernet 
Chip

Config 

FPGA

Test SoC 

(Linux OS)

VRs

Ethernet

USB

SMAs

Chip Test Board

400-pin 
FMC 

400-pin 
FMC 

400-pin 
FMC 

Host PCRouter
Boot 
Linux

OS 

Shell

Link 

1&2

Link 

3&4

others

Socket

SMA Clocks

Ethernet

USB

Power

FMC

FMC

FMC

DDR3

DDR3

DDR3

FPGA 
Motherboard

EPOCHS-0

Oct. 2020

EPOCHS-1

Nov. 2022

Mini SoC

Jan. 2024

SARA-1

Sep. 2025

2 RTL/Verif. Engineers

6 PD Engineers

3 RTL/Verif. Engineers

6 PD Engineers

1 RTL/Verif. Engineer

6 PD Engineers

9 RTL/Verif. Engineers

6 PD Engineers
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SARA-1

• Same advanced technology node

• 8 copies of the SARA Processing Unit 
(SPU)
• Programmable accelerator

• Large (>10mm2)

• Application has complex data-
dependency patterns
• One-to-many communication

• Chiplet-based w/ UCIe

• Heterogeneous tile sizes complicate 
physical design

• Design completes in September 2025



Motivation for pre-silicon security analysis

Vulnerability is 
discovered in post-

silicon system

Security patches are 
developed to update 

and protect the system

• Can we prioritize security during 
early design cycle stages?
• Power, area, and performance are 

prioritized but can we include 
security in these early design 
considerations as well?

• How can vulnerabilities be found in 
pre-silicon stages?

• How can security be measured?
• Can security evaluation be 

automated early in the design cycle 
to ease designer effort?

However, it can be expensive and less effective 
to implement mitigation solutions in post-silicon 

stages of design or after production.

Typical security cycle

Pre-silicon: design cycle stages prior to taping out chip
Post-silicon: taped out chip stages

Focus on side channel analysis 
from early design stages

39Naorin Hossain et al., ICMC-2024



Our approach to designing systems with power 
side channel leakage possibility in mind
• Develop a metric to quantify how 

susceptible a design is to power 
side-channel information leakage
• E.g., 0 to 1 values

• 0 = no information leakage
• 1 = fully vulnerable

Develop system 
design and 

determine desired 
security level

Build approximate 
power profile

Find possible cases 
where power side-
channels may lead 

to observable 
information leakage

Use simulator to 
find how 

susceptible design 
is to side-channel 

leakage cases

Iterate on design to 
reach desired 
security level

40
Naorin Hossain et al., ICMC-2024



Benefits of our approach
Our ideas can be applied based on the needs of the 
system
• E.g., systems handling sensitive data may prioritize secure 

design over performance

Our approach improves and eases secure design 
efforts
• E.g., side-channel vulnerability evaluation can be easily 

automated

Other security considerations may be brought to pre-
silicon design stages
• E.g., other physical design phenomena such as electromagnetic 

emanations may be similarly modeled and evaluated

Tradeoff 
Triangle

Security

PowerPerformance

41
Naorin Hossain et al., ICMC-2024



42

Executive Summary of ModSim Challenges Faced
(across the three govt-sponsored R&D projects)

1. Design Verification (and Test!)
• Architects woefully lack tools and metrics to gauge
    verification complexity in pre-silicon modeling
• Agile SoC design claims avoid factoring in verification time

2.  Robust Power Management
• On-chip, workload-driven power management architectures have
     become increasingly more advanced and sophisticated
•  But…ModSim-driven reliability & security guarantees are lacking

3.  Security Metrics and Pre-Silicon Modeling
• Largely absent! (Urgent need)

Deficiencies above cause shortfalls in system resilience 
and inhibit product quality deployment of devised solutions

DFV/DFT
and
ModSim
thereof

Don’t forget
the SDC scare!
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