
▪ Design a Director module to 

connect and dynamically 

orchestrate the activities PDES 

and ML models

▪ Create a simulation framework 

that uses the Director to control 

hybrid simulations of PDES and 

ML models

▪ Leverage the high-fidelity of 

PDES to simulate and explore 

novel, complex scenarios

▪ Leverage the speed of ML to 

predict behaviors of interest, 

abstracting away other activities 
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▪ Combing the benefits of PDES and ML 

models requires orchestrating two 

independent and complex frameworks

▪ Parallel discrete event simulation (PDES) 

enable high-fidelity predictions

− Complex models of physical processes

− Orchestration of millions/billions of events

− Computation cost limits scalability

▪ Machine learning (ML) models can provide 

faster predictions than PDES

− Predict high-level behaviors without 

simulating lower-level activities

− Require large amounts of training data 

cover a variety of conditions
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▪ Director is implemented as 

logical processes (LPs); moves 

training data and inferences 

between PDES and ML models

Director Integration with Workload

− Workload LPs are paired with Director 

LPs

• State variable to indicate current 

simulation mode (PDES/surrogate)

• Workload event handlers for 

processing events from Director

Online ML Model Management

− Surrogate server controls the ML 

models and processes Director 

requests

− Server supports online ML training

• Director accumulates and sends 

bulk training data to server

• Director can trigger model training 

and model accuracy testing et al.

The PDES toolkit is connected 

to external Python-based 

surrogate models using ZeroMQ 

(ZMQ) communication library

PDES and ML models may be 

modified independently

The Director manages 

interactions between PDES and 

surrogates

Hybrid

PDES/ML 

Simulation

Phase-specific Surrogates 

Application phases are annotated and 

ML models are trained/re-trained for 

only the current phase.

Use Surrogate Once Trained

Redirect PDES events to the Director 

to have the surrogates predict event 

durations.

Use PDES When New Phase Starts

PDES models generate training data 

for training/re-training model at the 

start of each phase.

Total Simulation Runtime (72 Director clients)

72-node network

SETUP

• CODES/ROSS toolkit

• MILC Scalable Workload Model (SWM) 

• Ran for 10 iterations*

• ML model not used

• Surrogate prediction values are hardcoded

• Surrogate used to predict 5 iterations

• PDES sim. ran in sequential model

• 1D dragonfly net. | 72-nodes, 8192-nodes

Since no ML models are used:

• “Hybrid with Surrogate Server”: surrogate 

predictions are hardcoded in the surrogate 

server

• “Hybrid w/o Surrogate Server”: surrogate 

predictions are hardcoded in the director LPs

Director incurs less than 

1s (1.7%) overhead 

Hybrid simulations achieves 

nearly 2x speedup

• All network traffic-level 

events are skipped

0.028% of time spent in 

external ZeroMQ library

Next Steps

▪ Optimize prototype implementation

▪ Integrate ML models for online 

training and inferencing

▪ Evaluate scaling and optimistic 

simulation execution
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8100-client experiments show 

similar performance trends to 

the 72-client experiments

*Ran for 4 iterations without
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