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BACKGROUND & CHALLENGES GOAL FRAMEWORK OVERVIEW

= Combing the benefits of PDES and ML = Design a Director module to
models requires orchestrating two connect and dynamically KRONQOSframework

iIndependent and complex frameworks orchestrate the activities PDES
and ML models
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enable high-fidelity predictipns = Create a simulation framework <10 message gen_events.l Workload Translator Hl iteration event

— Complex models of physical processes that uses the Director to control m

— Orchestration of millions/billions of events hybrid simulations of PDES and k

— Computation cost limits scalability ML models 100 packet gen. events PDES | Surrogate
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= Machine learning (ML) models can provide = | everage the high-fidelity of & credit events/packet ¢ JRTITINE NI IDSPSAY @ x1 prediction even

faster predictions than PDES PDES to simulate and explore - Slow - Fast

— Predict high-level behaviors without novel, complex scenarios

simulating lower-level activities = Leverage the speed of ML to l
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APPROACH AND DESIGN

Hybrid Phase-specific Surrogates Use PDES When New Phase Starts Use Surrogate Once Trained
Application phases are annotated and PDES models generate training data Redirect PDES events to the Director
PDES/ML . . . . .
. . ML models are trained/re-trained for for training/re-training model at the to have the surrogates predict event
Simulation only the current phase. start of each phase. durations.
The PDES toolkit is connected Online ML Model Management
to external Python-based Workload — Surrogate server controls the ML
surrogate models using ZeroMQ i"e’e“’”'t"PP Application ] L PDES events models and processes Director
(ZMQ) communication library e et __ Director LPs are requests
Workload ZeroMQ clients _ - -
PDES and ML models may be i Seryer supports online ML training
" ranstator Exchanging * Director accumulates and sends
modified independently training data o
he Direct Director nd inferences bulk training data to server
€ Director manages - * Director can trigger model training
Interactions between PDES and ;quljstlon PDES Models — and model accuracy tes“ng et al
SurrOgateS toolkit Terminal, o o
Router, o ‘g ‘g . . .
| | Flow control, < 5] < CJ P—— Director Integration W|th Workloac_l
Director Module LP is ZMQ Congestion ° 3] ° 3 . — Workload LPs are paired with Director
Clients control Surrogate LPs
= Director is implemented as Server . S_tatel v_arlable (;o |nd|cat3 current
logical processes (LPs); moves \s/\llmuklatlzn mo eh(Pl?jIIES s]:Jrrogate)
training data and inferences orkioa event a? ers Tor
between PDES and ML models processing events from Director
EVALUATION
SETUP
Change in PDES Total Simulation Runtime (72 Director clients) 0.028% of time spent in « CODES/ROSS toolkit
events relative to 72-node network external ZeroMQ library « MILC Scalable Workload Model (SWM)
Baseline * Ran for 10 iterations*
-49.71% | Hybrid with Surrogate Server | Hybrid simulations achieves : g/”- mOdteI nOtCllJ_Sﬁd | e
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' + Director AR « cvents are skibbed « PDES sim. ran in sequential model
PDES (Baseline) PP « 1D dragonfly net. | 72-nodes, 8192-nodes
0 5 10 15 20 25 30 35 40 — Directorincurs less than Since no ML models are used:

Time (seconds) 1s (1.7%) overhead « “Hybrid with Surrogate Server”: surrogate
predictions are hardcoded in the surrogate
server

: . : . . . * “Hybrid w/o Surrogate Server”: surrogate

Change in P_DES Total Simulation Runtime (8100 Director clients) oredictions are hardcoded in the director LPs
events relative to 8192-node network

Baseline
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0 . 8100-client experiments show Next Steps
-48.83% | Hybrid w/o Surrogate Server - . . .
5 | similar performance trends to = Optimize prototype implementation
0.03% PDES + Director the 72-client experiments oo ‘e ML models f p
. = |ntegrate models for online
PDES (Baseline) *Ran for 4 iterations without J

training and inferencing

= Evaluate scaling and optimistic
simulation execution
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