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NSLS-Il Software Documentation

We are deploying an event-based data collection and analysis framework.

Design Goals

e Provide an integrated, end-to-end solution for data collection
and analysis.

e Support streaming data analysis, variously called “in-line” or
“live.”

e Support prompt data analysis: immediate, semi-automated
data analysis that can inform decisions made during an
experiment

e Capture metadata to record a detailed snapshot of the
hardware and — as much as possible — represent the user
intention, the meaning of the measurements.

e Make datasets searchable with rich queries on metadata and
data.

e Use existing, open-source technologies and languages;
avoid inventing a domain-specific language.

e | everage tools from the open scentific software community
and in particular the scientific Python community, a mature
and widely-used ecosystem of scientific code used in trusted,
critical applications in research and beyond.

e Establish clear, consistent interfaces (meaning inputs and
outputs, APIs) that allow project components to be used
independently, extended, and interfaced with other, outside
projects.

e Adhere to good software practices, especially code review and
automated testing, with the goal of enabling large-scale
collaboration while maintaining stability and robustness.
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Ready-to-Use Devices

These devices are have ready-made classes in Python. To configure them, the user need
only provide a PV prefix and a name. Example:

from ophyd import EpicsMotor

tth = EpicsMotor('XF:28IDC-ES:1{Dif:1-Ax:2ThI}Mtr', name="tth")

class ophyd.epics_motor.EpicsMotor(prefix, * read_attrs=None,
configuration_attrs=None, monitor_attrs=None, name=None,
parent=None, *kwargs) [source]

An EPICS motor record, wrapped in a Positioner

Keyword arguments are passed through to the base class, Positioner

Parameters: ¢ prefix (str) — The record to use

e read_attrs (sequence of attribute names) — The
signals to be read during data acquisition (i.e., in
read() and describe() calls)

e name (str, optional) — The name of the device

e parent (instance or None) — The instance of the
parent device, if applicable

e settle_time (float, optional) — The amount of time
to wait after moves to report status completion

class ophyd.scaler.EpicsScaler(prefix, * read_attrs=None,
configuration_attrs=None, monitor_attrs=None, name=None,
parent=None, *kwargs) [source]

SynApps Scaler Record interface
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(Optional) SPEC-like Interface

Plans
Live Feedback and Conceptual Differences Between
Processing
, | Bluesky and SPEC
Pausing and Resuming
Recording Metadata Some scientists are familiar with SPEC, a domain-specific language for hardware control.
[\/lessages It is possible to imitate the SPEC workflow on top of bluesky. Of course, we still adhere to
; ; the Python syntax so that we can employ the full power of the general-purpose Python
= fOptlonaI) SPEC-like language.
nterface
C_Oﬂ(:eptual It is useful to understand a key conceptual difference between bluesky and SPEC. SPEC
Differences Between treats the specification of an experiment (“move a motor from 1 to 5 in 5 strides”) and its

Bluesky and SPEC
Specify Detectors

execution in one step. For example, in SPEC, typing

Count ascanth,1,5,5

Motor Scans

Scans Tied to both specifies and executes the scan. Fundamentally, bluesky separates these steps: first
Particular Motors / we generate a “plan” (a set of granular instructions)

Controllers

Tweak plan = AbsScanPlan(detectors, th, 1, 5, 4)

and then we pass the plan to a RunEninge for execution.

RE(plan)

To imitate the SPEC workflow, these two steps are lumped together.

ascan(th, 1, 5, 5)
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Introduction :

* amostra

Overview

amostra is a sample management service for scientific experiments. It is implemented as a

web service with a RESTful api. Amostra is not a data acquisition tool that controls robots

= amostra etc. It keeps track of an experiment/run’s samples, sample groups(containers), and requests
= Introduction that act on these samples. The full amostra collection suit is available but optional for every

beamline or application. Flexible No-SQL nature allows storing semi structured sample

information (which | have proven works in every beamline so far). Amostra can be coupled with

-| Schema 3rd party applications such as sample management hardware(e.g. robots), PASS system, or

csv import/export utility libraries.

Overview

Setup

%Iﬂiﬂe Sampt’e The service comes with both an online api that communicates with the amostra service server
2iageiien and a local api that is capable of performing similar tasks offline(locally). The goal of this

Examples ; i i i b
approach is to provide users with the ability to perform sample management tasks similar to

Local Sample their beamline environment when they have no access to amostra server. The flexible

Management ) ) ) )

Examples No-SQL nature allows storing semi structured sample information. What is meant by

semi-structured?
More Examples
amostra package Sample, Container, and Request documents all expect certain required fields such as time,
uid, name, etc. and user can define any additional fields that the values of these fields can be
string, array, document, or array of documents. | hide some of the complexity of
semi-structured documents from the end user on the server by defaulting the required values
to their appropriate values. If preferred, the user can define these parameters himself/herself.
This is intended for those those that have existing tools -which use some other convention- or
would like to build their own convention by populating these with values that make more sense
for their experiment.

Relationships among collections are made available for any application to utilize and all
relationships are completely optional. For instance, a beamline that is interested in this service
for solely keeping track of their samples and have only one container, can use the
SampleReference client, leaving container field empty. On the other hand, if an experiment
has various containers, samples, and requests that are meaningful to some extemnal source
(either daq or analysis), one can use all three collections, using the relationships defined by
this service. | talk about how these relationships can be utilized in the Schema section below.
In addition to this, you could take a quick look at tutorial section for code examples.

Schema

Sample

The sample collection provides users with tools to save/restore/query attributes of their -
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LSDC — Rastering

Data Location
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LSDC — Rastering
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Sample Control | Energy Scan
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Acquisition
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Beam Width:
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Protocol:

Raster Step 20.0

Data Location
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Data Prefix: AS0126

LSDC

13.0 Oscillation End: 13.4

0.2 ExposureTime: 0.5

100.0 Energy (eV): 13479.78

20.0 Beam Height: 20.0

400.00  SetPoint: 400.0 Move Detector

raster v Edge Resolution: B2
Coarse _) Fine ¢/ Custom
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LSDC — Helical Scanning
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LSDC — Energy Scan and Chooch Output (PyMCA GUI Classes)
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LIX Beamline Alignment and Commissioning using BlueSky

0 20

Table Cols:

40 &0

[StandardProsilica(prefix='XF:16IDA-BI{FS:4-Cam:1}', name='cam04', read attrs=['statsl’',

80

100

dscan(vfm.yl,

header, data
s_pos = data['vfm_yl user_ readback']
s_data = data['cam04_stats2_ total']

plt.figure()

thresh = 0.95

-2., 2., vim.y2, -2.,

fetch_scan()

2.,

40)

opt_pos = np.mean(s_pos[s_data>np.max(s_data)*thresh])

plt.plot([opt_pos, opt_pos],

plt.show()

print("VFMyl, current position =

delta = opt_pos-vifm.yl.position
vim.yl.move(vifm.yl.position+delta)
vim.y2.move(vifm.y2.position+delta)

scndy.move (scndy.position+50.)

120 140

# move to lim+

+ + + +
seq_num time | cam04_statsl_centroid_x cam04_statsl_centroid y cam04_statsl_total
+ + + +
1 18:19:10.3 0.00 0.00 2.95e+05
2 18:19:10.8 0.00 0.00 3.07e+05
3 18:19:11.3 0.00 0.00 3.17e+05
4 18:19:11.9 0.00 0.00 3.28e+05
5 18:19:12.4 0.00 0.00 3.37e+05
6 18:19:12.9 0.00 0.00 3.48e+05
7 18:19:13.4 0.00 0.00 3.48e+05
8 18:19:13.9 0.00 0.00 3.70e+05
9 18:19:14.4 0.00 0.00 3.78e+05
10 18:19:15.0 0.00 0.00 3.87e+05
11 18:19:15.6 0.00 0.00 3.87e+05
12 18:19:16.2 0.00 0.00 4.03e+05
13 18:19:16.8 0.00 0.00 4.03e+05
14 18:19:17.3 0.00 0.00 4.08e+05
15 18:19:18.0 0.00 0.00 4.15e+05
16 18:19:18.5 0.00 0.00 4.28e+05
17 18:19:19.0 0.00 0.00 4.28e+05
18 18:19:19.6 0.00 0.00 4.35e+05
19 18:19:20.0 0.00 0.00 4.39e+05
20 18:19:20.6 0.00 0.00 4.41e+05
21 18:19:21.0 0.00 0.00 4.42e+05
22 18:19:21.7 0.00 0.00 4.41e+05
23 18:19:22.3 0.00 0.00 4.39e+05
24 18:19:23.0 0.00 0.00 4.34e+05
25 18:19:23.6 0.00 0.00 4.27e+05
26 18:19:24.3 0.00 0.00 4.20e+05
27 18:19:24.9 0.00 0.00 4.14e+05
28 18:19:25.4 0.00 0.00 4.06e+05
29 18:19:25.9 0.00 0.00 3.98e+05

‘stats2', 'st

[np.max(s_data), np.min(s_data)])
plt.plot(s_pos, s_data, s_pos[s_data>np.max(s_data)*thresh],

450000 - T T

s_data[s_data>np.max(s_data)*thresh],

o")

$.3f , optimal position = %.3f" % (vfm.yl.position, opt_pos))

400000 |
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250000

200000

150000 — - .

L
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35

3.249

40

’

45 5.0 55

optimal position

3.198



To Do...

— From Martin Fuchs — FMX needs

* Beamline state logging - authored and recoverable

* Fully automatic beamline alignment: Calibrate all reproducible errors, Feedback on irreproducible ones.
* Automation of mirror metrology (pencil beam scans, integration of Lei Huang's algorithms)
* Active correction of the goniometer air bearing axis

* User operated beam location (Governor BL, beam spot location, goniometer re-alignment)
* Tuning of all goniometer positioners for maximum speed and low vibration operation

* Control of the CRL transfocator

* Full data collection automation, sample database back- and frontend

* PI piezo scanner: Integration into the goniometer system (Yuan will help)

* SmarGon multiaxis goniometer: Controls integration and strategy implementation

* FMX secondary goniometer: Implement plate scanning funtionality

* Eiger control optimization - arming time, 4M ROI operation

* Remote control of CryoStreams

* Automatic dose logging with each data collection, intensity monitor readout



To Do...

From Jean Jakoncic - AMX Needs: Most items from FMX will apply to AMX too
In addition to FMX items...

* Hutch temperature dependent beamline optimization (temp can range from 24 to 26 and things are moving quite a lot)
* Implementation of streaming interface for at least rastering and sample characterization using either edna or inhouse
pipeline

* Implementation of the top view camera to be used for quick pin alignment and determining if pin is properly positioned
* Implementation of a routine to "unfocus" AMX beam from 5x5 to 20x20 microns beam using the pencil beam scanning
* Automated MAD data collection including (beam alignment)

* Implementation of inverse beam data collection

* Multiple data collection from a large sample or many samples in a loop

* Automated crystal location using the UV light and optical microscope

* Optimization of the rastering to enable a 400x300 microns raster using raster stepf of 5 microns in 30 secs or better (target
time of 15 secs ?) in 9 M

* Implementation of "data privacy"

* Automated data back up on external hard drive provided by users

* Automated data transfer to user's institutional storage

* Implementation of a real time database allowing users to track experiments in real time (data collection and data
processing)

* Implementation of monitoring tools for the automation (such at temp, expected time to exchange sample, warm up gripper
...)on LSDC

* Implementation of additional pipelines in LSDC

* Tools allowing a sanity check of gonio ?

Automation:

* Optimization of sample exchange timing

* Implementation of in-In2 sample visualization (work 1/2 done so far)

* Automated robot repeatability check at the beginning of each day or week (routines)



To Do...

—From Lin Yang— LIX Needs

Data collection

High throughput: sample manager to associate data with samples. Improve reliability during data collection (e.g. prevent
beam missing sample due to insufficient volume)
In-line HPLC: coordinate with HPLC software, retrieve UV/RI data and save into the data store. Improve reliability during

data collection (e.g. automatic bubble removal)

Micro-beam mapping: optimization of scan software (minimize scan time, likely just a matter of implementing things other

beamlines already have)

Data processing

Common: Data browser to review existing data (DAMA is working on something, need to develop different “plug-ins” to

deal with different types of data visualization and processing)

Solution scattering: buffer subtraction. Exclusion of outliers (Hugo started something already). Sample-buffer pairing either

comes from the database, or based on HPLC data (work with CSI1???). Identification of issues such as aggregates.

Microbeam mapping: thumbnail mosaic generation; optimization of contrast; regeneration of maps.

Data analysis

Solution scattering: Rg, P(r), model generation (make use of existing software package, should be able to set up batch runs

easily, how to store/present the results)

Mico-beam mapping: vectorial tomography



LSBR and ABBIX Controls Staff (Present and Past)

Controls Lead — John Skinner
Motion Control Engineers — Stu Myers, Bruno Martins
Experiment Database Interfaces— Hugo Slepicka

Experiment Control Software and GUIs — John Skinner (*MX), Hugo Slepika (LI1X)
Automation — Kun Qian,
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LSDC — Experiment and Sample Management Database
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