NSLS2 IT
Infra & Deployment




General Central Infra

DNS / DHCP / TFTP

LDAP for User Account Management

Proxies ( Reverse & Forward )

Monitering ( Splunk & Cacti & Nagios )

Central Provisioning & Configuration ( Forman & Puppet ): ~60 automation modules




Services

* Anaconda : Licensed Repo Management

* Gitlab & Mecurial : Version Control Management

e CMS : Joomla Content Management




Application Deployment

e CS-Studio

* Olog Framework

 Mongodb




Variations of Computing Nodes

(Total of ~550 as of 1/30/2018)

e Accelerator : 150+
e Beamlines : 250+

 Infra & Misc : 100

* 80% Servers + 20% Workstations




Future Development

( Infrastructure)

Add powerDSN layer to DNS to allow the integration with frontend DNS tools

LDAP Complete redo, separate from DNS, resolve miscellaneous bugs

Ticketing redo, replace with better tools / solutions

Monitoring tools complete redo, existing ones are outdated and buggy, and possible integration with
Puppet Framework to allow auto monitoring.

Add Virtual Machine live migration to allow the controls of VMs with no downtime
- . . e




Future Deployment

( Service & EPICS )

* Accelerator EPICs from Central model to a Distributed model to avoid melt-down and add
tolerance.

* Enable AWX (Ansible Tower) for Ansible Deployment, further integration with existing Provision
& Configuration Framework

* £hable container tecnhnoliog



