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X-ray photoelectron spectroscopy (XPS) was featured in all of these 
research
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XPS is a powerful and versatile technique for studying the chemical and 
electronic state of surfaces as well as understanding phenomena and 

processes occurring on surfaces

Webofscience.com search result from 2003-2023
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Part 1

Basic Principles of XPS and 

Instrumentation
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A little history: From the photoelectric effect…
1887 – Heinrich Hertz observed sparks when UV light hits metal electrodes.

1899 – J. J. Thomson discovered that UV light causes particles to be emitted. The particles were the 
same as the ones found in cathode rays (i.e. electrons).

1902 – Philipp Lenard found that the energy of the emitted electrons depend on the color (i.e. 
frequency) of the light, not intensity.

1905 – Albert Einstein explained this phenomenon. Light is composed of discrete packets of energy 
called “quanta” (later ”photons”) – Nobel Prize in Physics (1921).

no current current

e-
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…to Modern XPS 

• Kai Siegbahn developed an instrument for analyzing emitted photoelectrons and used it for 
chemical analysis

• The technique was called Electron Spectroscopy for Chemical Analysis (ESCA)

• Awarded Nobel Prize in Physics in 1981

N. Martensson, M. Eriksson Nuclear Inst. and Methods in Physics Research, A 907 (2018) 97–104

Fig. 1. The MAX IV facility.

building a new facility for nuclear physics research. The plans were
modified already at an early stage and the MAX I project started.
A ring was built which could be used both as a pulse-stretcher for
photonuclear research and as a 550 MeV storage ring for the production
of synchrotron radiation [2]. The build-up was handled by a very small
staff and on a very limited budget. In spite of that the MAX I facility
could be taken into operation in 1985.

The synchrotron radiation research took off in a very good way.
One important factor was that an experienced and motivated user
community already existed in Sweden. A number of young researchers
and postdocs had gained experience in the field at the first synchrotron
radiation facilities in the world, such as SSRL at Stanford, DORIS at
DESY, Hamburg, Tantalus at Madison, Wisconsin and at ACO in Paris.
There was a strong tradition in the field of X-ray based spectroscopies
and instrument development in the country, as evident for instance from
the Nobel prizes to Manne Siegbahn for X-ray emission spectroscopy and
to Kai Siegbahn for his development of ESCA (Electron Spectroscopy
for Chemical Analysis) or XPS (X-ray Photoelectron Spectroscopy
[3–5], Fig. 2. Also in the field of angle-resolved photoemission, Swedish
researchers were among the pioneers [6,7]. Swedish researchers were
also advanced in diffraction techniques, not the least in the field of life
science. Several groups were also very early when it came to using
synchrotron radiation in their structural research. At that time they
could not use MAX-lab, due to the limited photon energy range at MAX
I, but the strength also of this community became very important for
the long-term development of MAX-lab.

The Swedish funding agencies played a very important role for
making MAX-lab a highly competitive laboratory. The Swedish Natural
Sciences Research Council (NFR) immediately recognized the potential
of MAX-lab. At a very early stage a couple of beamline projects were
funded at a level, which allowed the build up of equipment which
utilized the capabilities of the storage ring in an optimumway. The level
of funding of a few beamlines also allowed advanced beamline solutions
and made it possible to make new designs [8]. The funding came
from NFR and FRN (Swedish Council for Planning and Co-ordination
of Research) as well as from the Knut and Alice Wallenberg (KAW)
foundation.

Not the least the tradition in the development of spectrometers made
it possible to create efficient systems where all parts of the beamline
were optimized together [9,10]. In this way the potential of the MAX
I storage ring could be fully used. Based on these developments and
the fact that there were many experienced spectroscopists involved,
the laboratory managed to place itself in the absolute front line in
several important research areas. There was also a very essential con-
tribution from a Finnish consortium, in terms of the so-called Finnish
beamline [11]. The beamline used X-rays from an undulator, which was
developed by the VTT Technical Research Centre of Finland [12]. One
interesting feature of this beamline was the variable vacuum chamber,

Fig. 2. Kai and Manne Siegbahn at the first ESCA spectrometer at the
Department of Physics in Uppsala.

which was closed vertically, following undulator gap changes. This was
a very advanced solution at that time since it allowed the undulator itself
to be situated outside the variable vacuum chamber. Admittingly, the
electron beam vacuum lifetime was heavily reduced at small undulator
gaps. However, this beamline produced many novel scientific results
and resulted in a large number of publications.

Already when the MAX I facility started to operate, there were ideas
at MAX-lab for a next facility. After some years, the ideas developed
into the MAX II proposal for a 1.5 GeV 3rd generation storage ring. The
laboratory presented plans for a highly competitive storage ring. The
proposal was very well received and the project was approved already
in 1991. In this way MAX II became one of the first third generation
facilities to be built in the world, Fig. 3.

The design contained several new ideas, which made it possible to
reach an emittance of below 10 nm rad with a storage ring with a
circumference of only 90 m [13]. To achieve a sufficient compactness
and also to make the construction of such a storage ring possible at
a small laboratory a few actions were necessary. The most important
one was the introduction of large CNC-machined girders on which all
the magnets in one sector were placed without any other alignment
methods. This required that the girders and the magnets were very
precisely constructed andmanufactured. This concept is now standard at
other laboratories. Furthermore, different magnet types were combined
into the same magnet item. The focusing quadrupole magnets were
for instance machined to have the chromaticity correcting sextupoles
integrated. The tuning possibilities were of course reduced, but the
ring behaved according to theory and no large tuning was necessary.
However, minor tuning was made possible by special tiny coils. The RF
system consisted of a 3-cell DESY linac accelerator, which was kindly
donated by DESY, and a 75 kW klystron amplifier. However, the ring
showed a rather strong coupled-bunch instability at higher circulating
currents and the beam lifetime became uncomfortable short. To solve
this problem we started playing with harmonic passive cavities in the
ring to fight these problems [14]. This was quite an unconventional way
at that time, but at the end of the day, we had a very effective harmonic
cavity system, which actually solved both issues. Harmonic cavities are
now seen at many light sources.

98

https://www.nobelprize.org/prizes/physics/1981/siegbahn/facts/
http://dx.doi.org/10.1016/j.nima.2018.03.018

https://www.nobelprize.org/prizes/physics/1981/siegbahn/facts/
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Basic Principle of XPS

• X-ray photon ionizes an atom and causes the emission of a photoelectron.
• Kinetic energy of the photoelectrons depends on:

Ø Energy of the incident X-ray photons
Ø Binding energy of the electron
Ø Work function of the sample (in practice we use the work function of the spectrometer)

3

The photoelectric effect

hν = BE + KE + Φ

core level

fermi level

vacuum level

Ef

Ev

hν BE

KE

Φ

XPS : X-ray photoelectron spectroscopy
ESCA : Electron spectroscopy for chemical analysis 
PES : Photoelectron spectroscopy

photon-In electron-Out
https://www-ssrl.slac.stanford.edu/nilssongroup/corelevel.html
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Why is XPS Surface Sensitive?

• Inelastic mean free path (IMFP): how far can an electron travel before losing energy
• IMFP depends on electron energy and density of the material
• The “Universal Curve” shows the typical IMFP for electrons in a solid
• Typical IMFP (l) is 5-20 Å for soft X-ray excitation
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Sampling Depth

• Photons have greater penetration depth than electrons
• Photons: 100’s nm for soft X-ray (<2000 eV)
• But you can only get electrons from the first top 1-5 nm
• This makes XPS highly surface sensitive

𝐼 = 𝐼!𝑒 ⁄#$ % &'( )

• Assuming normal takeoff angle (q = 0, cos q = 1) 
• For d = 3l, I = ~0.05 I0
• This means 95% of electrons come from depth of 3l
• Typical sampling depth = 1-5 nm 
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Basic Instrumentation

Three basic requirements:
1. We need an X-ray source
2. We need to be able to detect the electrons
3. We need the appropriate experimental environment
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X-ray Source – X-ray anode (“lab source”)

XR3: 
Twin Anode X-ray Source

Introduction
The Thermo Scientific XR3, Figure 1, is a twin anode
X-ray source. The standard source is supplied with
aluminum and magnesium anodes. 

Figure 1: XR3 twin anode X-ray source

Its key features include:
• Standard anodes Al Kα (1486.6 eV)

and Mg Kα (1253.6 eV) 
• High power (400W for Al and 300W for Mg)
• Optional linear drive minimizes working distance and

allows retraction for multi-technique flexibility
• Profiled nose piece helps avoid mechanical clashes
• Guaranteed < 0.35% cross contamination of radiation

Figure 2 shows the components of the X-ray source.

Cathodes
The XR3 has two thoria-coated iridium cathodes,
providing high emission and a long lifetime. Only one
of these cathodes is used at any one time, depending
upon the anode material required for the analysis.

Figure 2: The main components of the XR3 twin anode source

The Anode
The anode has two active faces, each face has a
different material coating it. The usual materials are
magnesium and aluminum. The energy of the X-rays
emitted from the source depends upon the anode
material from which they are formed. If Mg Kα
radiation is required, the cathode nearest the
magnesium face is used. If Al Kα is required the other
cathode is used.

The anode is designed to minimize cross
contamination of the X-ray radiation. For example,
when Mg Kα radiation is selected < 0.35% of the
radiation is from Al Kα. 

The aluminum and magnesium are deposited on a
silver substrate. This eliminates Cu Lα breakthrough,
which could interfere with XPS spectra as the anode
coating degrades naturally through usage. 

The internal design of the anode ensures efficient
water cooling by creating turbulent flow conditions.

Table 1 shows the X-ray energies and line widths of
the standard and alternative anode materials.

ANODE RADIATION ENERGY (EV) LINE WIDTH (EV)

Mg Kα 1253.6 0.7
Al Kα 1486.8 0.85
Zr Lα 2042.4 1.6
Ag Lα 2984.3 2.6

Table 1: X-ray energies and line widths

Key Words

• Surface Analysis

• Large Area XPS

Application
Note: 31057
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thermofisher.com

thermofisher.com

specs-group.com

Pros:
• Cheaper than building a synchrotron
• Commonly available in research labs and shared 

university facilities
Cons:
• Fixed energy  - various consequences
• Lower flux
• Poorer resolution
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X-ray Source - Synchrotron

Pros:
• Tunable energy, usually 100-2000 eV for soft XPS, 2000-6000 eV for HAXPES
• Higher flux
• Higher resolution
• Beamtime is free
Cons:
• Not too many facilities available 
• Beamtime can be competitive (you need to do good science!)

shimadzu.com
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Basic Instrumentation

Three basic requirements:
1. We need an X-ray source
2. We need to be able to detect the electrons
3. We need the appropriate experimental environment
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Detecting Electrons

www.specs-group.com

The most common electron spectrometer: 
Hemispherical electron analyzer

F. Müller, Saarland University
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Hemispherical Electron Analyzer

∆𝐸 = 𝐸!
𝑊
2𝑅 +

𝛼"

2

DE = energy resolution
E0 = electron energy
W = slit width
R = mean radius
a = acceptance angle

• Electrostatic lenses focus electron to the detector
• Electron kinetic energy is adjusted to the same pass energy (Ep)
• To improve resolution, you need to:

Ø Use lower pass energy
Ø Decrease slit width

∆𝐸 = 𝐸!
𝑊
2𝑅

+
𝛼"

2
Greczynski  and Hultman, J. Appl. Phys. 132, 011101 (2022)
Stevie and Donley, J. Vac. Sci. Technol. A 38, 063204 (2020) 
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Basic Instrumentation

Three basic requirements:
1. We need an X-ray source
2. We need to be able to detect the electrons
3. We need the appropriate experimental environment
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Sample Environment
• Electrons can’t travel very far in a gas environment (short mean free path)
• A 200 eV electron can only travel 1 mm in 1 Torr gas (atmospheric pressure is 760 Torr)
• Need to minimize collision between electrons and gas molecules
• XPS needs ultra-high vacuum chamber (10-8-10-10 Torr)
• Sample surface also needs to be kept clean from surface contamination

vacgen.com
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320 

on the slits or on the X-ray window of the sample compartment. 4) An efficient 
differential pumping of the vapour phase, which the expelled photoelectrons from 
the liquid beam have to traverse, must be arranged, since the ESCA low energy 
electrons otherwise easily get absorbed before reaching the analyzer region. As a 
rule of thumb for the allowable pressure (p) . distance (d) for the electrons to traverse 
one may take p * d < 1 torr mm. 5) Part of the liquid beam facing the spectrometer slit 
must be exposed to the exciting X-radiation. 6) It should be possible to distinguish 
between those electrons which originate in the liquid and in the vapour phase. If 
possible, one would even like to eliminate or at least discriminate the vapour signal 
from the liquid signal. 7) In order to reduce the vapour pressure around the beam a 
sufficient pre-cooling of the liquid should be made. 8) To reduce the amount of liquid 
required for a long run a circulation system is required, provided with adequate 
regulation of the speed of the liquid beam passing through the nozzle into the vacuum 
in the source compartment. The liquid beam must be caught in a funnel as part of 
this circulation system. 9) One has to be cautious about any possible charging of the 
liquid beam due to friction at the passage through the nozzle. 

EXPERIMENTAL ARRANGEMENT 

After a number of preliminary experiments we chose the scheme illustrated 
in Figure 1. The ESCA instrument is a 30-cm radius of curvature magnetic spectro- 
meter provided with a multidetector system and with its axis in a vertical direction. 
This is of importance in the present application, since the liquid beam can then run 
parallel to the vertical slit in the spectrometer. The liquid to be investigated is con- 

LfQUlcJ 
PUMP 

Figure 1. Principle of the liquid beam arrangement. 

Ambient Pressure XPS

Applications in:
• Heterogeneous catalysis
• Electrochemistry
• Energy storage
• Corrosion science

The first AP-XPS instrument was built by Kai Siegbahn’s group in the 1970’s
(H. Siegbahn and K. Siegbahn, J. Electron. Spectrosc. Relat. Phenom. 2, 319 (1973)) 

XPS needs vacuum, but vacuum is not real life!

UHV surface science (<10-9 Torr)
Industry (> 760 Torr)

gap of almost 12 
orders of 

magnitude in 
pressure

Ambient pressure XPS
vacgen.com

aiche.org

• Quantum information science
• Environmental science
• Atmospheric chemistry
• and many more…
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AP-XPS Instrumentation

• By differentially pumping the electron analyzer, the pressure in the chamber can be raised while 
maintaining UHV in the analyzer

• Electrostatic focusing lenses needed to focus electrons to the analyzer

SPECS Phoibos 150 NAP
specs-group.com

beamline 
(10-10 Torr)

sample

Si3N4 
windowanalyzer

10-9 - 10 Torr

10-10 - 10-8 Torr

10-9 - 10-5 Torr

e-

chamber

1st stage
pump

3rd stage
pump

300 μm 
aperture

mass 
spec

2nd stage
pump

AP-XPS endstation at IOS beamline, NSLS-II
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AP-XPS Experimental Setup

• A small aperture is needed to restrict the flow of gases into the analyzer
• Aperture diameter ~100 um to 500 um (smaller aperture à higher pressure)
• Sample needs to be close to aperture to minimize scattering by gases
• Small beam size is important!
• Chamber and beamline are separated by 100 nm thick Si3N4 window

X1A1 beamline, NSLS

Starr et al. DOI:10.1002/9781118355923.ch12

IOS Beamline, 
NSLS-II
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Part 2

Understanding XPS Spectra
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What do you get from the analyzer?
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Spectra from IOS (23-ID-2) beamline, 
NSLS-II
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NSLS-II

Select your scan regions, scan at smaller step size, and take multiple scans to improve signal-to-noise ratio
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Cu Auger
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Auger Electrons

• XPS leaves a core hole
• An electron from a higher energy orbital fills the hole
• The released energy results in the emission of 

another electron
• Auger kinetic energy is not photon energy 

dependent
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Identifying Auger Peaks
In

te
ns

ity
 (a

rb
. u

ni
ts

)

1000800600400200

Kinetic Energy (eV)

hν = 1110 eV

hν = 1170 eV

Change photon energy:
 XPS kinetic energy changes
 Auger kinetic energy stays the same

Cu 2p

Cu 3p
Cu 3s VB

Cu LMM Auger

Cu 2p

Cu 3p

Cu 3s VB

Spectra from IOS (23-ID-2) beamline, 
NSLS-II



30

Identifying Auger Peaks
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Spin-Orbit Splitting

Why are there two peaks of Cu 2p?

Spectra from IOS (23-ID-2) beamline, 
NSLS-II
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Spin-Orbit Splitting

Doublets (two peaks) are 
always observed for p, d, f 
orbitals

Cu 2p1/2

Cu 2p3/2
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Spectra from IOS (23-ID-2) beamline, NSLS-II
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Spin-Orbit Splitting

s: l = 0, no splitting
p: l = 1, j = 1/2, 3/2
d: l = 2, j = 3/2, 5/2
f: l = 3, j = 5/2, 7/2

2p1/2

n = principal quantum number (1, 2, 3,...)

l = orbital angular momentum quantum number
 (0 = s, 1 = p, 2 = d, 3 = f)

j = total angular momentum quantum number
 j = |l + s|

s  = spin quantum number (-1/2 or +1/2)

s = +1/2

s = -1/2
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Spin-Orbit Splitting

Cu 2p1/2

Cu 2p3/2
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• Spin orbit splitting helps us identify peaks 
• Energy splitting is always the same for the 

same core level of the same element
• Peak area ratio is determined by 

degeneracy 2j+1
Ø p3/2:p1/2 = 2:1
Ø d5/2:d3/2 = 3:2
Ø f7/2:f5/2 = 4:3

Spectra from IOS (23-ID-2) beamline, NSLS-II
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Photoionization Cross-section
• The probability of a photon ionizing the atom and causing the emission of an electron
• It varies for different elements
• It varies for different core levels of the same element
• It varies with photon energy for the same core level of the same element
• Need a synchrotron to tune energy to optimize cross-section

Carbon Oxygen

https://vuo.elettra.eu/services/elements/WebElements.html
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Photoionization Cross-section 

710 eV 1110 eV

Copper survey XPS spectra
Photoionization Cross-section of copper

2p3p

3s

https://vuo.elettra.eu/services/elements/
WebElements.html

Spectra from IOS (23-ID-2) beamline, 
NSLS-II
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What information can you get from XPS?

• Elemental specificity
 What elements do you have in the sample?

• Chemical sensitivity
What is the chemical environment of each element in 
the sample?

• Depth profiling
 Where are the elements in the sample?

• Quantitative analysis
 How much is there of each element in the sample?
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Elemental Specificity

Each element has a unique set of electron binding energies
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Electron Binding Energy Table
 

 

Table 1-1.  Electron binding energies, in electron volts, for the elements in their natural forms. 

Element K 1s L1 2s L2 2p1/2  L3 2p3/2 M1 3s M2 3p1/2  M3 3p3/2  M4 3d3/2 M5 3d5/2 N1 4s N2 4p1/2 N3 4p3/2 

  1  H 13.6            
  2  He 24.6*            
  3  Li 54.7*            
  4  Be 111.5*            
  5  B 188*            
  6  C 284.2*            
  7  N 409.9* 37.3*           
  8  O 543.1* 41.6*           
  9  F 696.7*            
10  Ne 870.2* 48.5* 21.7* 21.6*         
11  Na 1070.8† 63.5† 30.65 30.81         
12  Mg 1303.0† 88.7 49.78 49.50         
13  Al 1559.6 117.8 72.95 72.55         
14  Si 1839 149.7*b 99.82 99.42         
15  P 2145.5 189* 136* 135*         
16  S 2472 230.9 163.6* 162.5*         
17  Cl 2822.4 270* 202* 200*         
18  Ar 3205.9* 326.3* 250.6† 248.4* 29.3* 15.9* 15.7*      
19  K 3608.4* 378.6* 297.3* 294.6* 34.8* 18.3* 18.3*      
20  Ca 4038.5* 438.4† 349.7† 346.2† 44.3 † 25.4† 25.4†      
21  Sc 4492 498.0* 403.6* 398.7* 51.1* 28.3* 28.3*      
22  Ti 4966 560.9† 460.2† 453.8† 58.7† 32.6† 32.6†      

https://xdb.lbl.gov/Section1/Table_1-1.pdf
From X-ray Data Booklet: https://xdb.lbl.gov 

https://xdb.lbl.gov/Section1/Table_1-1.pdf
https://xdb.lbl.gov/


41

Elemental Specificity

Nickel-Chromium alloy – 
corrosion resistant material

Pt/CeO2/TiO2 
catalyst for methanol production

Spectra from IOS (23-ID-2) beamline, NSLS-II
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Overlaps with Auger Peaks

Overlapping Auger peaks can be shifted away by changing photon energy 

Spectra from IOS (23-ID-2) beamline, 
NSLS-II
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Things are not always that simple…
• Some XPS peaks of different elements may still 

overlap partially or completely
• You need to look at other peaks to identify the 

element
• Peak fitting is important for separating peaks 

from different elements

Spectra from IOS (23-ID-2) beamline, 
NSLS-II

Pd 3p3/2

clean Pd metal

O 1s peak overlaps with Pd 3p3/2

CO adsorbed 
on Pd

Pd 3p3/2

Binding Energy (eV)
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What information can you get from XPS?

• Elemental specificity
 What elements do you have in the sample?

• Chemical sensitivity
What is the chemical environment of each element in 
the sample?

• Depth profiling
 Where are the elements in the sample?

• Quantitative analysis
 How much is there of each element in the sample?
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Sensitivity to Chemical Environment

9

Chemical shift

Ref.) K. Siegbahn, 
J. Electr. Spectrosc. Relat. Phenom., 5, 3 (1974).
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Si 2p XPS

Ref.) Y. Yamashita et al., 
Jpn. J. Appl. Phys., 41, L272 (2002).

Si(100)

Ethyl trifluoroacetate

XPS peak position is sensitive to 
the local chemical environment surrounding the specific atom.

K. Siegbahn, J. Electr. Spectrosc. Relat. Phenom., 5, 3 (1974)

• Binding energy of an electron is affected by the chemical 
environment of the atom

• Energy shift can be up to 10 eV
• This makes XPS a powerful tool for chemical analysis
• You can tell the chemical bonding of the probed atom 
• Bonding to a more electronegative atom à shift to higher 

binding energy
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Core Level Shift due to Oxidation State

M. Ponce-Mosso et al. Catal. Today, 349, 150 (2020)

• In general, higher oxidation state causes a shift to higher binding energy
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But… alkali metals behave the opposite way

Zhang et al. IEEE Trans. Instrum. Meas., 66 1297 (2017)

Premkumar et al. Comm. Mater., 2, 72 (2021)

Mo6+

Mo5+

Mo4+

spectra from IOS beamline, NSLS-II
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Sometimes it’s not that clear…
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Spectra from IOS (23-ID-2) beamline, NSLS-II
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Surface Core Level Shift
Surface atoms of a metal can have distinct binding energy from the bulk atoms

Simonovis et al. J. Phys. Chem. C 126, 7870 (2022)

Gustafson et al. Phys. Rev. Let. 91, 
056102 (2003)

surface Pd

bulk Pd

bulk Pd

Pd-CO

Surface peak is 
shifted by adsorbed 
molecules
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Distinguishing Different Adsorption Sites 

This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 23564--23567 | 23565

Organization (KEK-PF) in Tsukuba, Japan.10 A clean Pt(111)
surface was prepared by repeated cycles of Ar+ sputtering and
annealing up to 1200 K. After cleaning, the low energy electron
diffraction (LEED) pattern exhibited a hexagonal (1 ! 1) peri-
odicity. Pt 4f, C 1s and O 1s core level spectra were recorded
with photon energies of 150, 370 and 630 eV, respectively, to
detect photoelectrons with almost the same kinetic energies.
CO gas (purity: 99.95%) was introduced onto the surface at
298 K. XP spectra were curve fitted via a numerical analysis,
where the Doniach–Šunjić function convoluted with Gaussian
and the Shirley-type background were applied. Pt 4f7/2 and 4f5/2

components were fitted simultaneously with slightly different
Lorentzian widths. Periodic surface structures and corre-
sponding CLSs were simulated by Vienna ab initio simulation
package (VASP). For the bulk Pt metal, the calculated equili-
brium lattice constant was a0 = 3.97 Å. Pt metal surfaces are
modelled by a four-layer slab. CO molecules and upper two Pt
layers are fully relaxed. The residual forces on atoms were
reduced below 0.05 eV Å"1. The CLSs were estimated via the
Janak’s theorem. Further details are described elsewhere.11

3. Result and discussion
Fig. 1 shows the Pt 4f (a, c and e) and C 1s (b and d) XP spectra
for CO adsorption on Pt(111). Before CO exposure (clean), the
Pt 4f spectrum (a) shows two distinct components which are
assigned as the unoccupied surface (U) and the bulk Pt atoms,
respectively. The surface is saturated by CO after 20 Langmuir
(L, 1 L = 1 ! 10"6 Torr s) of CO exposure under UHV at 298 K.
Two distinct peaks are observed in the C 1s level (b). These
peaks are attributed to CO molecules located at bridge (286.1 eV)
and top (286.8 eV) sites. The O 1s spectrum also exhibits the
same trend; two distinct peaks appear at 531.2 and 532.9 eV
(Fig. S1, ESI†). At this moment, the intensity of component U
decreases, while two extra components appear at the higher

binding energy side at the Pt 4f level (c). From the results from
C 1s and O 1s XP spectra, the lower energy component is attributed
to surface Pt atoms binding to the bridge CO (B) and the higher
one to surface Pt atoms binding to the top CO (T). These assign-
ments are confirmed by DFT calculations as described later. The
CO coverage is estimated from the fractions of components U,
B and T to be 0.43 monolayer (ML) with respect to the number of
surface Pt atoms. The CO-saturated Pt(111) surface under UHV
conditions is assigned as the c(4 ! 2)-2CO structure by LEED.4,7,8

It is noted that a part of surface Pt atoms are free from the
CO molecule even at the saturation coverage.

An increase of the CO dose pressure up to 50 mTorr does not
cause a drastic change in the C 1s level (d); it exhibits two
components associated with the top and bridge sites. However,
these components grow in intensity and the full width half
maximum (FWHM) of CO at the top site (T) slightly broadens
from 0.54 to 0.63 eV, which can be explained by tilting of a part
of the top CO as mentioned later. In the meantime, the FWHM
of bridge CO (B) remains unchanged (0.40 eV). It is noted that
the gas phase CO exhibits a C 1s feature at B291 eV (not shown
in Fig. 1(d)). The spectral shape of Pt 4f significantly changes as
shown in (e); component U disappears indicating that all the
surface Pt atoms are bound to CO molecules under the higher
pressure conditions. As a result, the CO-binding surface Pt
components (B and T) are enhanced in intensity. Note that
component B is slightly larger than component T, which is
consistent with the C 1s level.

Fig. 2 shows the pressure dependence of CO coverages
estimated from peak areas of the Pt 4f7/2 level under CO
pressures from 10"8 to 10"1 Torr. The surface CO coverage
continuously increases depending on the CO pressure. Compo-
nent U reduced in intensity below the detection limit above
50 mTorr, where the CO coverage reaches the saturation
(0.72 ML). The B35% enhancement of top site occupation
compared with that at 10"7 Torr is consistent with a previous
study performed by SFG-VS.8 When we turn off the CO supply to
the surface, component U almost comes back to the original
intensity (Fig. S2, ESI†). The results clearly indicate that the
structural change reversibly takes place depending on the CO
pressure.

Fig. 1 Pt 4f and C 1s XP spectra from the Pt(111) surface taken under
different conditions (clean, 20 L and 50 mTorr) at 298 K. Pt 4f XP spectra
are deconvoluted into three surface components denoted by U, B and T
and the bulk component. C 1s XP spectra are deconvoluted into two
distinct components. Peak assignment is discussed in the text.

Fig. 2 Evolution of surface CO coverages deduced from the Pt 4f7/2 level
as a function of CO pressure at 298 K. The total coverage (circle) is a sum
of coverages of CO at bridge (B, triangle) and top (T, square) sites. No
evidence for adsorption at hollow sites was obtained at any pressure.
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1. O 1s x-ray photoelectron spectra at different CO pressures

Since O 1s x-ray photoelectron spectroscopy (XPS) gives information on coverage and adsorption site 
for CO adsorbed on solid surfaces similarly to C 1s XPS, it has been extensively used in previous studies on 
CO adsorption. Fig. S1 shows O 1s XP spectra taken at different surface conditions using a photon energy of 
630 eV.

After 20 L CO dose, two distinct peaks are clearly observed; the lower energy peak at 531.9 eV is 
assigned to bridge bonded CO (red curve), while the higher energy one at 532.9 eV to top bonded CO (blue 
curve). The peak positions are well consistent with the previous XPS studies.1,2 Here, the surface CO 
coverage is estimated to be 0.43 monolayer (ML) from Pt 4f7/2 level.

At a higher pressure condition (50 mTorr), we recognize two main peaks are largely enhanced in 
intensity. The estimated surface CO coverage form O 1s level is 0.71 ML, which is quite similar to the result 
deduced from Pt 4f7/2. It is noted that we can see an additional peak at ~537 eV, which is attributed to the 
gas-phase CO over the Pt surface. The full widths at half maxima (FWHMs) for the O 1s peaks keep 
constant irrespective of CO pressure. This indicates that the O 1s level is less sensitive to adsorption state of 
CO than C 1s level, which may be explained by the adsorption configuration of CO: Since the CO molecules 
adsorb on the surface via the C atoms, the lateral shift of CO position less influences on the electronic state 
of the O atom. These O 1s XPS results support the interpretation for the C 1s and Pt 4f XPS results described 
in the text.
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Fig. S1. O 1s XP spectra from Pt(111) taken after 20 L CO exposure (bottom) and under 50 mTorr CO (top). 
The spectra were deconvoluted to distinct components. These spectra were recorded at the same time with 
the Pt 4f and C 1s levels shown in Fig. 1. 

Toyoshima et al. Phys. Chem. Chem. Phys. 16, 23564 (2014)

“top” CO“bridge CO”
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What information can you get from XPS?

• Elemental specificity
 What elements do you have in the sample?

• Chemical sensitivity
What is the chemical environment of each element in 
the sample?

• Depth profiling
 Where are the elements in the sample?

• Quantitative analysis
 How much is there of each element in the sample?
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Depth Profiling

1. Change the photon energy à lower Ek means 
lower IMFP and more surface sensitive

2. Change emission angle à more grazing 
emission is more surface sensitive

You can tune the sampling depth of XPS (non-destructively) in two ways:

You can also depth-profile by sputtering (i.e. remove 
materials layer by layer) but that is destructive

hν

normal emission

grazing emission
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Depth Profiling Example

KE = ~210 eV KE = ~1050 eV

KE = ~3100 eV

KE = ~3800 eV

Nb metal

Nb2O5

 KE = 210 eV

 KE = 1050 eV

 KE = 3800 eV
 KE = 3100 eV

Premkumar et al. Commun.  Mater. 2, 72 (2021) 
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What information can you get from XPS?

• Elemental specificity
 What elements do you have in the sample?

• Chemical sensitivity
What is the chemical environment of each element in 
the sample?

• Depth profiling
 Where are the elements in the sample?

• Quantitative analysis
 How much is there of each element in the sample?
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Quantitative Analysis

𝐼# = 𝐽𝑁#𝜆𝜎𝐾

Ix = peak intensity of element x
J = photon flux
Nx = concentration of element x in the 
sample
l = inelastic mean free path 
s = photoionization cross-section
K = instrumentation factors
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Other things to consider…

• Shake up/shake off
• Multiplet splitting
• Plasmon loss
• Charging
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Shake up and Shake off 

Khalakhan et al. J. Elect. Spectrosc. 
Relat. Phenom. 246, 147027 (2021)   

Extra “satellite” peaks appear on the lower kinetic energy (higher 
binding energy side)
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Multiplet Splitting

xpssimplified.com

Cr2O3

xpsfitting.com

• Observed for compounds that have unpaired electrons in 
the valence band

• Unpaired core electron interacts with unpaired valence 
electron, creating multiple possible final states
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Plasmon Loss
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Al2O3

Al 2p
plasmon loss peaks

Al 2s
metallic Al

Al 2s
Al2O3

Al 2s
plasmon loss peaks

P 2p

• Usually observed for metallic surfaces
• Outgoing photoelectron excites collective oscillations of electrons in the conduction band
• Photoelectron suffers energy loss and extra peaks appear at low KE/high BE at discrete energy values
• Can be strong for Al, which can interfere with other peaks in the region

Spectra from IOS (23-ID-2) beamline, NSLS-II

http://www.xpsfitting.com/
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hν

+ ++ +
+ +

Charging and Charge Compensation
• Photoionization process causes positive charge on the surface
• For grounded electrically conductive samples, the charge is automatically neutralized
• For semi-conductive and insulating samples, the positive charge accumulates, photoelectron KE decreases
• Effect: shift to higher BE, peak broadening, double peaks, sometimes no peaks at all
• Charge compensation: add electrons back to the sample (use an electron flood gun, or with the presence 

of ambient gases)

hν

+ ++ +
+ +

XPS of Supported CatalystsXPS of Supported Catalysts

Issues:

¾ Sample is not homogenous

¾Only analyze external surface

¾ Sample charging

¾Beam damage
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severe charging

charge compensation with flood gun

J. W. Niemantsverdriet, Spectroscopy in 
Catalysis: An Introduction, 3rd. ed. Wiley (2007)

Spectra from IOS (23-ID-2) beamline, NSLS-II
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Part 3

Recent Research Examples
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2.5

0.95

0.33

Cd 3d cross section

CdS shellPbS core

Studying Quantum Dots with XPS 
(Wendy Flavell, University of Manchester)

XPS was used to study the 
passivating effect of Cd in PbS/CdS 
colloidal quantum dots

Clark et al. Nanoscale, 9, 6056–6067 (2017) 
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The Effect of Aging in Air

Clark et al. Nanoscale, 9, 6056–6067 (2017) 
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Passivating Effect of Cd

Clark et al. Nanoscale, 9, 6056–6067 (2017) 
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Single-Atom Catalysis
• Precious metals (e.g. Pt, Pd, Rh) are highly active but 

expensive catalysts
• Single-atom catalyst approach: minimize the amount of 

active but expensive catalyst (e.g. Pt) by supporting it on 
a cheaper and more abundant material

• Reduces cost and optimize catalytic efficiency

Metal Price per oz

Pt
Pd
Rh
Ni
Cu

$978
$1,440
$10,100
$0.70
$0.28

www.dailymetalprice.com (updated March 2023)

PtCu single atom alloy (SAA) à < 5% Pt forms 
isolated Pt atoms alloyed in the top layer of Cu metal

support support

Hannagan et al. Chem. Rev. 120, 12044 (2020)

https://web.stanford.edu/group/frankgroup/thermofisher.com

http://www.dailymetalprice.com/
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CO Adsorption on PtCu Single-Atom Alloy

Three types of Pt atoms:
• Free surface Pt
• CO-bound surface Pt
• Subsurface Pt

Simonovis et al. J. Phys. Chem. C 122, 4488 (2018)



66

Dynamic Surface State of PtCu SAA

• AP-XPS can track changes in the surface 
and near surface composition

• Heating in vacuum causes loss of active 
surface Pt 

• Pt moves to subsurface and bulk of Cu
• Heating in CO causes surface segregation 

of Pt back up to the surface
• Initial surface composition is recovered

Simonovis et al. J. Phys. Chem. C 122, 4488 (2018)
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Watching Catalyst in Action (CRS Group, BNL Chemistry)

• Methane oxidation to methanol is a difficult 
process that requires high temperatures 
(600 K)

• A new catalyst was developed for low 
temperature methane oxidation promoted 
by water

• The catalyst: CeO2/Cu2O/Cu(111)
• The reactants: CH4 + O2 + H2O
• How does this catalyst work?
• AP-XPS is a powerful tool for identifying 

reaction intermediates

Zuo et al. J. Am. Chem. Soc. 138, 13810 (2016)
https://www.bnl.gov/newsroom/news.php?a=26694

https://www.bnl.gov/newsroom/news.php?a=26694
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Converting Methane to Methanol

O2, reactionwith CH4, and extractionwithH2O
(6, 7, 11, 20). After sequential addition of
10mTorr of O2 into the chamber at 450 K (CH4/
O2 reaction feed), no changes were seen in the
C 1s region for Cu2O/Cu(111) or CeO2/Cu2O/
Cu(111) surfaces. Specifically, no *CH3O peak
was detected around 286.5 eV. This result is
consistent with the lack of CH3OH formation

over these surfaces where only CO and CO2 are
detected as reaction products in the absence
of H2O (16). AlthoughO2 dissociates readily on
CeOx/Cu2O/Cu(111) (23), a metal–O ormetal=O
group is not an efficient agent for the forma-
tion of CH3OH on these surfaces. A *CH3O in-
termediate could be formed, but it probably
would decompose very rapidly on some active

sites of the surface (see DFT calculations below),
producingmainly CO and CO2 and ultimately
giving no signal in AP-XPS (16).
The addition of H2O to the CH4/O2 reac-

tion mixture induced drastic changes in the
chemical process. OnCeO2/Cu2O/Cu(111), water
dissociated to form OH on the surface at 300
and 450 K, as seen in AP-XPS spectra (fig. S1).

Liu et al., Science 368, 513–517 (2020) 1 May 2020 2 of 5
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Fig. 1. Methane interaction with CeO2/Cu2O/Cu(111). C 1s region of the AP-XPS spectra for introducing 20 mTorr of CH4 to (A) Cu2O/Cu(111) surface covered with
0.5 ML CeO2 at different temperatures, and (B) different coverages of ceria on Cu2O/Cu(111) surface at 300 K. a.u., arbitrary units. (C) Comparison of the surface
CHx amount derived from the integration of the corresponding C 1s normalized peak in (B).
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Fig. 2. Water effects on methoxy formation on CeO2/Cu2O/Cu(111). C 1s region of the AP-XPS spectra for (A) the CeO2/Cu2O/Cu(111) surface (qCeO2 ~ 0.5 ML)
when exposed to a gas mixture composed of 20 mTorr CH4, 80 mTorr H2O, and 10 mTorr O2 at different temperatures; and (B) comparison of exposing CeO2/Cu2O/Cu(111)
surfaces (qCeO2 ~ 0.5 ML) to different gas reactants at 450 K. (C) CH3OH selectivity versus the amount of CH3O generated with and without addition of water. The results
for the catalytic tests were taken from (16).
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Fig. S3. Deconvoluted C 1s region of the AP-XPS spectra of the CeO2-Cu2O-Cu(111) surface at 
450 K under a 20 mTorr CH4 + 80 mTorr H2O + 10 mTorr O2 (top) and 20 mTorr CH4 + 80 mTorr 
H2O (bottom) of gas mixture. 
  

The formation of methoxy (precursor to 
methanol) is enhanced in the presence of water

Liu et al. Science, 368, 513 (2020)
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Converting Methane to Methanol
 

 

4 
 

 

Fig. S1. O 1s region of the AP-XPS spectra after exposing the CeO2/Cu2O/Cu(111) surface (θCeO2~ 
0.5 ML) to 80 mTorr of H2O from 300 K to 450 K. Two types of hydroxyl species were observed, 
-OH(1) and -OH(2), and they are assigned to hydroxyls bound to Cu2O (~ 531.1 eV) and CeO2 sites 
(~ 532.1 eV), respectively.  
  

Zuo et al. J. Am. Chem. Soc. 138, 13810 (2016)
Liu et al. Science, 368, 513 (2020)

• Water is dissociated to hydroxide species on the surface
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Metal exsolution from perovskites - Yildiz group (MIT) www.afm-journal.dewww.advancedsciencenews.com

2108005 (3 of 15) © 2021 Wiley-VCH GmbH

these percolating channels are depleted in Fe as seen by energy 
dispersive spectroscopy (EDX) mapping (Figure 1e and Note S2, 
Supporting Information). We are aware that similar percolating 
channels have also been observed in partially decomposed 
cobalt-based perovskites[34] and lithium-excess cathode mate-
rials,[43] and were identified as the fast cation migration channels  
in those systems. In analogy to those systems, the percolating 

channels in the exsolved LSF may act as the diffusion pathways 
that connect to regions where Fe has been exsolved from. This 
may also explain why the exsolved nanoparticles are prefer-
entially located along these channels. It should also be noted 
that while each percolating channel appeared as a 1D line 
defect in the projected HAADF images (Figure  1d,e), they can 
be 2D structures in the interior of the film. In the following 

Figure 1. Exsolution nanocomposite. a) Simplified sketch of synthesizing metal oxide nanocomposite via exsolution. b) Cross-sectional scanning 
HAADF images of the LSF film before and after Fe0 exsolution. c) High-resolution HAADF images showing the nanoparticles on the surface and in 
the bulk of the exsolved LSF film. d) Magnified HAADF image from the region highlighted in (b) showing the percolating channels in the exsolved LSF 
film. The dashed lines marked the location of the channels. e) High magnification HAADF and the corresponding EDX chemical mapping showing an 
individual channel. Note the channel is depleted in Fe. Plot (e) was collected from the region highlighted in (d) with a solid box.

Adv. Funct. Mater. 2022, 32, 2108005

• Metals can exsolve from bulk perovskite under high temperature reduction condition, 
forming stable nanoparticles on the surface 

• Synthesis method for highly stable, oxide-supported metal nanoparticles with applications in 
energy conversion and storage technologies

• Metal nanoparticles are uniformly distributed and resistant to agglomeration

argument, we propose that oxygen vacancies can also increase
the nucleation density and rate of exsolution of particles and,
hence, increase the nanoparticle density and dispersion.29

Establishing the connection between the microscopic point
defect formation and the macroscopic nanoparticle exsolution,
however, is not trivial. The first challenge is to isolate point
defect formation from other experimental parameters. Most
studies, to date, focused on screening different host perovskite
oxides and different metal cation dopants to examine the
exsolution process as a function of defect concentration.23,25

However, the large variety in the surveyed compositions
introduces the uncertainty that other factors may interfere, for
example, the difference in the solubility of a given metal in

different perovskite hosts.30,31 This complexity requires a
method to decouple point defect formation during reduction,
from other compositional effects on exsolution. Keeping the
cation composition fixed while altering the concentration and
stability of point defects in the host oxide by external fields is
desirable for this purpose. The second challenge is to identify
the key defect structure that facilitates the nucleation of
exsolving particles. Previous studies have calculated the B-site
segregation energy (as a metric for exsolution) as a function of
defect concentration.23,32−34 However, it remains unclear how
the point defect type, structure, and distribution affect the
particle nucleation process in exsolution. As noted above,
oxygen vacancies may play a role here, akin to their role in

Figure 1. Chemistry and structure of LSF prior to and upon exsolution. (a) Fe 3p and O 1s spectra collected in situ in 0.5 Torr H2 under different
temperatures. Fe 3p and O 1s spectra were collected at a photon energy of 420 and 860 eV, respectively. (b) Evolution of surface Fe0 concentration
and the normalized O 1s intensity during exsolution. (c) Schematic representation of the point defect formation reactions in LSF during exsolution:
first formation of oxygen vacancies, followed by the Schottky defects. (d) SEM images, (e) out-of-plane symmetric 2θ−ω XRD patterns, and (f) O
K-edge TEY-XAS measurement of the as-prepared (top), reduced (middle), and exsolved (bottom) LSF. The XRD scan is collected at the
pseudocubic (002) reflection, where LSF and SrTiO3 substrate peaks are indicated with an arrow and an asterisk, respectively.

Chemistry of Materials pubs.acs.org/cm Article

https://doi.org/10.1021/acs.chemmater.1c00821
Chem. Mater. 2021, 33, 5021−5034

5022

this study. Assuming that the Fe vacancies are uniformly
distributed in the entire film, the nanoparticles shown in Figure
2a correspond to only about ∼1% Fe vacancy in LSF. In
addition, the particles are partially embedded into the LSF
surface. As discussed in the Introduction section, this
“anchored” structure is a typical characteristic of exsolved
nanoparticles.6 The elemental mapping reveals that the surface
nanoparticle is composed of Fe and O. Remarkably, as
indicated by the red dashed line in Figure 2c, the exsolved
nanoparticle formed a coherent interface with its parent oxide.
The highlighted atomic spacing of the particle represents the d-
spacing of the (220) planes of Fe3O4 (space group Fd3̅m),
which demonstrates the (220)LSF//(220)Fe O3 4

crystalline
orientation relation at the interface. Based on the in situ
NAP-XPS characterization (Figure 1) and thermodynamics

analysis (Supplementary Note 1), we expect the surface
nanoparticles to be initially exsolved as metallic iron nano-
particles. However, the surface particles were oxidized41 in air
during the STEM sample preparation, which explains the iron
oxide observed in the STEM characterization instead of
metallic iron. This observation highlights the importance of
employing in situ characterization tools such as NAP-XPS to
investigate the exsolution process.

Tuning Exsolution with Strain-Modified Point Defect
Formation. The abovementioned results demonstrate that
VO
•• and Schottky defect formations are the two primary point

defect reactions (eqs 1 and 2, which take place prior to and
during exsolution, respectively. As a result, the ease to form
these two defects in the oxide lattice thermodynamically
determines the onset of exsolution. In this section, we
demonstrate the capability to tailor Fe0 exsolution on LSF by

Figure 4. Comparison of Fe0 exsolution on the LSF thin films with strain-modulated point defect formation. (a) Comparison of in situ Fe 3p
spectra at 400 °C in 0.5 mbar H2, where the LSF film under tensile strain (LSF/KTO) demonstrated the largest Fe0 feature. (b) Ex situ AFM
images showing the surface morphology after exsolution (scale bar: 100 nm), together with histograms of the (c) equivalent disk radius and (d)
average height of the nanoparticles on the surface. From in-plane compression to tension, there is a clear decrease in both height and radius of the
surface particles. (e) Surface Fe0 concentration and particle density on the differently strained LSF thin films after exsolution. LSF films under
tensile strain demonstrated the highest particle density as well as the largest [Fe0] at the surface upon exsolution.
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Supplementary Note 7: DFT calculation for the strain-dependent defect formation 

Figure S9. Bulk LSF structure calculated by DFT with alternating La and Sr atoms in the AO termination Green, blue, yellow, and red spheres represent La, Sr, Fe, and O atoms respectively. 

Figure S9 shows the bulk 2×2×2 La0.5Sr0.5FeO3 cell used to calculate defect formation energies under biaxial strain. La and Sr cations are 

arranged in an alternating pattern. As such, the relaxed cell deviates from cubic structure, with lattice parameter of 3.66 Å in the a direction, 

and 3.89 Å in the b and c directions. The strain-dependent defect formation energies are calculated by applying biaxial strain on the bc plane. 

Wang et al. Chem. Mater.  33, 5021 (2021), Adv. Funct. Mater. 32, 2108005 (2022), 
Chem. Mater. 34, 5138 (2022)
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Mechanism of Fe exsolution

• Exsolution of Fe nanoparticles from La0.6Sr0.4FeO3 (LSF) was 
studied in operando with combined AP-XPS and AP-XAS

• AP-XPS reveals a two step process for Fe exsolution: O 
vacancy formation, followed by metallic Fe precipitation 

argument, we propose that oxygen vacancies can also increase
the nucleation density and rate of exsolution of particles and,
hence, increase the nanoparticle density and dispersion.29

Establishing the connection between the microscopic point
defect formation and the macroscopic nanoparticle exsolution,
however, is not trivial. The first challenge is to isolate point
defect formation from other experimental parameters. Most
studies, to date, focused on screening different host perovskite
oxides and different metal cation dopants to examine the
exsolution process as a function of defect concentration.23,25

However, the large variety in the surveyed compositions
introduces the uncertainty that other factors may interfere, for
example, the difference in the solubility of a given metal in

different perovskite hosts.30,31 This complexity requires a
method to decouple point defect formation during reduction,
from other compositional effects on exsolution. Keeping the
cation composition fixed while altering the concentration and
stability of point defects in the host oxide by external fields is
desirable for this purpose. The second challenge is to identify
the key defect structure that facilitates the nucleation of
exsolving particles. Previous studies have calculated the B-site
segregation energy (as a metric for exsolution) as a function of
defect concentration.23,32−34 However, it remains unclear how
the point defect type, structure, and distribution affect the
particle nucleation process in exsolution. As noted above,
oxygen vacancies may play a role here, akin to their role in

Figure 1. Chemistry and structure of LSF prior to and upon exsolution. (a) Fe 3p and O 1s spectra collected in situ in 0.5 Torr H2 under different
temperatures. Fe 3p and O 1s spectra were collected at a photon energy of 420 and 860 eV, respectively. (b) Evolution of surface Fe0 concentration
and the normalized O 1s intensity during exsolution. (c) Schematic representation of the point defect formation reactions in LSF during exsolution:
first formation of oxygen vacancies, followed by the Schottky defects. (d) SEM images, (e) out-of-plane symmetric 2θ−ω XRD patterns, and (f) O
K-edge TEY-XAS measurement of the as-prepared (top), reduced (middle), and exsolved (bottom) LSF. The XRD scan is collected at the
pseudocubic (002) reflection, where LSF and SrTiO3 substrate peaks are indicated with an arrow and an asterisk, respectively.
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Tuning Fe exsolution

• Fe exsolution can be controlled by tuning lattice strain
• Different substrates with different strains result in 

different concentration, density, and size of exsolved Fe

indicated by the dashed line in Figure 1e. This may arise from
two possible scenarios: counteraction of cation and anion
vacancy formation on the lattice volume, as cation vacancies
contract the lattice while oxygen vacancies expand it;56,57 and a
nonuniform distribution of Schottky defects that is confined to
the near-surface region under diffusion-limited conditions
(Supplementary Note 5). In addition, we did not observe
diffraction peaks for metallic iron and LaSrFeO4 in the
exsolved LSF filmthe two characteristic phases for fully
decomposed LSF thin films.58,59 These observations indicate
that the LSF films investigated in this work were at early stages
of surface exsolution, prior to bulk metal precipitation
(decomposition).60

The structure and chemical composition of the exsolved
nanoparticles were further investigated by aberration-corrected
scanning transmission electron microscopy (STEM) imaging
and energy-dispersive X-ray spectroscopy (EDX). To facilitate
the STEM specimen preparation, large exsolved nanoparticles
are needed, and so the LSF film was exsolved in a harsh
reducing environment (3% H2/N2, 650 °C, see Methods for
details) prior to STEM. As a result, the nanoparticles in the
STEM imaging were larger than the other nanoparticles
presented in this work, which were imaged right after the
exsolution onset. The planar and cross-sectional views of the
exsolved LSF film are presented in Figure 2a,b, respectively.
While exsolution can occur both at the surface and in the bulk
of the host oxide,45,46 only surface exsolution was observed in

Figure 3. Tuning point defect formation in the LSF thin films with biaxial lattice strain. (a) Schematic representation depicting the sample
geometry, where biaxial lattice strain is introduced by heteroepitaxy. The number of lines indicates the range of in-plane strains achieved in LSF.
Here, the tensile strain is denoted as positive, and compressive strain as negative. (b) X-ray RSM about the (103) reflection of coherently strained
LSF thin films, collected after the exsolution test. Note the film peaks are directly below or above that of the substrate, confirming identical in-plane
lattice constants and that the epitaxy is preserved after this exsolution process. (c) Change in the defect formation energy for the oxygen vacancy,
iron vacancy, and the Schottky defect versus biaxial lattice strain. The data points are calculated by DFT, while the lines represent the parabolic fits.
The zero reference point corresponds to the unstrained state. Note that tensile strain facilitates the formation of both the oxygen vacancy and the
Schottky defect. (d) Calculated defect formation energy difference at the nominal strain values of the differently strained LSF films. The unit cell
used in the DFT calculation is described in Supplementary Note 7.
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this study. Assuming that the Fe vacancies are uniformly
distributed in the entire film, the nanoparticles shown in Figure
2a correspond to only about ∼1% Fe vacancy in LSF. In
addition, the particles are partially embedded into the LSF
surface. As discussed in the Introduction section, this
“anchored” structure is a typical characteristic of exsolved
nanoparticles.6 The elemental mapping reveals that the surface
nanoparticle is composed of Fe and O. Remarkably, as
indicated by the red dashed line in Figure 2c, the exsolved
nanoparticle formed a coherent interface with its parent oxide.
The highlighted atomic spacing of the particle represents the d-
spacing of the (220) planes of Fe3O4 (space group Fd3̅m),
which demonstrates the (220)LSF//(220)Fe O3 4

crystalline
orientation relation at the interface. Based on the in situ
NAP-XPS characterization (Figure 1) and thermodynamics

analysis (Supplementary Note 1), we expect the surface
nanoparticles to be initially exsolved as metallic iron nano-
particles. However, the surface particles were oxidized41 in air
during the STEM sample preparation, which explains the iron
oxide observed in the STEM characterization instead of
metallic iron. This observation highlights the importance of
employing in situ characterization tools such as NAP-XPS to
investigate the exsolution process.

Tuning Exsolution with Strain-Modified Point Defect
Formation. The abovementioned results demonstrate that
VO
•• and Schottky defect formations are the two primary point

defect reactions (eqs 1 and 2, which take place prior to and
during exsolution, respectively. As a result, the ease to form
these two defects in the oxide lattice thermodynamically
determines the onset of exsolution. In this section, we
demonstrate the capability to tailor Fe0 exsolution on LSF by

Figure 4. Comparison of Fe0 exsolution on the LSF thin films with strain-modulated point defect formation. (a) Comparison of in situ Fe 3p
spectra at 400 °C in 0.5 mbar H2, where the LSF film under tensile strain (LSF/KTO) demonstrated the largest Fe0 feature. (b) Ex situ AFM
images showing the surface morphology after exsolution (scale bar: 100 nm), together with histograms of the (c) equivalent disk radius and (d)
average height of the nanoparticles on the surface. From in-plane compression to tension, there is a clear decrease in both height and radius of the
surface particles. (e) Surface Fe0 concentration and particle density on the differently strained LSF thin films after exsolution. LSF films under
tensile strain demonstrated the highest particle density as well as the largest [Fe0] at the surface upon exsolution.
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spectra at 400 °C in 0.5 mbar H2, where the LSF film under tensile strain (LSF/KTO) demonstrated the largest Fe0 feature. (b) Ex situ AFM
images showing the surface morphology after exsolution (scale bar: 100 nm), together with histograms of the (c) equivalent disk radius and (d)
average height of the nanoparticles on the surface. From in-plane compression to tension, there is a clear decrease in both height and radius of the
surface particles. (e) Surface Fe0 concentration and particle density on the differently strained LSF thin films after exsolution. LSF films under
tensile strain demonstrated the highest particle density as well as the largest [Fe0] at the surface upon exsolution.

Chemistry of Materials pubs.acs.org/cm Article

https://doi.org/10.1021/acs.chemmater.1c00821
Chem. Mater. 2021, 33, 5021−5034

5026

Wang et al. Chem. Mater.  33, 5021 (2021), Adv. Funct. Mater. 32, 2108005 (2022), 
Chem. Mater. 34, 5138 (2022)



73

EF

EF

Redox Cycling of Exsolved LSF
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non-stoichiometry. The tuning range of the magnetic moment 
in the nanocomposite LSF (from zero to ≈110 emu cm−3)  
is comparable to other state-of-art perovskite systems.[97] While 
we demonstrate here the modulation of magnetism modulation 

at elevated temperatures and slow rate, the switching could 
potentially be done at a much faster rate and at room tem-
perature if we use electrochemistry to trigger the redox 
switching.[30,97,98] Therefore, redox switching can be an effective 

Figure 5. Redox properties of the nanocomposite LSF. a) NAP-XPS Fe 3p and O 1s spectra, surface concentrations of b) O*, and c) Fe0 of the exsolved 
LSF film during redox cycling between 0.2 Torr O2 (empty symbols) and 0.5 Torr H2 (solid symbols) at 400 °C. The solid and dashed lines in plot (b) 
and (c) indicate the oxidation and reduction step, respectively. Here, cycle 0 represents the as-exsolved state. d) In situ surface chemistry quantified with 
NAP-XPS and e) ex situ room temperature magnetization versus field (M−H) loops of the LSF films at different stages of the redox cycling: as-exsolved, 
medium oxidized, and heavily oxidized. The color codes in (e) are the same as in (d). Meanwhile, the as-prepared LSF (without exsolution) is also shown 
in (e) for comparison. M is normalized to the total volume of the film. The inset figure in (e) highlights the decrease in coercivity upon re-oxidation.

Adv. Funct. Mater. 2022, 32, 2108005
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• Exsolved Fe on LSF is stable under 
repeated oxidation and reduction 
cycles

Wang et al. Chem. Mater.  33, 5021 (2021), Adv. Funct. Mater. 32, 2108005 (2022), 
Chem. Mater. 34, 5138 (2022)
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Summary
• XPS is a powerful technique for the surface characterization of materials

• It provides:

Ø Elemental specificity

Ø Chemical sensitivity

Ø Depth profiling 

Ø Quantitative analysis

• Synchrotron-based XPS offers high flux, high resolution, and energy tunability

• Aspects that affect data interpretation: overlaps with Auger peaks, shake-up/off, multiplet 
splitting, plasmon peaks, charging

• XPS usually needs UHV conditions, but ambient pressure XPS can be performed for in 
situ/operando experiments 
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Useful Online Resources

• X-ray data booklet: https://xdb.lbl.gov 

• Photoionization cross-section: https://vuo.elettra.eu/services/elements/WebElements.html

• NIST XPS Database: https://srdata.nist.gov/xps/main_search_menu.aspx 

• http://www.xpsfitting.com

• https://xpssimplified.com/periodictable.php

• http://www.casaxps.com/ebooks/XPS%20AES%20Book%20new%20margins%20rev%201.2%20
for%20web.pdf – CasaXPS is a popular XPS data analysis software. Their manual has a lot of 
useful basic information about XPS

http://www.xpsfitting.com/
https://vuo.elettra.eu/services/elements/WebElements.html
https://xpssimplified.com/periodictable.php
http://www.casaxps.com/ebooks/XPS%20AES%20Book%20new%20margins%20rev%201.2%20for%20web.pdf
http://www.casaxps.com/ebooks/XPS%20AES%20Book%20new%20margins%20rev%201.2%20for%20web.pdf
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AP-XPS at IOS (23-ID-2) Beamline, NSLS-II
• Pressure = UHV to 10 Torr
• Sample temperature: RT to 900℃
• Sputter gun, flood gun, metal 

evaporator, RGA mass spec

• Samples: single crystals, thin films, powders
• Gases: H2, O2, CO, CO2, noble gases, C1-C4 

hydrocarbons, water vapor, C1-C3 alcohol 
vapors 

Photos from IOS (23-ID-2) beamline, NSLS-II

https://www.bnl.gov/nsls2/beamlines/
beamline.php?r=23-ID-2 

https://www.bnl.gov/nsls2/beamlines/beamline.php?r=23-ID-2
https://www.bnl.gov/nsls2/beamlines/beamline.php?r=23-ID-2
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AP-XPS at IOS Beamline, NSLS-II

Photos from IOS (23-ID-2) beamline, NSLS-II
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Other AP-XPS Setups

commercial high pressure cell from SPECS
specs-group.com

custom high pressure cell at SSRL
Kaya et al, Catal. Today 205, 101 (2013)

POLARIS AP-HAXPES at PETRA III, DESY
Degerman et al. Synchrotron Radiat. News, 35, 11-18 (2022)
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Liquid AP-XPS Setups

www.nature.com/scientificreports/

6Scientific RepoRts | 5:09788 | DOi: 10.1038/srep09788

to address the origin of this observation in the future study. Nevertheless, the interaction of the halogen 
ions with Pt surfaces has been extensively studied28. It is known that the adsorption of halide ions on 
Pt surface are in!uenced by an applied potential. "e adsorption of these ions will a#ect the balance of 
electrostatic and covalent interactions at metal/electrolyte interfaces,23,25–29 which can lead to the change 
of the wetting behavior of the Pt surface. With AP-XPS, we can directly study these interactions and 
their origins.

The conductive nature of the thin electrolyte film. Once the formation of the stable thin elec-
trolyte layer on the Pt WE surface using the “dip & pull” technique is established, we need to determine 

Figure 4. Schematic of three-electrode electrochemistry setup in the AP-XPS chamber. (a) Positions of 
electrodes before immersion and corresponding representative Pt 4f, O 1s spectra and electrochemical 
pro$le. (b) Electrodes are immersed in the electrolyte, where any electrochemical treatment can be 
performed within the AP-XPS chamber. Shown is a representative Pt foil CV in 6 M KF aqueous electrolyte. 
(c) Electrodes are placed at the AP-XPS measurement position, and corresponding representative Pt 4f and 
O 1s of the partially removed electrodes are overlaying the representative vapor exposed electrode spectra 
(shown in Fig. 4a). (d) is an image of the 3-electrode apparatus that has been “dip & pulled” from the 
electrolyte in the beaker and placed into XPS position while ensuring all three electrodes are in contact with 
the electrolyte within the beaker.

Axnanda et al. Scientific Reports 5, 09788 (2015) 
Brown et al., Nano Letters  13, 5403 (2013)

Fabrication and characterization approaches
Details of GO fabrication, E-cell design, tests and XPS measure-
ments are described in the Methods and Supplementary Section
S1. Briefly, the GO sheets were produced by a modified
Hummer’s synthesis33 and purified by multiple centrifugation
steps. For effective attenuation length (EAL) measurements, GO
sheets were deposited on a silicon wafer pre-covered with a 20 nm
gold conducting layer. For fabrication of the front window of the
E-cells, commercial 50–100-nm-thick Si3N4 or SiO2 primary mem-
branes were used (Fig. 2).

To ensure the mechanical stability of the suspended GO
windows, small 3–10 mm holes were milled in the primary mem-
branes using a focused ion beam (FIB, Fig. 2a), and individual
!100–1,000 mm2 GO sheets were deposited over these orifices
using a Langmuir–Blodgett technique (Fig. 2b,c)34. To carry out
feasibility tests for the XPS measurements through GO membranes,
we used the following samples: (1) 50 nm gold unconjugated colloid
nanoparticles drop-cast from a water solution onto the back side of
the GO membrane (Fig. 2d,e); (2) a thin 5–10 nm gold film depos-
ited via d.c. sputtering directly on the back-side surface of the free-
standing GO membrane; (3) a 3 M NaI aqueous solution filling the
back side of the membrane. To obtain a vacuum-compatible E-cell,
in the third sample, a second silicon wafer was placed over the GO
window containing the droplet of NaI solution. The entire assembly
was sealed with ultraviolet-curable adhesive (Fig. 2f ). Before

ultrahigh-vacuum (UHV) measurements, the mechanical integrity
and vacuum compatibility of the sealed cells were tested in an inter-
mediate-vacuum interlock chamber. Owing to the few-micrometre
size of the GO windows (Fig. 2g,h), in situ photoelectron spec-
troscopy measurements with such a cell require microprobe XPS
and a sufficiently intense photon source provided by the scanning
photoelectron microscope (SPEM) operated at ELETTRA35. In
SPEM, the X-ray beam is focused onto a spot with a diameter of
!100 nm using Fresnel zone plate optics. The local XPS spectra
(as well as chemical, topology and conductivity maps) of the
(nano-) mesoscopic sample can be obtained by raster-scanning
the sample with respect to the focused beam while simultaneously
monitoring emitted photoelectrons, transmitted photons and/or
the beam-induced sample photocurrent36.

Electron transparency tests of GO layers
For spectroscopic and signal attenuation tests, we selected Au 4f
core levels. These levels provide the advantageous combination of
appreciable photo-ionization cross-section (!1–4 Mbarn) for exci-
tation with soft X-rays (650 and 777 eV were used in the present
study) and relatively low binding energy (Eb¼ 83.9 and 87.6 eV
for 4f5/2 and 4f7/2, respectively), which means that the kinetic
energy of the emitted Au 4f photoelectrons is high enough for pen-
etration through the GO membrane. The principle and geometry of
the experimental setup using GO layers on a gold/silicon substrate
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Figure 1 | Design of ambient-pressure XPS systems. a, Combination of differential pumping stages and advanced transfer electron optics. For details see the
recent review in ref. 16. b, An alternative design uses an E-cell with a membrane that is transparent to electrons, but cannot be penetrated by molecules.
c, Dependence of inelastic mean free path (IMFP) for electrons in carbon on their kinetic energy, calculated using the NIST SRD-71 database38. The shaded
light-yellow area corresponds to the kinetic energy of photoelectrons capable of escaping 1-nm-thick membranes (analogous to GO single-layer membranes).
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is presented in Fig. 3a. The general morphology of the Langmuir–
Blodgett-deposited GO layers on the gold/silicon substrate was
inspected optically, with SEM and atomic force microscopy
(AFM). The average lateral dimension of the individual GO flakes
was of the order of 20 mm, and folding, overlapping and wrinkle for-
mation were commonly observed. Analysis of the AFM images
(similar to Fig. 3b) indicates that the majority of the flakes are
single-layer-thick individual GO sheets. From the Z-height histo-
gram (Fig. 3c) taken for the representative square area in Fig. 3b,
the thickness of the individual GO layer can be inferred to be
d1 ≈ 1.0+0.07 nm. The discrete electron transparency for GO
sheets of different thicknesses is illustrated by the three-dimensional
(3D) Au 4f intensity map in Fig. 3d, in which patches of single,
double, triple (and so on) GO layers can be identified easily.

Figure 4a depicts the same 25.6 × 25.6 mm2 Au 4f image in a
two-dimensional (2D) representation, where the variations of the
grey scale reflect the Au 4f signal attenuation by the multiply
folded and overlapping GO layers covering the gold thin film. The
Au 4f spectra in Fig. 4b, collected at selected locations with
known thickness (number of GO overlayers, n¼ 0, 1, 2, 3. . .),
quantitatively support the information obtained by the Au 4f
images. The Au 4f spectra line shape corresponds to metallic gold
and, as expected, the Au 4f intensity drops exponentially with
increasing number of covering GO sheets due to inelastic photo-
electron scattering. The quantification of the attenuation effect is

commonly obtained from the ratio In/I0, where In and I0 are the
Au 4f intensity attenuated by n GO layers and from a bare gold
substrate (n¼ 0), respectively. The log In/I0 plot versus the
number of GO layers n on top of the gold substrate in Fig. 4c
shows an exponential dependence with rather small standard
deviation. Using the standard relationship of the straight-line
approximation (SLA)37 for the attenuated Au 4f signal in n GO
layers due to inelastic electron scattering we obtain

In

I0
= exp −d/lIMFP · cos u

( )
(1)

where d is the thickness of the GO overlayer, lIMFP is the inelastic
mean free path of the Au 4f electrons in GO and u is the emission
angle with respect to the sample normal. By substituting lIMFP with
the effective attenuation length lEAL to account for elastic scattering
effects (see definitions in ref. 38), one can obtain the lEAL value
for GO. However, unlike graphene, the reported experimental
data for the GO monolayer thickness dGO scatter significantly
from 0.35 nm to 1.7 nm. The major reasons for this scattering are
dGO variations likely resulting from different degrees of thermal or
chemical reduction of the film25,39 and intrinsic surface roughness40.
In addition, the X-ray beam could partially reduce GO as it can
undergo a de-oxygenation reaction upon gentle heating41.
Therefore, instead of dGO, it is more feasible to measure the ratio
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Figure 2 | Fabrication of GO windows for E-cells. a, Ion-beam milling of the microhole in the primary Si3N4 (or SiO2) membrane. b, Deposition of the GO
suspended secondary membrane over the ion-milled hole using the Langmuir–Blodgett approach. c, SEM image of the resultant deposit (scale bar, 20 mm).
d, Deposition of the metal colloid nanoparticles on the back side of the membrane. e, SEM image and EDX of gold nanoparticle aggregates made through the
GO membrane (scale bar, 3 mm). f, Enclosed E-cell with ultraviolet-curable sealant placed along the perimeter of the silicon wafer containing the primary
Si3N4 and secondary GO membrane. g, Magnified (×50) optical image of the front membrane sealing the E-cell filled with water solution. h, Magnified
(×1,000) optical image showing the GO membrane sealing the window in the filled E-cell. i, TEM image (before sealing) of the same GO membrane as in g
and h. Areas with increased numbers of GO sheets can be seen as darker patches (scale bar, 1 mm).
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