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Introduction and Scope
= Areas of responsomney

*Control system network architecture
*Multilayer Ethernet switches, media converters, security appliances

*Cable and fibre optic distribution for control and instrumentation, timing, and fast orbit
feedback systems

*Related server infrastructure

*File and name servers, gateways, databases, archivers, modeling systems, display
managers, monitoring services, and boot servers

What we provide to beamlines (network):

*Ethernet switch, EVR (1%t 6 BLs), EPICS gateway, and connectivity (fibre) to
beamline

*Secure terminal services (NX, Citrix) and ssh gateways to control resources
What we don’t provide (network):
*Access to BNL campus network and administrative/computing resources

*Cabling or switch (to campus), network configuration (MAC registration), etc.
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Control Network Overview

® Provide connectivity to all subsystems required for control and operation of the accelerator
and beamlines

® Designed to be fault-tolerant, scalable, and high performance

* Network is private and secure — traffic is not routed to the BNL campus LAN

* NIST/BNL Cybersecurity compliant

* No email, web-surfing, network cross-pollination

® Resources 100% dedicated to controls and instrumentation

*“Network” is broadly defined as both Control (global) and Instrumentation (local) featuring
* VVLANs segmenting traffic for performance and ACLs to control access to resources
® Network perimeter security to deny unauthorized, rogue access
® QoS and storm control functionality

® Robust monitoring and EPICS integration
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Control Network

Core A
1 or 10GE

CoreB Core A
10r10GE 1GE

Mezzanine
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Control Network — Edge Switches & Cabling

Edge Switches Single Cell, Mezzanine
* Managed 8-port GbE, line-rate, multi-layer
*Redundant uplinks to core

*10GbE ready

*All potential edge switches have been evaluated
including *Brocade, *Juniper, *Forcel0, Cisco,
3Com

Brocade GS648

Copper patch panels in Rack Groups A-F
C 1o cellular edge

*Cat 6 patch panels and cable tie each rack group (6
total) to the (2) edge switches located in each cell.
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Fibre Distribution — Control Network

*Fibre radiates both clock and counter-clockwise Control Network

around the ring in mezzanine cable trays G”%e%
-’Joy

] > .‘_*-. .

®(2) 60-fibre bundles SMF in each direction; i.e., (2) Spare Fibres
60-fibres cells 1-15, 60-fibres cells 16-30 (2)48 port m....[

*Total (8) drops / cell — future capacity

*Laser-optimized MM (OM3 50/125um) and SM
fibre utilized for 10GE capacity

Mezzanine
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Core Control Network

Evaluated Brocade, Juniper,
Force10 core OS functionality Control core switch characteristics

Brocade MLX-16 Juniper EX-8208 * Enterprise-grade: robust, scalable, reliable, fault
: T tolerant

® Redundant power, routing and crosshar switching
modules

*High performance — ensure control network is not
bandwidth limited

®Line-rate GbE/10GbE on every port (10GbE can be
oversubscribed depending on requirements)

Force10 600i
*Switch failover using virtualization, VRRP
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Beam Line Network

*Connectivity to control network via MMF via mezzanine cable-tray
complex and down over-hang

*Control group provides Ethernet switch and connectivity

® Beam lines are assigned to their own VLANS

Beam:-lines are assigned to a specific
VLAN with access controls enabled

® Channel Access Gateways bridge between BL hardware and
ours

Network can accommodate high-
performance storage either local or remote
*with planning®:

* Localize bandwidth with a network-aware
distributed file-manager such as Hadoop.

* Low-cost storage can be added
Iincrementally.

* Off-campus bandwidth limited

® External access to workstations achievable using NX/SSH
and/or Citrix

® Key, certificate, 2-factor authentication (TBD)
® Policy: Users must have valid BNL account

Workstations:
* Remote access to beam-line workstations
can be provided via NX over SSH (Linux) or

*DAQ: Given a clear set of requirements, the network architecture is flexible . » o somin sccouns

authenticating against A-D using Centrify.

enough to accommodate a high performance distributed or centralized file  -sswinanc o via satsuay
manager or database.

*E.g., Hadoop, GlusterFS, Hypertable, MongoDB, etc.
*Network options at the beam-line can be tailored to need (e.g., 10GbE uplinks)

*However, 10GbE uplinks at a majority of beamlines will require an additional
network layer
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Impact of DAQ Storage on Control Network

Case 1: BYO storage (NSLS-I)
*Beamlines provide and manage their own DAQ storage
*E.g., small Linux file server, external SATA disk drives, etc.

Pros
*Low cost, private/proprietary data kept off network & shared storage, no impact on network

Cons

*Poor performance, irrecoverable and/or
lost data, not scalable, physical security
concerns
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Impact of DAQ Storage on Control Network

Case 2: High performance local or localized distributed storage
*Experiments requiring higher performance storage for DAQ deploy it at beamline

*Data can reside locally yet potentially
participate in a distributed system

®Data can be scheduled to be shipped for o S
analysis and/or archival 2

Pros
*Network traffic is local to the beamline switch
*Scalable — buy only what is required

*Flexible — experiments get tailored solution & - oy
(e.g., SSD disks) vs. one-size fits all y

Server + Storage
. Distributed or

Cons Local Storage
®|_earning-curve, expertise
*Maintenance, administration )
*Physical security, environmental concerns
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Impact of DAQ Storage on Control Network

Case 3: High performance central storage solution

*A centralized or centrally-located distributed storage solution is deployed in a data center
somewhere. All beamlines read and write data to this location.

Pros

*Fully, managed solution, presumably
backed-up and with a full support
contract

*Can be high-performance
*Proximity to analysis facilities

cons
*Expensive
*Strain on network fabric

*Performance traits may be adequ..._
for some but not all

*Privacy concerns — data residing on
shared storage
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Example DAQ System Network Impact

Core + Mezzanine (Control) + Beamline Network
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Timing System and Beamlines

*As with the control network, timing system fibre originates in
A-418 (Computer Room)

*Fibre travels both clock and counter-clockwise, %2 way
around ring.

*Distribution composed of individual duplex fibres, not a bundle <~
®All fibre is multi-mode with LC connectors

*All fibres are the same length (longest point-to-point), slack is
spooled in A-418

*Fibre terminates at the cell and fans out (to cell and beam-line
EVR.
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Lab Security Policy

*BNL / NIST Cybersecurity compliant; e.g.,

® Information Systems (800-53) ler

Mational Institute of
® Remote Access (800'46) Standards and Techneology

* Wireless (800-97)
® Industrial Control Systems (800-82)

® Central log facilities, preferably encrypted

L.5. Department of Commerce

® Periodic security scanning (Nessus) of campus attached network devices
® Strong authentication (CryptoCard, RSA SecurelD)
® Authorization against lab-wide Active Directory domain

® Lab configuration guidelines enforced through managed Cfengine
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Remote Access

® |t is important to determine what methods of remote access will meet the requirements of
experimental and scientific staff

® Cybersecurity policy within the DOE complex is evolving, tighter controls

* While we will provide SSH gateways for remote access, other potential solutions include:
* NX and Citrix secure terminal services for remote desktop
® Secure web access via proxy
*VPN

* Will create survey for beamline users

® Need to know sooner rather than later in order to plan accordingly and within acceptable
lab guidelines
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NX Remote Access

NX is an attractive secure remote desktop implementation currently in use within the Controls Group
® NX components
* NXServer: allows UNIX system to act as a terminal server, balances request among NXNodes

* NXNode: support thousands of connections, redistribute sessions among servers, chooses shortest
network path to user

® NXAgent: multiplexes X client connections into single connection
* NX utilizes highly-efficient X protocol compression
® Maintains memory cache with high hit rate
® Encodes and calculates checksums, decodes on the fly
® 30% reduction of final data stream using ZLIB
® Can encapsulate RDP (MS) and RFB (VNC)
® Tunneled via SSH
® Cryptographic host key exchange
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Citrix Remote Access

* Citrix Metaframe (server buffer push, client-side caching) replaced with XenServer
® Citrix XenServer architecture:

® Combines Linux Xen Hypervisor & vitual desktop infrastructure (VDI) — entire user environment remotely
accessed

® As with other VMs, network traffic is bridged to ensure packet isolation

® Each user has a dedicated desktop image including OS and applications, OS streamed to desktop on
demand

* Encrypted tunneled connection via SSH or XenAPI SSL network service
® Cryptographic host key exchange (essentially same as NX)
® ACLs are enforce client access

® However, optimal configuration suggests expensive storage backend, infrastructure
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Conclusion

* Network Is designed to accommodate all control system needs and
beamline gigabit Ethernet (GbE) uplink connectivity

* Network flexibility exists at the beamline, including 10GbE local to the
switch but with limited 10GbE into the control network as spec’d

* Many beamlines requiring 10GbE through the control network is
acceptable but requires more funding

Core network concerns are:

* Beamline network bandwidth, performance requirements
« How many network attached devices/beamline?
* Anticipated bandwidth
* Future growth

* External access to control network
* |s SSH and remote remote desktop access enough?

« What else?
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Thanks

Questions — Comments ?
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