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Abstract 
 
For decades, the basic architecture of extreme-scale systems 
has been largely static.  In one area of our machine room we 
have compute nodes and in another area, a large shared file system.  A slowly evolving, spartan 
“HPC Software Stack” links the two pieces.  This arrangement is out of step both with today’s 
new architectures and a services-based software infrastructure.  Parallel file systems are being 
replaced by object stores, and NVRAM is available everywhere. Many advanced computational 
science applications are moving past simple bulk-synchronous programming models, and 
pursuing programming frameworks to support in-situ analysis, live processing of streaming 
instrument data, and on-demand software stacks. Computing at the edge, where the data is 
generated, is needed to support massive sensor arrays. Convergence is coming.  We need a 
more agile system software architecture that can simultaneously support both classic HPC 
computation and new Big Data approaches.  From the low-level operating system to the high-
level workflow tools, convergence is moving forward.  Are we ready? 
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