As everything else on Phobos, the DAQ system is very compact. It occupies single VME crate but is capable to accept data from 150.000 silicon and 2000 scintillation detectors at a rate of 200 Hz and send them over Gigabit network to the RHIC central data storage system at sustained rate of 30 MB/s. The DAQ comprises 

· 24 PPC-750 CPUs, all connected to a RACEway
 crossbar switch

· Host CPU: Themis USPIIi VME board with ULTRASparc 450 MHz processor, 1 GB of memory, 2 SCSI channels 40 MBytes/s, Gigabit Ethernet NIC.

· 1 PPC-604  

The total processing power is 330 SPECint95. 
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The structure of the DAQ is shown on fig 1. The data from the silicon detectors received using two fiber channels at the rate of 100 MB/sec by two RINT modules, connected directly to the RACEway farm. They distribute data on-the-fly between analyzing worker CPUs. As soon as worker received the dedicated portion of the event, it starts processing it and after that, sends compressed buffer directly to the memory of the host UltraSPARC VME computer running Solaris OS. As soon as all workers finished sending their parts, the host constructs the ROOT
 event object and streams it to the RAID0 disk array at maximum rate of 40 MB/s. The disk array
 has 2 host ports and 2 drive ports which makes it possible to write to one disk from one host and simultaneously read from other disk to other host; the second host port is connected to an UltraSPARC server that reads data files and sends them over Gigabit Ethernet to the RHIC Computing Facility. The measured sustained data-taking rate of the whole system is 30 MB/s. The data from the TOF spectrometer and the trigger counters (not shown on the figure) are digitized on a FASBUS crate and received in DAQ crate using PCDP VME boards described below.

To securely synchronize events in different subsystems the 8-bit event number is distributed to each of them from an Event Manager master module.

The UltraSPARC VME computer distributes the recent events on demand to online monitoring computers and to slow monitoring system. The run control is done using ROOT scripts and ROOT based GUI.
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All trigger logic on Phobos, including Event Manager master and slave modules is built using universal programmable logic module – PCDP, see fig.2. This is a VME board that has on a front panel 16 differential ECL inputs and outputs and 17-bit differential TTL bi-directional port. At the heart of the module is the in-system programmable logic array. The module has 26 ns propagation time from dECL input to output and is used to generate first and second level triggers, fast clear signals; scale down input triggers. The dTTL port is used for event synchronization, alarm control and for data transfer. There are 6 such modules in the system.




















































� http://www.mc.com


� http://root.cern.ch


� http://www.avistor.com/products/controller_products/avi_S100.htm





