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Gauge choice:
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×
[
D(p⊥ − q⊥ − k⊥) + (1 − 2e−B1)(2π)2δ(p⊥ − q⊥ − k⊥)

]
.

(44)

Another simplification can be achieved by neglecting the term in exp(−B1) since
B1 ∼ Q2

s/Λ2
QCD

≫ 1 appears in the exponential with a negative sign. If one
introduces [41]

C(l⊥) ≡
∫

d2x⊥eil⊥·x⊥e−B2(x⊥) =

∫
d2x⊥eil⊥·x⊥

〈
U(0)U †(x⊥)

〉
ρ

, (45)

the inclusive cross section can be rewritten as

dσq→qγ
incl =

d3k

(2π)32k0

d3q

(2π)32q0

e2πR2

2p−
〈
tr(L†L)

〉
spin

×2πδ(p− − q− − k−)C(p⊥ − q⊥ − k⊥) .

(46)

Assuming again that the incoming quark transverse momentum p⊥ is zero and
neglecting the quark mass, one can perform the integrals over q+, k+, q− using
the delta functions. There is however a complication due to collinear singular-
ities, i.e. singularities that show up when the emitted photon is parallel to the
outgoing quark. It is convenient to trade the transverse momentum of the final
quark for the total transverse momentum of the final state, i.e. l⊥ ≡ q⊥ + k⊥.
In terms of this new variable, we have

1

πR2

dσq→qγ
incl

d2k⊥
=

e2

(2π)5k2
⊥

∫ 1

0
dz

[1 + (1 − z)2]

z

∫
d2l⊥

l2⊥ C(l⊥)

[l⊥ − k⊥/z]2
(47)

where z ≡ k−/p− and [1 + (1 − z)2]/z is the standard leading order photon
splitting function. Eq. (47) is our main result. Note that C(l⊥) behaves like
1/l4⊥ at large l⊥ which ensures that the integral converges at large momentum
transfer. In this formula, C(l⊥) is the only object that depends on the struc-
ture of the color sources describing the target nucleus. In particular, all the
quantum evolution effects would go into this object via the averaging procedure
in Eq. (45). One can also note that this result exhibits the standard collinear
denominator [l⊥ − k⊥/z]2 that vanishes if the photon is emitted collinearly to
the quark. This aspect of the result is of course not affected by the description
of the target nucleus as a color glass condensate.

In the soft photon limit, one can see the decoupling of the photon emission
subprocess from the quark scattering part. The latter agrees with the quark-
nucleus scattering cross-section calculated in [44].

It is instructive to perform the “perturbative limit” of this result. This
regime is reached when the transverse momentum l⊥ transferred between the
nucleus and the quark is large compared to the saturation momentum Qs. In
this limit, we have [41]

C(l⊥) ≈
2Q2

s

l4⊥
. (48)
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where P(x⊥) is a function that describes the transverse profile of the nucleus.
It can be thought of as a function whose value is 0 outside the nucleus and 1
inside the nucleus. The object B1 appearing in this expression is given by

B1(x⊥) ≡ Q2
s

∫
d2z⊥G2

0(x⊥ − z⊥) ∼
Q2

s

Λ2
QCD

, (21)

with Q2
s ≡ g4(tata)

∫ +∞
−∞

dz−µ2(z−)/2 the saturation scale4 (the integral of µ2

over z− is the number density of color sources per unit of transverse area in the
target nucleus). Similarly, we have

〈
(U †(x⊥) − 1)(U(y⊥) − 1)

〉
ρ

= P(x⊥)P(y⊥)
[
1 + e−B2(x⊥−y⊥) − 2e−B1

]
(22)

with the definition

B2(x⊥ − y⊥) ≡ Q2
s

∫
d2z⊥[G0(x⊥ − z⊥) − G0(y⊥ − z⊥)]2

≈
Q2

s(x⊥ − y⊥)2

4π
ln

( 1

|x⊥ − y⊥|ΛQCD

)
. (23)

In the above equations, G0(z⊥ − y⊥) is the free propagator in two dimensions,
defined by

∂2

∂z2
⊥

G0(z⊥ − y⊥) = δ(z⊥ − y⊥) (24)

and given explicitly by

G0(z⊥ − y⊥) = −
∫

d2k⊥

(2π)2
eik⊥·(z⊥−y⊥)

k2
⊥

. (25)

Note that the objects evaluated in Eqs. (20) and (22) are matrices in the funda-
mental representation of SU(Nc) that are proportional to the unit matrix. In
the calculation of cross-sections, one must sum over the color of the outgoing
quark and average over the color of the incoming quark, which amounts to tak-
ing the color trace of this matrix and dividing by Nc. Therefore, Eqs. (20) and
(22) can be seen as scalars giving directly the result of this procedure.

4 Cross-Section

At first sight, the square of the delta function δ(p− − k− − q−) that appears
when we square the amplitude might seem a little worrisome. However, this is

4 The saturation momentum would acquire a dependence on the rapidity of the quark via
quantum evolution effects not included explicitly here. Indeed, the quark is sensitive to all
of the nucleus constituents that have a rapidity between the quark rapidity and the nucleus
rapidity.
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+ crossed diagram 
   (photon emitted first)

A note on the photon production from CGC

This is a note on the photon production from CGC.

I. PREPARATION

The Feynman propagator is expressed as

G

F

(x, y) = G

0
F

(x�y)+

Z

d

4
z �(z

+
)

n

✓(x

+
)✓(�y

+
)[U

†
(z?)�1]�✓(�x

+
)✓(y

+
)[U(z?)�1]

o

G

0
F

(x�z)�

+
G

0
F

(z�y) . (1)

In later calculations what we need is:

G

>

(x, y) ⌘ G

F

(x

+
> 0, y

+
< 0) =

Z

d

4
z �(z

+
)G

0
F

(x� z)�

+
U(z?)G

0
F

(z � y) . (2)

G

<

(x, y) ⌘ G

F

(x

+
< 0, y

+
> 0) = �

Z

d

4
z �(z

+
)G

0
F

(x� z)�

+
U

†
(z?)G

0
F

(z � y) . (3)

II. GELIS-JALILIAN-MARIAN FORMULA

1

A?

d�

q!q�

d

2k?
=

2↵

e

(2⇡)

4k2
?

Z 1

0
dz

1 + (1� z)

2

z

Z

d

2l?
l2?C(l?)

(l? � k?/z)2
. (4)

III. BENIC-FUKUSHIMA FORMULA

The amplitude is

hk,�|pAi = e

f

g

Z

d

4
x e

ik·x
Z

d

4
y tr

⇥

/✏

(�)
(k?)GF

(x, y) /A(y)G

F

(y, x)

⇤

. (5)

From the kinematical reason only the following will remain non-zero:

hk,�|pAi = �e

f

g

Z

d

4
p d

4
l d

4
l

0

(2⇡)

12
✓(l

0+
)✓(k

+ � l

0+
)(2⇡)�(�p

+ � l

+
+ l

0+
)(2⇡)�(l

+ � l

0+
+ k

+
)

⇥ tr

⇥

/✏

(�)
(k?)G

0
F

(l

0
)�

+
U(�p? � l? + l0?)G

0
F

(p+ l) /A(p)G

0
F

(l)�

+
U

†
(�l? + l0? � k?)G

0
F

(l

0 � k)

⇤

.

(6)

This trace part can be decomposed into the color trace given by

T (k?,p?, l?, l
0
?) ⌘ tr

⇥

U(�p? � l? � l0?)⇢p(p?)U
†
(�l? + l0? � k?)

⇤

, (7)

and the Dirac trace given by

W

µ

(k, p, l, l

0
) ⌘ tr

⇥

�

µ

(/l

0
+m)�

+
(/p+/l +m)/p

t

(/l +m)�

+
(/l

0 � /k +m)

⇤

. (8)

Because A
µ

(p) has large enhancement at p? ⇠ 0, we approximate p? ⇠ 0 when p? appears in the numerator. Also,

we set m = 0 when m appears in the numerator. These approximations significantly simplify the final expression.

Then, we can compute W

µ

(k, p, l, l

0
) and its transverse components are

W? ⇡ �16k

+l2?(l
0+k? + k

+l0?) . (9)

We can show that W

�
= 0 and so W

2
will have only the transverse contributions.

The amplitude then takes the following form:

hk,�|pAi ⇡ 16i e

f

g

Z

d

3
p d

3
l d

3
l

0

(2⇡)

9

Z

k

+

0

dl

0+

2⇡

l2?(l
0+k? � k

+l0?) T (k?,p?, l?, l
0
?)

(p

�
+ i✏)p2

?

⇥ 1

(l

02 �m

2
+ i✏)[(p+ l)

2 �m

2
+ i✏](l

2 �m

2
+ i✏)[(l

0 � k)

2 �m

2
+ i✏]

,

(10)
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Figure 2: Behavior of the correlator C(k⊥) as a function of k⊥. In this plot,
the value of Qs is such that Qs/Λ

QCD
= 10. Circles: computed value of C(k⊥).

Solid line: the “perturbative” value C(k⊥) ≈ 2Qs/k4
⊥, valid if k⊥ ≫ Qs.

Using this result, we have:

dσq→qγ
incl

d2k⊥

∣∣∣
pert.

=
2Nhe2

qαemα2
S

π2

C
F

k2
⊥

1∫

0

dz
1 + (1 − z)2

z

∫
d2l⊥

l2⊥[l⊥ − k⊥/z]2
(49)

where eq is the quark electric charge in units of the electron charge, and where
Nh ≡ πR2

∫
dz−µ2(z−) is the total number of hard color sources in the target

nucleus. Therefore, this expression has all the features of the bremsstrahlung of
a photon by a quark scattering off a parton inside the nucleus with the exchange
of a gluon in the t-channel (this term is the dominant one at large center of mass
energy).

In Eq. (47), the only factor that depends crucially on the saturation hypoth-
esis for the nucleus is the factor C(l⊥). Indeed, this term contains all the de-
pendence on the saturation scale, as well as the modifications of the transverse
momentum spectrum at scales below Qs. The transverse momentum depen-
dence of this object is illustrated in figure 2. In order to observe effects due to
this factor, it would be useful to measure both the radiated photon and the jet
induced by the outgoing quark. The photon-jet correlations, and in particular
the distribution of their total transverse momentum l⊥ = q⊥+k⊥, would indeed
enable one to extract in a rather direct way the function C(l⊥) itself. On the
contrary, if one measures only the photon spectrum, one can access only a given
moment of this function.
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⇠ ↵eh(g⇢p)2ihUU†UU†i

LO:

NLO:

(g⇢p)
2 < g⇢p ⇠ nq

NLO is overwhelming but the pA expansion still works
Systematic calculations feasible 
Not small corrections but dominant at high energies 
pA photon (hopefully) coming very soon
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Benic-Fukushima (2016)
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(a) (b) (c)

Figure 1: Diagrams contributing to the photon production in the pA collision. The solid line, the curly line, and the wavy line
represent quarks, gluons, and photons, respectively. Blobs on the x

� axis represent CGC resummed gluonic interaction with
⇢A. (a) LO Bremsstrahlung process (considered in Ref. [6]). (b) Another Bremsstrahlung process that can be of the same order
as (a) for abundant gluons in p. (c) Annihilation process that can be of the same order as (b) (considered in this work). The
remaining cases of diagrams of type (a), where the photon line is attached to the quark in the region x

+
< 0, or of type (b)

where photon couples also to the antiquark, are not shown for simplicity. Similarly, diagram (c) has four di↵erent combinations
depending on the relative position of the photon and the gluon vertex. However, only the case shown in (c) is non-zero - see
the text.

we mainly focus on the analytical computation and report the results for a single massless quark to avoid
notational complications.

3. Calculation of the amplitude

We now proceed to the calculation of the process in Fig. 1 (c). The necessary ingredient for the compu-
tation is the quark propagator in the presence of Aµ(x) given in Eq. (1). Since Aµ(x) is localized at x+ = 0,
we can write an analytical expression down for the quark propagator: iS(x, y) ⌘ h⌦

out

|T (x) ̄(y)|⌦
in

i. The
analytical form is [20]

S(x, y) = S
F

(x� y) + i✓(x+)✓(�y+)

Z

d4z �(z+)
⇥

U(z?)� 1
⇤

S
F

(x� z)/nS
F

(z � y)

� i✓(�x+)✓(y+)

Z

d4z �(z+)
⇥

U †(z?)� 1
⇤

S
F

(x� z)/nS
F

(z � y)
(2)

where the Wilson line takes care of the multiple interaction with CGC gluons, i.e.

U(x?) ⌘ P
x

+ exp



ig

Z 1

�1
dx

µ

Aµ(x)

�

. (3)

Here, S
F

(x � y) represents the free Feynman propagator, that is a Fourier transform of S
F

(p) = (/p +
m)/(p2 �m2 + i✏) as usual.

We can give the amplitude from the vacuum |⌦i to a single photon state |k,�i with momentum k and
polarization � using the LSZ reduction formula. From the diagram in Fig. 1 (c), equivalently, we can directly
write down the amplitude in terms of the propagator (2) on the CGC background as

M
�

(k) ⌘ hk,�|⌦i = eg

Z

d4x d4y eik·x Tr
⇥

✏/(k,�)S(x, y) /A
(1)

(y)S(y, x)
⇤

. (4)

In the above we denote the photon polarization vector by ✏µ(k,�) and the gluon field sourced by ⇢
p

by
Aµ

(1)

. Roughly speaking, Aµ

(1)

is the product of the free gluon propagator and ⇢
p

. Equation (4) represents

a quark loop diagram with a photon vertex at x and a gluon vertex at y, and as illustrated in Fig. 1 (c),
only the contribution from x+ > 0 and y+ < 0 is non-zero. The case with x+ < 0 and y+ < 0 vanishes

3

rp + propagator
Known

⇠ SF �+U SF
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and a(x) ⌘ x � 1

2

, and see below Eq. (28) for the definition of b(x). Finally, we
put all the terms together to rewrite the amplitude as

M�(k) =
eg2

⇡

Z

1

0

dx

Z

d2p?
(2⇡)2

d2p0
?

(2⇡)2
d2q?
(2⇡)2

1

p2?

1

(xk? � q?)2 + m2

⇥ 1

(xp? � q? + p

0
?)2 + m2

p(x)

n

R
1

(p?,p0
?, q?)(xk� � q�)

+ R
2

(k?,p?, q?)(xp� � q� + p0�) + R
3

(k?,p?, q?)p�
o

⇥ Trc
⇥

U(p0
?) ⇢p(p?) U†(p? + p

0
? � k?)

⇤

. (32)

We now make a few general comments about the above amplitude. First, de-
composing the amplitude as M�(k) = ✏µ�(k)Tµ(k), we have explicitly checked
that the Ward identity, kµT µ(k) = 0, holds. The relevant steps of this calcu-
lation are summarized in Appendix A. Second, we note that the numerator
depends on a combination of xk? � q? and the same dependence is found in
the denominator. This leads to a consequence that any collinear singularity in
the q?-integration even at m = 0 does not appear due to the cancellation by
the numerator.

At this point it is useful to replace the integration variable as p

0
? ! l? ⌘

p

0
? � q? + 1

2

p?. We transform the Wilson lines back in position space for
convenience. Shifting the integration variables as xk?�q? ! q? and a(x)p?+
l? ! l?, we can evaluate the transverse momentum integrals with the help of

Z

d2q?
(2⇡)2

eiq?·x?

q2? + m2

=
1

2⇡
K

0

(x?m) ,

Z

d2q?
(2⇡)2

eiq?·x?

q2? + m2

q? · y? =
i

2⇡
x̂? · y? mK

1

(x?m) ,

(33)

where x̂? ⌘ x?/x? and K
0,1(x) are the modified Bessel functions of the zeroth

and the first order, respectively. After all, the final expression for the amplitude
that we will use for the computation of the photon production rate is

M�(k) =
eg2

4⇡3

Z

1

0

dx

Z

d2u? d2v?

Z

d2p?
(2⇡)2

e�i(k?�p?)·[v?+a(x)u?]

⇥ ⇢ap(p?)

p2?
Trc



U
⇣

v? +
u?
2

⌘

T a
FU†

⇣

v? � u?
2

⌘

�

⇥ ⇥

û�p? 1

(p?,u?, x) + p� 2

(p?,u?, x)
⇤

, (34)

where

 
1

(p?,u?, x) ⌘ �4ia(x)b(x)p?K
0

(mp(x)u?)mK
1

(mu?)

+ 4b(x)p̂? · û?mp(x)K
1

(mp(x)u?)mK
1

(mu?) , (35)

 
2

(p?,u?, x) ⌘ mK
1

(mu?)mp(x)K
1

(mp(x)u?)

+ m2K
0

(mu?)K
0

(mp(x)u?) . (36)
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and a(x) ⌘ x � 1

2

, and see below Eq. (28) for the definition of b(x). Finally, we
put all the terms together to rewrite the amplitude as

M�(k) =
eg2

⇡

Z

1

0

dx

Z

d2p?
(2⇡)2

d2p0
?

(2⇡)2
d2q?
(2⇡)2

1

p2?

1

(xk? � q?)2 + m2

⇥ 1

(xp? � q? + p

0
?)2 + m2

p(x)

n

R
1

(p?,p0
?, q?)(xk� � q�)

+ R
2

(k?,p?, q?)(xp� � q� + p0�) + R
3

(k?,p?, q?)p�
o

⇥ Trc
⇥

U(p0
?) ⇢p(p?) U†(p? + p

0
? � k?)

⇤

. (32)

We now make a few general comments about the above amplitude. First, de-
composing the amplitude as M�(k) = ✏µ�(k)Tµ(k), we have explicitly checked
that the Ward identity, kµT µ(k) = 0, holds. The relevant steps of this calcu-
lation are summarized in Appendix A. Second, we note that the numerator
depends on a combination of xk? � q? and the same dependence is found in
the denominator. This leads to a consequence that any collinear singularity in
the q?-integration even at m = 0 does not appear due to the cancellation by
the numerator.

At this point it is useful to replace the integration variable as p

0
? ! l? ⌘

p

0
? � q? + 1

2

p?. We transform the Wilson lines back in position space for
convenience. Shifting the integration variables as xk?�q? ! q? and a(x)p?+
l? ! l?, we can evaluate the transverse momentum integrals with the help of

Z

d2q?
(2⇡)2

eiq?·x?

q2? + m2

=
1

2⇡
K

0

(x?m) ,

Z

d2q?
(2⇡)2

eiq?·x?

q2? + m2

q? · y? =
i

2⇡
x̂? · y? mK

1

(x?m) ,

(33)

where x̂? ⌘ x?/x? and K
0,1(x) are the modified Bessel functions of the zeroth

and the first order, respectively. After all, the final expression for the amplitude
that we will use for the computation of the photon production rate is

M�(k) =
eg2

4⇡3

Z

1

0

dx

Z

d2u? d2v?

Z

d2p?
(2⇡)2

e�i(k?�p?)·[v?+a(x)u?]

⇥ ⇢ap(p?)

p2?
Trc



U
⇣

v? +
u?
2

⌘

T a
FU†

⇣

v? � u?
2

⌘

�

⇥ ⇥

û�p? 1

(p?,u?, x) + p� 2

(p?,u?, x)
⇤

, (34)

where

 
1

(p?,u?, x) ⌘ �4ia(x)b(x)p?K
0

(mp(x)u?)mK
1

(mu?)

+ 4b(x)p̂? · û?mp(x)K
1

(mp(x)u?)mK
1

(mu?) , (35)

 
2

(p?,u?, x) ⌘ mK
1

(mu?)mp(x)K
1

(mp(x)u?)

+ m2K
0

(mu?)K
0

(mp(x)u?) . (36)
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and a(x) ⌘ x � 1

2

, and see below Eq. (28) for the definition of b(x). Finally, we
put all the terms together to rewrite the amplitude as

M�(k) =
eg2

⇡

Z

1

0

dx

Z

d2p?
(2⇡)2

d2p0
?

(2⇡)2
d2q?
(2⇡)2

1

p2?

1

(xk? � q?)2 + m2

⇥ 1

(xp? � q? + p

0
?)2 + m2

p(x)

n

R
1

(p?,p0
?, q?)(xk� � q�)

+ R
2

(k?,p?, q?)(xp� � q� + p0�) + R
3

(k?,p?, q?)p�
o

⇥ Trc
⇥

U(p0
?) ⇢p(p?) U†(p? + p

0
? � k?)

⇤

. (32)

We now make a few general comments about the above amplitude. First, de-
composing the amplitude as M�(k) = ✏µ�(k)Tµ(k), we have explicitly checked
that the Ward identity, kµT µ(k) = 0, holds. The relevant steps of this calcu-
lation are summarized in Appendix A. Second, we note that the numerator
depends on a combination of xk? � q? and the same dependence is found in
the denominator. This leads to a consequence that any collinear singularity in
the q?-integration even at m = 0 does not appear due to the cancellation by
the numerator.
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0
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p

0
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2
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l? ! l?, we can evaluate the transverse momentum integrals with the help of

Z
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(2⇡)2
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=
1

2⇡
K

0

(x?m) ,

Z
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(2⇡)2

eiq?·x?

q2? + m2

q? · y? =
i

2⇡
x̂? · y? mK

1

(x?m) ,

(33)
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where
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0
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1

(mu?)
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1

(mp(x)u?)mK
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(mu?) , (35)

 
2

(p?,u?, x) ⌘ mK
1
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The gluon fields Aµ
(1<)

in Eq. (4) have non-vanishing transverse components.

Plugging Eqs. (24) and (25) into Eq. (4) we have Ai
(1<)

(p) in the following
form,

Ai
(1<)

(p) = ig
1

(k+ + i✏)
⇣

!2
q�p0

2q+ � !2
q�p�p0

2(q+�k+
)

� i✏
⌘

pi

p2?
⇢p(p?) , (26)

where the q� dependence has canceled out. Therefore, for the q�-integration
there are two remaining singularities; one above the real axis from SF (q�k) and
the other below the real axis from SF (q). We choose to pick up the singularity
in SF (q) at

q� =
!2

q

2q+
� i✏ . (27)

Now, we still have the q+-integration and three transverse integrations with
respect to p?, p0

?, and q?. The amplitude has two non-trivial denominators
coming from Ai

(1<)

(p) and SF (q � k). We can further simplify the singular
denominator as



!2

q�p0

2q+
� !2

q�p�p0

2(q+ � k+)

�

2(q+ � k+)

✓

!2

q

2q+
� k�

◆

� !2

q�k

�

=
k+2

2q+2(q+ � k+)

⇥

(xk? � q?)2 + m2

⇤⇥

(xp? � q? + p

0
?)2 + m2

p(x)
⇤

,

(28)

where x ⌘ q+/k+. Later we will use x as an integration variable instead of q+.
In the above we defined m2

p(x) ⌘ m2 + b(x)p2? with b(x) ⌘ x(1 � x).
Let us turn to the calculation of the numerator. We have computed the Dirac

trace with the help of FeynCalc [24]. Using the explicit form of the polarization
vector,

✏�µ(k) = g�µ � n�kµ + nµk�
n · k

(29)

with the physical polarizations � = 1, 2, we find that the Dirac trace eventually
leads to

TrD
⇥

✏/�(k)(q/ + m)/n(q/ � /p0 + m)p? · �?(q/ � /p � /p0 + m)/n(q/ � /k + m)
⇤

= 8k+2

⇥

R
1

(p?,p0
?, q?)(xk� � q�)

+ R
2

(k?,p?, q?)(xp� � q� + p0�) + R
3

(k?,p?, q?)p�
⇤

,

(30)

where we defined,

R
1

(p?,p0
?, q?) ⌘ a(x)b(x)p2

? � [1 � 4b(x)](xp? � q? + p

0
?) · p? ,

R
2

(k?,p?, q?) ⌘ (xk? � q?) · p? ,

R
3

(k?,p?, q?) ⌘ (xk? � q?) · p? � m2 ,

(31)
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Looks complicated but the structure is intuitive

Ward identity:✔
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4.1. Squaring the amplitude

For variables in the complex conjugated amplitude, we will use primes on
the coordinates u?, v?, the gluon momentum p?, the momentum fraction x,
and the color index a, which all characterize the amplitude (34). For the color
average over ⇢p we follow the notation of Ref. [18] to define the unintegrated
gluon distribution function as

g2
⌦

⇢ap(p?)⇢†a
0

p (p?)
↵ ⌘ �aa

0

⇡(N2

c � 1)
p2? 'p(p?) , (40)

where the color average is taken for the proton. Transverse momentum integral
over 'p(p?) will be proportional ng that we discussed in Sec. 2 (see Eq. (57)
for a precise relation). The photon production rate is also proportional to the
Wilson line product, and we define,

S(y?, z?,y0
?, z0

?) ⌘ 1

Nc

D

Trc
⇥

U(y?)T a
FU †(z?)

⇤

Trc
⇥

U(z0
?)T a

FU†(y0
?)

⇤

E

,

(41)
where the color average is taken for the nucleus. We have the original coordinate
variables through y? = v? � u?/2, z? = v? + u?/2 and y

0
? = v

0
? � u

0
?/2,

and z

0
? = v

0
? + u

0
?/2. Next, we shift the coordinates of the proton position as

v? ! v?�b and v

0
? ! v

0
?�b. In this way we moved the origin of the coordinate

system from the proton to the nucleus. In the infinite limit of nucleus transverse
size the correlator (41) is invariant under translation in the transverse plane and
therefore independent of b. The integration over the impact parameter thereby
results in a factor,

Z

d2b e�i(p?�p

0
?)·b = (2⇡)2�(2)(p? � p

0
?) . (42)

As a further consequence from translational invariance, the correlator (41) is
independent of the overall center of mass coordinate, v? + v

0
?, so that the

integration over v? and v

0
? is reduced to

Z

d2v?d2v0
? = ⇡R2

A

Z

d2w? , (43)

where ⇡R2

A is the transverse area of the nuclei and w? ⌘ v? � v

0
?.

For a given polarization �, the amplitude (34) is a linear combination of
û� and p�. Squaring the amplitude and summing over � results in four terms
proportional to  

1

 0⇤
1

û?· û0
?,  

2

 0⇤
2

,  
1

 0⇤
2

û?· p̂?, and  
2

 0⇤
1

p̂?· û0
?, re-

spectively. Here we used an abbreviated notation  
1,2 ⌘  

1,2(p?,u?, x) and
 0

1,2 ⌘  
1,2(p0

?,u0
?, x0). The last two terms are shown to be equal by exchang-

ing the original and the primed coordinates and momentum fractions, that is,
u? $ u

0
?, x $ x0, followed by a reflection u? ! �u? and u

0
? ! �u

0
?. Such a

transformation leaves the exponential factor e�i(k?�p?)·[v?�v

0
?+a(x)u?�a(x0

)u

0
?]

as well as the Wilson line product (41) intact. Due to the relations (37), we can
write  

1

 0⇤
2

û? · p̂? =  
2

 0⇤
1

p̂? · û0
?, under the integral.
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for logarithmic singularity) which should be cut off by the confining scale §°1

QCD

. Because
Q

s

(which is ª GeV order) is typically greater than §
QCD

ª fm°1 by one order of magni-
tude at least, we do not have to concern non-singlet parts. From now on, accordingly, we
consider only the singlet part of the color structure of the Wilson line product.

2.3 n-point function;
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U(x

1?)Ø1Æ1U(x
2?)Ø2Æ2 · · · U(xn?)ØnÆn

Æ

Now that we have understood the computational procedure, it is easy to generalize the
formulae to the n-point case. The integral equation can be diagrammatically represented
as

= + + + +· · ·

The R.H.S. consists of all the possible permutations of one ladder bridging over two out
of n Wilson lines. The horizontal lines are hU(b°, a°|x?)i with all the tadpole insertions.
The corresponding equation is

≠
U(b°, a°|x

1?)Ø1Æ1U(b°, a°|x
2?)Ø2Æ2 · · · U(b°, a°|xn?)ØnÆn

Æ

=
nY

i=1

≠
U(b°, a°|xi?)

Æ
ØiÆi
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X

i>j

Z b°
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dz°µ2(z°)

Z
dz
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?G
0

(xi?°z?)G
0

(xj?°z?)£
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nY
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Æ
. (2.22)

The above integral equation takes a similar form to the case of two-point function in
Eq. (2.12), so that we can find the solution in the same way as

≠
U(x

1?)Ø1Æ1U(x
2?)Ø2Æ2 · · · U(xn?)ØnÆn

Æ
= exp[°(H

0

+ V )]Ø1···Øn;Æ1···Æn (2.23)

with

H
0

= Q2
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N2

c

° 1

µ nX

k=1

tak

∂
2

L(0, 0) , (2.24)

V = °Q2

s

2N
c

N2

c

° 1

X

i>j

tai taj ° (xi?, xj?) . (2.25)

These expressions are plain generalization of Eqs. (2.18) and (2.19). Again, H
0

is propor-
tional to the second-order Casimir operator, and after decomposing the color structure into
irreducible representations, we can drop non-singlet parts. What we should do to simplify
the result further is find the singlets out of the direct product of SU(N

c

) matrices which
make H

0

vanishing. For example, in case of the four-point function of Wilson lines in the
adjoint representation with N

c

= 3 (i.e. four gluon propagation through a dense target),
there are eight independent singlets out of 8≠ 8≠ 8≠ 8. Thus, the Wilson line correlator

– 8 –
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Master formula Fukushima-Hidaka arXiv:0704.2806



April 27, 2017 @ BNL

Annihilation Diagram

13

Benic-Fukushima (2016)

4.1. Squaring the amplitude

For variables in the complex conjugated amplitude, we will use primes on
the coordinates u?, v?, the gluon momentum p?, the momentum fraction x,
and the color index a, which all characterize the amplitude (34). For the color
average over ⇢p we follow the notation of Ref. [18] to define the unintegrated
gluon distribution function as

g2
⌦

⇢ap(p?)⇢†a
0

p (p?)
↵ ⌘ �aa

0

⇡(N2

c � 1)
p2? 'p(p?) , (40)

where the color average is taken for the proton. Transverse momentum integral
over 'p(p?) will be proportional ng that we discussed in Sec. 2 (see Eq. (57)
for a precise relation). The photon production rate is also proportional to the
Wilson line product, and we define,

S(y?, z?,y0
?, z0

?) ⌘ 1

Nc

D

Trc
⇥

U(y?)T a
FU †(z?)

⇤

Trc
⇥

U(z0
?)T a

FU†(y0
?)

⇤

E

,

(41)
where the color average is taken for the nucleus. We have the original coordinate
variables through y? = v? � u?/2, z? = v? + u?/2 and y

0
? = v

0
? � u

0
?/2,

and z

0
? = v

0
? + u

0
?/2. Next, we shift the coordinates of the proton position as

v? ! v?�b and v

0
? ! v

0
?�b. In this way we moved the origin of the coordinate

system from the proton to the nucleus. In the infinite limit of nucleus transverse
size the correlator (41) is invariant under translation in the transverse plane and
therefore independent of b. The integration over the impact parameter thereby
results in a factor,

Z

d2b e�i(p?�p

0
?)·b = (2⇡)2�(2)(p? � p

0
?) . (42)

As a further consequence from translational invariance, the correlator (41) is
independent of the overall center of mass coordinate, v? + v

0
?, so that the

integration over v? and v

0
? is reduced to

Z

d2v?d2v0
? = ⇡R2

A

Z

d2w? , (43)

where ⇡R2

A is the transverse area of the nuclei and w? ⌘ v? � v

0
?.

For a given polarization �, the amplitude (34) is a linear combination of
û� and p�. Squaring the amplitude and summing over � results in four terms
proportional to  

1

 0⇤
1

û?· û0
?,  

2

 0⇤
2

,  
1

 0⇤
2

û?· p̂?, and  
2

 0⇤
1

p̂?· û0
?, re-

spectively. Here we used an abbreviated notation  
1,2 ⌘  

1,2(p?,u?, x) and
 0

1,2 ⌘  
1,2(p0

?,u0
?, x0). The last two terms are shown to be equal by exchang-

ing the original and the primed coordinates and momentum fractions, that is,
u? $ u

0
?, x $ x0, followed by a reflection u? ! �u? and u

0
? ! �u

0
?. Such a

transformation leaves the exponential factor e�i(k?�p?)·[v?�v

0
?+a(x)u?�a(x0

)u

0
?]

as well as the Wilson line product (41) intact. Due to the relations (37), we can
write  

1

 0⇤
2

û? · p̂? =  
2

 0⇤
1

p̂? · û0
?, under the integral.
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has been considered only for some very specific configurations [32]. Eventually,
one would want to constrain the quadrupole evolution by using experimental
data as it is done for the rcBK evolution by the DIS data from HERA.

In this work, as a preliminary for going into such quantitative studies, we
will make a Gaussian approximation for the color distribution over the nuclei
WA[xA; ⇢A], which defines the McLerran-Venugopalan (MV) model [1] as

⌦

⇢aA(x?)⇢bA(y?)
↵

= g2�abµ2

A�(2)(x? � y?) , (49)

where the parameter µA is related to the saturation momentum Qs. Here we
shall employ a simple definition of Qs by

Q2

s ⌘ N2

c � 1

4Nc
g4µ2

A . (50)

The MV model for the nuclei takes into account the multiple scattering e↵ect,
and typically, the MV model is considered to work up to a moderate value of
xA ⇠ 10�2. To reach a region with far smaller xA we should consider the MV
model as an initial condition for the evolution equations.

Using the standard techniques of the MV model [18, 33, 34] we have found it
most convenient to directly calculate S(y?, z?,y0

?, z0
?) in position space. The

calculation steps are collected in Appendix C leading to the following result:

S(y?, z?,y0
?, z0

?) =
1

Nc

(N2

c � 1)(� � ↵)
p

N2

c (↵ � �)2 � 4(↵ � �)(� � �)

⇥ exp



�2� + (N2

c � 2)(↵ + �)

N2

c � 1

�

⇥ sinh



Nc

N2

c � 1

p

N2

c (↵ � �)2 � 4(↵ � �)(� � �)

�

.

(51)

We note that the above result does not rely on the large-Nc limit. Here we
defined functions, ↵, �, and � as

2↵(y?, z?,y0
?, z0

?) ⌘ B
2

(|y? � z

0
?|) + B

2

(|z? � y

0
?|) ,

2�(y?, z?,y0
?, z0

?) ⌘ B
2

(|y? � y

0
?|) + B

2

(|z? � z

0
?|) ,

2�(y?, z?,y0
?, z0

?) ⌘ B
2

(|y? � z?|) + B
2

(|y0
? � z

0
?|) .

(52)

with B
2

having the following explicit expression [33],

B
2

(x?) ⌘ 2Q2

s

Z 1

0

k?dk?
2⇡

1 � J
0

(k?x?)

(k2

? + ⇤2

QCD

)2

=
1

2⇡

Q2

s

⇤2

QCD

h

1 � x?⇤
QCD

K
1

(x?⇤
QCD

)
i

,

(53)

where we use ⇤
QCD

as an infrared regulator again. It would be useful to point
out that the above expression for S has the following symmetries:

S(z?,y?, z0
?,y0

?) = S(�y?, �z?, �y

0
?, �z

0
?) ,

S(z?,y?, z0
?,y0

?) = S(y?, z?,y0
?, z0

?) .
(54)
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Figure 5: Photon production rate as a function of k? in the unit of ⇤QCD in the limit of
vanishing quark mass and for Qs = 5⇤QCD and Qs = 10⇤QCD. The thin lines represent the
exponential fit, while the thick lines with light colors correspond to the power-law type fit.

where J
0

(x) is the zeroth order Bessel function. To calculate the above in
practice, we use the numerical method known as the Quasi Discrete Hankel
Transform (QDHT) [36]3. The computation of the function F (r?) is performed
on a grid corresponding to the points prescribed by the QDHT algorithm. In the
case Qs = 10⇤

QCD

the maximum value on the grid is chosen as rmax

? ⇤
QCD

= 3
and for the case Qs = 5⇤

QCD

we have taken rmax

? ⇤
QCD

= 6. The minimal value
of r? is set by fixing the number of grid points within the QDHT algorithm. In
the calculation of F (r?) we used 102 points. We have tested the sensitivity to
the cuto↵s imposed by the QDHT algorithm. In particular, we confirmed that
the results up to k? ' 7Qs are numerically reliable. This is the maximum value
shown in our final numerical results in Fig. 5.

5.2. Discussion of the results

We show the numerical results for the photon spectrum in Fig. 5 as a function
of the transverse momentum k?. We see that the curve slightly flattens at low
momentum, which is attributed to the saturation property. For the results in
Fig. 5 we consider the case of a single quark flavor with vanishing quark mass
and use ↵ = 1/137. Although nq ⌧ ng ⌧ Q2

s by definition of the semi-CGC
regime of our present interest, there is some theoretical uncertainty in precisely
determining ng of the proton. Thanks to the simple linear dependence on ng

3We thank Francois Gelis for suggesting the QDHT algorithm and for sharing with us his
note on the numerical procedure.

20

Figure 6: Dependence of the total produced photons dN/dy per unit rapidity on the quark
mass m. The value Qs = 10⇤QCD was adopted. The line thickness represents the 3� error
estimate in the MISER Monte Carlo algorithm.

as a result of the expansion in terms of ⇢p, we present our numerical results by
scaling ng out entirely.

The data points on Fig. 5 correspond to the results from the QDHT trans-
form, while the solid lines represent the fit results. The soft part of the spec-
trum up to k? ⇠ 2Qs is very well described with a exponential fitting func-
tion, exp

��p

k2

? + (0.5Qs)2/0.5Qs

�

. As an alternative, a Lorentzian-type fit-
ting function, (k2 + (1.3Qs)2)�2.4, can work as nicely as the exponential form.
The semi-hard part for k? >⇠ 2Qs can be fitted by the perturbative power-law
tail as (log(k?/Qs))1.5/k5.6

? . In Fig. 5 we show the exponential fit by the thin
lines and the power-law fit by the thick lines with light colors. In Ref. [9] the
Glasma photons would yield a thermal-like spectrum in the AA collisions, and
our calculations partially support this for k? <⇠ 2Qs, though a Lorentzian shape
can be another choice.

According to Eq. (58) the number of produced photons dN/dy is given as

1

⇡R2

A⇡R2

p↵sng
· dN

dy
=

↵

2⇡6

N2

c

N2

c � 1
F (0) . (65)

In Fig. 6 we show dN/dy as a function of the quark mass for the choice of
Qs = 10⇤

QCD

. We numerically found that the results for m >⇠ 2⇤
QCD

can
be well fitted by (log(m/⇤

QCD

))1.8/m2.6. From this we can say that the mass
dependence is minor for the strange quark, while the photon production is sup-
pressed by a factor ⇠ 5 for the charm quark.

21

UV tail behaves  
 numerically like:

8-dim numerical 
integration  
(Monte-Carlo)

Exponential fit
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Loops vanish for u, d, s quarks

qu + qd + qs = 0
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Figure 5: Regular contributions for the amplitude with two Wilson lines in the fundamental representation.

where the total Dirac structure is combined as

Tµ

q

(k1?) ⌘
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X

�=3

Rµ

�

(k1?) , Tµ

q̄

(k1?) ⌘
8

X

�=6

Rµ

�

(k1?) . (26)

In the first term in (25), we introduced a dummy integration over y? and k?. In the second term in (25),
we renamed x? ! y? and further, introduced a dummy integration over x? and k?.

Let us now consider the case where there are two insertions of the e↵ective vertex on the quark propagator.
The contribution corresponding to a photon emission between two insertions of the e↵ective vanishes for
the same kinematic reasons as previously – the pole integration yields a null contribution. Thus the only
non-zero contributions come from diagrams where one insertion is on the quark line and the other on the
anti-quark line. There are four such contributions, which are listed as diagrams (9)–(12) in Fig. 5.

All of these diagrams are computed with the same logic as previously. As an example, we focus on
diagram (9). The corresponding amplitude can be written as

Mµ

9 (p, q,k�

) =

Z

d4k

(2⇡)4
d4k1
(2⇡)4

ū(q)(�iq
f

e�µ)S0(q + k
�

)T (k, q + k
�

)S0(q + k
�

� k)

⇥ (�ig /A
R

(k1) · t)S0(q + k
�

� k � k1)T (q + k
�

� k � k1,�p)v(p) .

(27)

As for the case with only one e↵ective vertex, and for the same reasons articulated there, only the proton
piece Aµ

p

of the regular field Aµ

R

contributes. The integrals over k+, k+1 and k�1 can be performed thanks
to the �-functions in the two e↵ective vertices T and in Aµ

p

, respectively. The remaining integration over
k� can be evaluated by the method of residues. As in the case of the one e↵ective vertex insertion, the
gluon scattering vertices (Cµ

U

and Cµ

V

) are kinematically forbidden by the pole integration. Performing
similar steps for the remaining diagrams (10)–(12), the amplitude of the sum of the diagrams (9)–(12) can
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Figure 3: Brehmstrahlung diagrams without gluon insertions in the quark and antiquark lines.

In the following computation, we shall include only one insertion of Aµ

R/S

on the quark propagator, regular or
singular, to stay consistently at first order in the proton source ⇢

p

. As noted, the number of gluon insertions
from the nucleus onto the quark and antiquark lines from the nucleus can, however, in our dilute-dense
power counting, be as many as the kinematics permit. The amplitude can be decomposed into the external
polarization vector of the photon and an amplitude vector, with the results in the following subsections
expressed in terms of the amplitude vector defined as

M
�

(p, q,k
�

) ⌘ ✏⇤
µ

(k
�

,�)Mµ(p, q,k
�

) , (13)

where q, p, and k

�

are the quark, the antiquark, and the photon external three momenta, respectively, and
� is the photon polarization. We summarize in Table 1 the momenta notations that will be used in the
following calculations.

2.2. Regular contributions to the amplitude

Following the above stated classification, we will proceed to find the regular diagrams which have no
fundamental Wilson lines first. For this case, there are two diagrams, shown on Fig. 3, with exactly one
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/q + /k
�

+m

(q + k
�

)2 �m2

⇥
n

⇥

U(x?)� 1
⇤

ba

/C
U

(P,k1?) +
⇥

V (x?)� 1
⇤

ba

/C
V,reg(P )

o

tbv(p) .

(17)

7

⇠ Uad

⇠ UtaU†

q

�

⇥⇥p A



April 27, 2017 @ BNL

Bremsstrahlung Diagram

18

q

�

⇥⇥p A

Benic-Fukushima-Garcia-Montero-Venugopalan (2016)

AR

Q̄(p)

Q(q)

“(k“)

(3)
AA

AR

Q̄(p)

Q(q)

“(k“)

(4)

AA

AR

“(k“)

Q̄(p)

Q(q)

(5)
AA

AR

“(k“)

Q̄(p)

Q(q)

(6)
AA

AR

Q̄(p)

“(k“)

Q(q)

(7)
AA

AR

Q̄(p)

Q(q)

“(k“)

(8)
AA
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It will be shown in the next subsection that the singular contributions will cancel the terms with the Wilson
line V –the final expression has no dependence on V .
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†.

Following the same procedure as the one for (R1), one finds the amplitude contribution (R2) for the photon
emitted from the antiquark to be

Mµ

R2(p, q,k�

) = �q
f

eg2

P 2

Z

k1?

Z

x?

⇢a
p

(k1?)

k

2
1?

ei(P?�k1?)·x? ū(q)
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with

Tµ

g

(k1?) ⌘
2
X

�=1

Rµ

�

(k1?) . (45)

This last expression extends the Dirac structure found in Ref. [8] to photon production. We note that in
Eq. (44) we introduced a dummy integration over x?, y? and k? to ensure that all the terms have identical
integration variables.

The result (44) can be further simplified by making use of the identities,
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q
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(P?)� Tµ

qq̄
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qq̄
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qq̄

(0,k1?) = 0 .
(46)

Using Eq. (46), the expression for the amplitude can considerably simplify to
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(47)

This expression for the photon amplitude is a key result of this work. In Appendix A, we will show that
this expression for the amplitude in Lorenz gauge is identical to the expression derived in light-cone gauge.

Before we conclude this section, we wish to make a few points regarding the final result. Firstly, in
Eq. (46), the sum of the four e↵ective vertices is zero as a consequence of momentum conservation. If there
is no nuclear and proton momentum transfer, the quark-antiquark dipole cannot be created. The second
and third relations in Eq. (46) stand for the vanishing of contributions if there is no momentum transfer
either from the projectile or the target. We are thus left only with contributions to the photon amplitude
that have i) both the quark and the antiquark interact with the nucleus after being created (and before or
after radiating the photon), and those ii) where the gluon from the proton scatters o↵ the nucleus before
creating the quark-antiquark pair and thence, the photon.

3. The inclusive photon cross section

The probability for creating a qq̄ pair with 4-momenta q and p, respectively, and a photon with momentum
k
�

, for a fixed distribution of sources ⇢
p

in the projectile and ⇢
A

in the target, respectively, is given by

P �
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�
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�

2
. (48)

Here E
p

, E
q

and E
k� denote the relativistic energies of the antiquark, quark and photon, respectively. The

sum over polarizations can be taken by noting that

X

�

�

�M
�

(p, q,k
�
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�
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2
=
X

�

✏
µ

(k
�

,�)✏⇤
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,�)Mµ(p, q,k
�

)Mµ⇤(p, q,k
�

) . (49)

The color average of an inclusive quantity O must be taken after taking the modulus squared of the ampli-
tude [7],

hOi =
Z

D⇢
p

D⇢
A

W
p

[⇢
p

]W
A

[⇢
A

]O[⇢
p

, ⇢
A

] . (50)

The weight functionals W
p

[⇢
p

] and W
A

[⇢
A

] are density matrices that obey the JIMWLK evolution equa-
tions [24, 25, 26, 27] that describe the renormalization group evolution of distributions of color charges in
the wave-functions of the projectile and the target, respectively, from their respective fragmentation regions
at large x down to the small x values probed by measurements in high energy collisions.
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Structure is simple but the full expression is…
Appendix B.1. Photon Ward identity

The photon Ward identity implies that the amplitude vector given in Eq. (47) should satisfy

k
�µ

Mµ(p, q,k
�

) = 0 . (B.1)

As we demonstrate below, this is satisfied independently for Tµ

g

and Tµ

qq̄

terms that constitute the total
amplitude. For Tµ

g

, we immediately notice,
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which we can easily prove using (/p � m)/k
�

= �/k
�

(/p � m) + 2p · k
�

in the first term and /k
�

(/q + m) =
�(/q + m)/k

�

+ 2q · k
�

in the second term and the Dirac equations satisfied by ū(q) and v(p). For Tµ

qq̄

, it
is somewhat more involved to prove a counterpart of the identity. By definition as given in Eq. (29) Tµ

qq̄

is
a sum of Rµ

�

with � = 9, · · · , 12. Using the explicit forms of Rµ

�

in Eq. (30), we can prove the following
relation,
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The di↵erent denominators in the expressions above, N
k

(k?,k1?) in Rµ

9 and Rµ

11 and N
q

(k?,k1?) in Rµ

10

and Rµ

12, cancel with the numerator after taking the contraction with the photon momentum, k
�µ

. This
cancellation occurs in a way similar to the Tµ

g

case as a consequence of anticommuting the gamma matrices
and using the Dirac equations satisfied by ū(q) and v(p) as well as using the on-shell-ness of the photon
momentum. This leads to

ū(q) k
�µ

Tµ

qq̄

(k?,k1?)v(p) = 0 . (B.3)

Since the Tµ

g

and the Tµ

qq̄

contributions separately vanish, we have confirmed that the photon Ward iden-
tity (B.1) is certainly satisfied.

Appendix B.2. Soft-photon factorization

As we will demonstrate explicitly, the photon production amplitude we have derived satisfies the Low-
Burnett-Kroll theorem: we will recover the non-radiative amplitude (and sub-leading pieces coming from
the diagrams (11) and (12) in Fig. 5 in which the photon is not radiated from external legs) The leading
contributions encompass sub-processes in which the photon is radiated after the qq̄ pair scatters o↵ the
nucleus, and thus the photon is attached to exteral legs. Such leading terms possess the factor,

/q + /k
�
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)2 �m2
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/p+ /k
�
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. (B.4)

The numerators are finite in the k
�

! 0 limit, and non-vanishing contributions under this limit are

�µ(/p+ /k
�

�m)v(p) ! (/p�m)�µv(p) = 2pµv(p) ,

ū(q)�µ(/q + /k
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+m) ! ū(q)�µ(/q +m) = 2qµū(q) , (B.5)

while the denominators are divergent in the k
�

! 0 limit, and we should keep a linear term in k
�

as

(p+ k
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. (B.6)

With these simplifications, we find,
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Ward identity:
satisfied separately for Tg and Tqq 

Necessary conditions for correctness

✔

Leading-twist (perturbative)✔
Soft-photon limit (Low-Burnett-Kroll theorem)✔

✔ Gauge invariance (Coulomb/Light-cone)
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obtains,
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. (62)

This expression is the main result of this paper. In the previous related work on quark-antiquark pro-
duction [8, 29], the integration over the momentum of the quark or the antiquark enabled one to simplify
the result so that it depended only on the �g,g

A

and �qq̄,g

A

nuclear distributions. Unfortunately, it appears
no such simplification is possible here due to the particular momentum dependence of the ⌧

n,m

functions.
Equation (62), however, simplifies considerably in the k? factorization and collinear pQCD limits, which
will be the subject of the next section.

4. k? factorization and collinear factorization limits

Our master expression, Eq. (62), can be simplified considerably in a high transverse momentum expansion
of the nuclear unintegrated distributions. The high momentum expansion corresponds to expanding the
Wilson lines, Ũ(x?) and U(x?) in the fundamental and the adjoint representations, to lowest non-trivial
order in terms of ⇢

A

/r2
?. This is equivalent to the leading twist expansion in pQCD as will become manifest

when we consider the collinear factorization limit of our expressions. Physically, this limit corresponds to the
dynamics when the density of color sources is large enough to be represented as classical color charges, but
only one of the color charges in this classical color distribution is resolved by a high transverse momentum
probe.

A further simplification occurs for large nuclei with Gaussian random color sources [32, 33, 34] that
satisfy the relation,

h⇢a
A

(x?)⇢
b

A

(y?)i = �ab�(2)(x? � y?)µ
2
A

, (63)

where the color charge squared per unit area is µ2
A

= A/(2⇡R2) ⇠ A1/3. In general, the correlations
amongst color sources in the nuclear wave-function is given by the weight functional W

A

[⇢
A

], which as we
noted previously, satisfies the JIMWLK equation. This equation is formally equivalent to the Balitsky-
JIMWLK hierarchy [35, 36] of n-point Wilson line correlators. The JIMWLK equation has been solved
numerically [37, 38]. It was found, to a good approximation, that the solution is well represented by a
non-local Gaussian [38], with µ2

A

! µ2
A

(Y
A

,x?), with which we can define,

'
A

(Y
A

,k?) =
2⇡NcCF

g2

k

2
?

Z

x?

µ2
A

(Y
A

,x?) , (64)

such that '
A

(Y
A

,k?) obeys the Balitsky-Kovchegov (BK) equation [35, 39]. In this expression, Y
A

is the
rapidity, relative to the nuclear beam rapidity, of gluons from the target o↵ which the qq̄ pair scatters. The
BK equation, for large Nc, is the closed form equation for the “dipole” correlator of Wilson lines – the lowest
term in the Balitsky-JIMWLK hierarchy. Even though the BK equation has a closed form, it cannot be
solved analytically. It can however be solved numerically; we will return to this discussion when we later
outline the necessary ingredients for the numerical solution of Eq. (62).

Keeping only the leading-twist terms in the expansion of the Wilson lines in Eq. (60) and performing
the Gaussian averaging using Eq. (63), one can straightforwardly show that [8, 29]

�qq̄,qq̄

A

(Y
A

,k?,k2? � k?;k
0
?,k2? � k

0
?) = (2⇡)4'
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(Y
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,k2?)

⇢

C
F

Nc

h

�(2)(k?)�
(2)(k0
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(2)(k2? � k

0
?)

i

+
1

2N2
c

h

�(2)(k?)�
(2)(k2? � k

0
?) + �(2)(k2? � k?)�

(2)(k0
?)

i

�

.

(65)

17

Similarly,

�qq̄,g

A

(Y
A

,k?,k2? � k?;k2?) =
1

2
(2⇡)2'

A

(Y
A

,k2?)
⇥

�(2)(k?) + �(2)(k2? � k?)
⇤

, (66)

and
�g,g

A

(Y
A

,k2?) = '
A

(Y
A

,k2?) . (67)

Substituting these leading twist distributions into Eq. (62), we find that the cross section simplifies
greatly and can be expressed as

d��
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↵
e

↵2
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with
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. (69)

The expression in Eq. (68) is the k? factorized expression for inclusive photon production in high energy
QCD and is analogous to similar expressions derived previously for gluon production [40, 7, 22] and qq̄ pair
production [8] in this framework. To derive Eq. (69) we have taken advantage of the second line in the
Eq. (46) to express Tµ

qq̄

in terms of Tµ

q

or Tµ

q̄

.
Alternately, it is useful to arrive at the results in Eqs. (68) and (69) starting directly from the perturbative

computation of the amplitude. The leading twist diagrams are listed in Fig. 7. In fact, the leading twist
amplitude in Lorenz gauge can immediately be read o↵ from the original amplitudes (1)–(8) by expanding
the Wilson lines to the first non-trivial order. In this case, it gives a non-zero contribution to the amplitude
at the order O(⇢1

p

⇢1
A

). The amplitudes (9)–(12) contain two insertions of the e↵ective vertex (see Eq. (11)),
and so they do not contribute at the order O(⇢1

p

⇢1
A

). We can then write the leading twist amplitude as

Mµ

LT(p, q,k�

) =

Z

d4k1
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) , (70)

where the gluon fields are given by Fourier transforms of the expressions in Eqs. (3) and (7) and
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8

X

�=1
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) , (71)

with the index � = 1, . . . , 8 corresponding to the respective diagram in Fig. 7 as
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Parametric form of the final expression

Leading twist → kt -factorized form
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S = 30⇤QCD = 6 GeV. The upper plot shows the percentage of the 3� error estimate relative to the result.
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Preliminary
The dependence of the ratio of the exact result to the k⊥-factorized result,

as a function of P⊥ and M , is nicely seen in the 3d plot of fig. 6. At any fixed

ratio of pair Xsec, exact/fact, Qs
2
=2GeV

2
, m=1.5GeV
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Figure 6: Ratio of the pair cross-section of the full result to the k⊥-factorization
result as a function of P⊥ and M .

M , for large P⊥, the exact cross-section and the k⊥-factorized approximation
become identical. (See also the left plot of figure 5.) This is because, in this
limit, the quark and the anti-quark become collinear with each of them having
a very large transverse momentum. The quark-antiquark pair then scatters off
the medium as a gluon would; as in the latter case, this leads to k⊥ factorization.

On the contrary, we observe in the right plot of figure 5 (fixed P⊥ and
large M), the exact cross-section and the k⊥-factorized approximation are not
identical if the fixed value of the transverse momentum of the pair, P⊥, is of
the order of Qs or smaller. This is because any pair configuration with a small
total P⊥ is very sensitive to rescatterings; even a small number of additional
rescatterings, regardless of the pair invariant mass, may significantly change the
transverse momentum of the pair.

Turning now to fixed invariant mass and smaller transverse momentum
P⊥ ! Qs, we note (see left panel of fig. 5) a qualitative change in the behav-
ior of the cross-section due to multiple scattering, high parton density effects.
In the k⊥-factorized approximation, the pair cross-section shows a bump at
P⊥ ∼ Qs. Further it is suppressed relative to the exact result for P⊥ ≤ Qs.
This suppression occurs because k⊥-factorization requires that only the quark
or the anti-quark – and not both – scatters off the nucleus. The typical trans-
verse momentum taken from the (dilute) proton is rather small; the transverse
momentum of the pair is therefore approximately equal to the transverse mo-
mentum exchanged during these scatterings on the nucleus–of order Qs. Thus,
in the k⊥-factorized approximation, the pair is less likely to have a total mo-
mentum P⊥ smaller than Qs. In contrast, in the exact expression within the

19
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Analytically calculable up to t = 0+

2

the energy density as it should.
Our present approach consists of the exact initial con-

dition of the MV model and the following perturbative
time evolution. The saturation effect is fully taken into
account in the initial condition in this sense. We first
neglect any nonlinear effect in the time dependence, and
therefore the validity of this first treatment is limited to
the very early time when the UV modes dominate the
dynamics. This approach recovers the same analytical
result as Ref. [21] in a simple manner. Although the
free-streaming region is no longer in the reliable range of
the approximation, it is worth estimating the energy and
the gluon multiplicity there and comparing them with
the empirical values. Next we will examine the size of
the nonlinear effect in the time evolution by including a
mean-field type resummation in the equation.
Our analyses should be useful to grasp deeper un-

derstanding of the qualitative feature inherent to the
Glasma [15], a transient stage from the coherent CGC
state decaying to the thermalized plasma state. From
our study two remarks are here in order. 1) Although
the initial energy at the collision point in the MV model
contains the UV divergence [16, 21], the momentum spec-
trum of the energy content and the gluon distribution is
well-defined as we will explicitly compute. The spectrum
is quite informative on its own. 2) Another potential ap-
plication is the analytical approach toward the Glasma
instability [18, 19, 22] found in the numerical simula-
tion [23]. Because the instability presumably resides in
the very early time where our description of the time
evolution works, it is a feasible strategy to examine the
stability of field fluctuations on top of the perturbative
time evolution. We will list more future outlooks in the
final section.
This paper is organized as follows: In the next section

we introduce the MV model. Then, in Sec. III, we cal-
culate the correlation functions of the gluon fields and
fix the MV model parameter corresponding to Qs for a
given infrared regulator. Section IV is devoted to a guide
for our calculation procedures which are divided into the
following four sections; the proper time expansion is dis-
cussed in Sec. V, the energy density and the gluon dis-
tribution at τ = 0 are evaluated in Sec. VI, the time
evolution is convoluted in Sec. VII, and the time evolu-
tion is augmented with nonlinear terms in Sec. VIII. Our
discussions and outlooks are in Sec. IX.

II. MODEL

For the purpose of describing a longitudinally expand-
ing system it is convenient to adopt the Bjorken coordi-
nates of the proper time τ and the space-time rapidity η,
defined respectively by

τ =
√
t2 − z2 , η =

1

2
ln

[
t+ z

t− z

]
. (1)

It should be noted that η above is different from the
pseudo-rapidity in momentum space which is often de-
noted by η in literature. The metric tensor associated
with the Bjorken coordinates is gττ = 1, gηη = −τ2,
gxx = gyy = −1, and zero otherwise.

We will work in the radial gauge, Aτ = 0, through-
out this paper. The canonical momenta (chromo-electric
fields) in this gauge read from the Lagrangian as [12, 13,
20, 23]

Ei =
δ(τL)
δ(∂τAi)

= τ∂τAi , (2)

Eη =
δ(τL)

δ(∂τAη)
=

1

τ
∂τAη . (3)

Here we include τ in front of L in Eqs. (2) and (3) origi-
nating from

√
|g| in the integral measure. The following

equations of motion are derived from Hamilton’s equa-
tions:

∂τE
i = −δ(τH)

δAi
=

1

τ
DηFηi + τDjFji , (4)

∂τE
η = −δ(τH)

δAη
=

1

τ
DjFjη (5)

with the Hamiltonian,

H = tr

[
1

τ2
EiEi + EηEη +

1

τ2
BiBi +BηBη

]
. (6)

These four equations (2)–(5) are the basic ingredients
for the classical description valid in the early stage when
small-x partons are abundant and quantum corrections
are still negligible; in momentum rapidity Y (= ln(1/x))
space the validity region is bounded as ln(1/αs) ≪ Y ≪
1/αs specifically.

It has been well established that the initial condition
is uniquely determined by boundary matching at the sin-
gularities of the color source in the limit of vanishing lon-
gitudinal extent due to the Lorentz contraction [8, 9, 20].
The initial fields are thus known as

Ai(0) = α(1)
i + α(2)

i , Aη(0) = 0 ,

Ei
(0) = 0 , Eη

(0) = ig
[
α(1)
i ,α(2)

i

]
,

(7)

where α(1)
i and α(2)

i are the pure gauge fields in the space-
like region extending from the right-moving nucleus trav-
eling on the x+ axis and the left-moving nucleus traveling
on the x− axis, respectively. They are the gauge trans-
formation from the light-cone solution [24];

α(1)
i (x⊥) = − 1

ig
V∞(x⊥) ∂i V

†
∞(x⊥) ,

α(2)
i (x⊥) = − 1

ig
W∞(x⊥) ∂i W

†
∞(x⊥)

(8)

with the Wilson lines, which are color SU(Nc) matrices

What do we know about quarks on CGC?

Kovner-McLerran-Weigert (1995)

Initial condition for the gluon sector

Initial condition for the quark sector 
How µ5 distributes (anomalous hydro)?
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follows. Choose an antiquark of momentum q and mass
m and solve as a function of time the Dirac equation
with this color field for the spinor ψq(t,x) which in
the distant past is given by the negative energy spinor
ψq(t → −∞,x) = eiq·xv(q). The time integration brings
in positive energy components and consists of three
qualitatively different domains, see Fig. 1. The region

x± < 0 is trivial. The regions marked A(1)
i , A(2)

i can be
dealt with analytically [19] and one obtains an initial
condition for ψq(τ = 0, z,xT ) along the positive light
cones. This rather complicated initial condition, given
explicitly in Eq. (16) of [19], depends on the Wilson
lines U(1)(xT ), U(2)(xT ) corresponding to the gauge
fields of the nuclei, the initial color field Ai(0,xT ) and
on yq,qT , z,xT . The spinor ψq(t,x) at τ > 0 is then
computed by solving the Dirac equation in the given
color field forward in time. Finally, one chooses a quark
momentum p and forms the overlap between a positive
energy spinor2 φp(x) = e−ip·xu(p) and the outcome of
the time evolution of the negative energy spinor in the
distant past:

Mτ (p, q) ≡
∫

τdzd2xT√
τ2 + z2

φ†
p
(τ,x)γ0γτψq(τ,x) . (1)

The overlap is computed at fixed τ , hence the use of γτ ,
γ0γτ = cosh η − γ0γ3 sinh η = exp(−ηγ0γ3). This is also
the reason for the Jacobian factor τdz/

√
τ2 + z2 in the

longitudinal integration. We evaluate Eq. (1) in the 2-
dimensional Coulomb gauge ∂iAi = 0. This is the gauge
condition used in the Abelian case [18] and also the one
used to evaluate the number of gluons in the background
field. Eq. (1) gives us

dN

dy
=

∫

dypd2pT

2 (2π)3
dyqd2qT

2 (2π)3
δ
(

y − yp) |Mτ (p, q)|2 , (2)

the number of quarks of one flavor of mass m per unit
rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/

√

q2
T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
A and collision energy

√
s) the nuclear radius RA and the

quark mass m (like with g there is nothing in this semi-
classical set-up which would make m scale dependent).

2 Whether it is justified to use a free spinor at a finite τ in the
presence of the external field merits further study.
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FIG. 2: Dependence on proper time τ of the number of pairs
per unit rapidity dN/dy for g2µ = 2 GeV and for values of
quark mass marked on the figure. The lowest curve corre-
sponds to g2µ = 1 GeV.
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FIG. 3: Dependence of the number of quark pairs on quark
mass at a fixed proper time, τ = 0.25 fm, and for two values
of g2µ.

Two relevant parameter combinations are g2µ and
g2µRA. The first one, g2µ, is the dominant transverse
momentum scale of the classical background field. It
is related to the saturation scale Qs; for kT < Qs the
gluonic system becomes so dense that nonlinear interac-
tions limit the growth of its density, numerically in one
phenomenological model [20] Qs ≈ 0.2 GeVA0.128√s

0.19
,

Qs ≈ 1 GeV at RHIC energies and ≈ 2 GeV at LHC en-
ergies. The dimensionless diluteness parameter g2µRA

determines the importance of nonlinear strong field ef-
fects.

The numerical computation is done on a N2
T NL lattice

so that the total transverse area is (NT a)2 = π(6.7 fm)2,
i.e., the transverse lattice spacing is a = 11.8 fm/NT =
60/NT · 1/GeV. The results presented in this letter have
been obtained with NT = 180, NL = 400, dz = 0.2a and
dτ = 0.02a. At each site one has for each color a spinor
with 4 complex components, i.e., (Nc = 3)×2×4×4 = 96
bytes in single precision, giving a total of 96 ·1802 ·400 =
1.2 GB. This illustrates the memory requirement of the

2
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A substantial portion of particle production at t = 0+?

If this is true, and if the glasma is true (color fluxtubes), 
chirality fluctuations (local parity violation) at t = 0+ ?
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The answer is negative
Chirality ⇠

p
⌧ at most

Fukushima-Tanji 
(coming soon)
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Expectation values

Since this current is defined in the Cartesian coordinates, the field operator that appears in the
right hand side is the original one  , which is related with the boosted one b by

b (x) =
p
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 (x) . (7)

In terms of the boosted field, the EM current is written as
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Since we consider a boost-invariantly expanding system, it is more convenient to deal with the
current observed in the Bjorken frame. We can move to the co-moving frame by applying the
boost operator ⇤ = diag(cosh ⌘, 0, 0, sinh ⌘) to the original current:
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µ(x) = ⇤µ
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This expression does not have explicit dependence on ⌘ anymore. As we will see later, the
⌘-dependence through  (⌧, ⌘,x?) disappears if the background field is boost-invariant. The
appearance of the factor 1/⌧ in the above expressions is natural because j

µ stands for the
current density.
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By plugging these into Eq. (5), we obtain
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where the trace is both for color and spinor indexes. Inside the trace, gamma matrices which
have the same index should be paired. Otherwise, it vanishes. In particular, the total number
of �0, �3, �+ and �

� should be even.

3.1 Transverse current

First, we calculate the transverse current j
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Therefore, the transverse current is
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This looks non-vanishing for general U
1

and U

2

.
In the vacuum case, namely when U

1
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(x?) = 1, one can easily confirm this is
vanishing by using e
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A bit more non-trivial situation is the case of a single nucleus. If there is only one nucleus
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where the trace is both for color and spinor indexes. Inside the trace, gamma matrices which
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Therefore, the transverse current is
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Easily shown:
Chirality / Longitudinal Current  →  Zero for any U1, U2 
Transverse Currents  →  Non-zero for non-trivial U1, U2

Momentum kicks only on the transverse plane
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Quarks in AA

32

Quarks at t = 0+ do not feel 
any glasma fields at all…

Eikonal approximation is  
insensitive to the longitudinal fields

Eikonal approximation is “exact” in the thin pancake limit 
and in the t = 0+ limit… 

Transverse momentum dependent terms (higher twists) 
contribute to the chirality that grows as ⇠

p
⌧
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Summary

Photons in pA at high energies 
□LO / NLO-Annihilation / NLO-Bremsstrahlung 
□Numerical calculations partially done:  

CGC affects LO in IR  
CGC enhances NLO-Bremsstrahlung (dominant) 
□Full predictions are coming very soon 
Quarks in AA at small proper time 
□Particle production not well-defined (unreliable) 
□Chirality production from higher twist effects  

at finite time (vanishing at zero proper time) 
□Fluctuations (current/chirality) still calculable (B dep?)
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