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Abstract This manuscript describes measurements of
water-based liquid scintillators (WbLS), demonstrating sep-
aration of the Cherenkov and scintillation components using
a low energy β source and the fast timing response of a Large
Area Picosecond Photodetector (LAPPD). Additionally, the
time profiles of three WbLS mixtures, defined by the relative
fractions of scintillating compound, are characterized, with
improved sensitivity to the scintillator rise-time. The mea-
surements were made using both an LAPPD and a conven-
tional photomultiplier tube (PMT). All samples were mea-
sured with an effective resolution O (100 ps), which allows
for the separation of Cherenkov and scintillation light (hence-
forth C/S separation) by selecting on the arrival time of the
photons alone. The Cherenkov purity of the selected pho-
tons is greater than 60% in all cases, with greater than 80%
achieved for a sample containing 1% scintillator. This is the
first demonstration of the power of synthesizing low light
yield scintillators, of which WbLS is the canonical example,
with fast photodetectors, of which LAPPDs are an emerging
leader, and has direct implication for future mid- and large-
scale detectors, such as Theia, ANNIE, and AIT-NEO.

1 Introduction

Historically, both water and liquid scintillators have played
key technological roles as target materials in particle physics
experiments, most notably in large, monolithic neutrino
detectors [1–13]. The design of future detectors will build
on this experience by combining the advantages of both
technologies – nominally, the high light yield and low
energy threshold offered by liquid scintillators, and the
direction-reconstruction capabilities that have been demon-
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strated using Cherenkov light from water. Such hybrid detec-
tors will leverage the simultaneous detection of both scintil-
lation and Cherenkov light to achieve enhanced reconstruc-
tion and particle identification (PID), leading to improved
background discrimination. Current work in Borexino [14],
a conventional liquid scintillator detector, has demonstrated
limited directional reconstruction using early photons, which
are relatively Cherenkov-rich, and work is ongoing in several
collaborations to improve on this, e.g. [15,16]. Such efforts
are fundamentally hindered by the dominance of the scin-
tillation yield over the relatively few detectable Cherenkov
photons. WbLS [17], which is defined by the suspension of
liquid scintillator in water, offers a reduced scintillation yield,
which allows for improved selection of Cherenkov light.
Hybrid materials of this kind can lead to advances in the
detection of low energy solar neutrinos [18], the reduction of
the solar neutrino background for neutrinoless double beta
decay (0νββ) searches [19–21], as well as long-baseline and
atmospheric neutrino physics, for example through robust
π0-tagging via improved PID. Antineutrino detection will
benefit from enhanced background rejection and lower detec-
tion thresholds, with further gains possible from loading with
an isotope [22] with more favorable neutron capture charac-
teristics, e.g. gadolinium [23].

In addition to WbLS, hybrid detectors can utilize modern
photodetectors with improved timing resolution to maximize
separation between the prompt Cherenkov photons and the
delayed scintillation light, as well as chromatic separation
via arrays of dichroic filters [24]. The former can be achieved
using small PMTs; large-area PMTs, however, typically have
a transit-time-spread (TTS) of, at best, 650 ps (1σ standard
deviation) [25]. LAPPDs offer significantly higher timing
resolution [26–29] with large sensitive areas, and thus can be
used to achieve improved C/S separation.

This work is the first demonstration of the synthesis of
two key technologies contributing to future hybrid detectors:
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WbLS and LAPPDs. Using WbLS as target material, we
demonstrate C/S separation in a prompt time window using
the fast timing of an LAPPD. Simultaneously, the emission
time profile [30,31] of the scintillation light is measured, for
the first time using the enhanced timing resolution offered by
an LAPPD. The measurements were performed using an 90Y
source with Q-value of 2.28 MeV, relevant for future 0νββ

and solar neutrino experiments. Similar measurements using
the dichroicon [32], a Winston cone concentrator built from
dichroic filters, are anticipated.

This work takes place in the context of ongoing efforts to
incorporate both WbLS and fast photodetectors into upcom-
ing detectors. The experimental apparatus utilized the same
electronics, data acquisition (DAQ) software, and muon veto
panels from the CHESS setup used in previous work [31,33].
Deployment of an LAPPD coincident with the CHESS array
is under consideration. At a larger scale, the NuDOT detec-
tor, an upgrade to FlatDOT [34], will employ novel scintilla-
tion mixtures to achieve C/S separation using fast timing and
advanced reconstruction techniques, in a tonne-scale detec-
tor [35]. Most notably, the ANNIE collaboration plans to
deploy both WbLS and LAPPDs to aid in vertex reconstruc-
tion and improve neutron detection efficiency [36]. Future
detectors, such as AIT-NEO [37] and Theia [38], may also
utilize WbLS and LAPPDs, as well as photon sorting devices,
such as dichroicons. The measurements presented here con-
stitute the first combination of multiple of these technologies,
and provide insight for their incorporation into larger appa-
ratus.

2 LAPPDs

LAPPDs are photodetectors that utilize stacked microchan-
nel plates (MCPs) and a photocathode in a planar geometry,
vacuum sealed in a glass or ceramic body. The development
and features of LAPPDs are described in detail in Refs. [39–
41]. We give here a high-level overview and describe the
specific details relevant for the measurements performed in
this work.

LAPPD tile #93 was produced by Incom Inc. (sealed
on February 3, 2021) and is shown in Fig. 1. The tile was
acquired in March of 2021 and is used for the measurements
in this paper. Photons incident on the photocathode release
photoelectrons (PEs) that are multiplied by the MCPs. The
resulting electron cloud is collected by a strip-line anode
with twenty-eight silver strips. Direct signal read out at both
ends of each strip (“left- and right-hand sides”) allows for
enhanced timing resolution across the full dimension of the
device, as well as the reconstruction of the intrastrip posi-
tion of the photon. The LAPPD window is 5mm thick and
is made of fused silica glass with a Multi-Alkali (K2NaSb)
photocathode deposited on the inside surface; the tile has a

Fig. 1 Tile #93, fully cabled for the readout of 28 strips and to provide
high voltage to the four MCPs and the photocathode. The sensitive area
is about 380 cm2

sensitive area of approximately 380 cm2. There are two nar-
row spacers that run parallel to the strips, required for struc-
tural support, which create small dead areas. An alternative
design employs X-shaped spacers [39]; the horizontal spac-
ers used here leave more of the total area sensitive, including
the center of the tile.

Characterizations of previous LAPPDs have been per-
formed [39,42], and show single photon sensitivity with high
gain (on the order of 107), timing resolution below 100 ps,
reasonably high quantum efficiency (QE) (LAPPD tile #93
has an average QE at 365 nm of 28.3% and a maximum
QE of 31.3% [43]), millimeter-scale spatial resolutions, and
dark rates around 100 Hz/cm2 at room temperature. The dark
rate of tile #93 is atypically high, more than an order-of-
magnitude above this average [43]. The critical feature of the
LAPPD in the present work is its timing resolution, which for
previous tiles has been measured to be less than 80 ps [39].
The transit time distribution of tile #93 is shown in Fig. 2,
measured by Incom using a pulsed laser [43]. The observed
TTS is approximately 70 ps (σ ), but the measurement is lim-
ited by the laser and electronics of the system. The late pulses
arriving after the prompt peak are caused by scattering of the
photoelectrons inside of the LAPPD.

The enhanced timing and spatial resolution of LAPPDs
make them a candidate technology for use in future optical
detectors. Fast-timing photodetectors offer a route to achiev-
ing C/S separation in large detectors, and LAPPDs acting in
this role may contribute to reaching this goal. Additionally,
both the improved timing and pixelation of LAPPDs lead to
enhanced vertex reconstruction in larger detectors. This leads
to improved PID, such as distinguishing e− events from e+,
γ , or α particles [44]. Studies for the ANNIE detector have
shown that the introduction of five LAPPDs (to a baseline
design of 125 PMTs) enhances vertex resolution from about
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Fig. 2 The LAPPD transit time distribution as measured and provided
by Incom Inc. [43]. The TTS (standard deviation) is about 70 ps. The
distribution has been smoothed for visualization purposes

40 to 20 cm for μ− events above 200 MeV [45]. Similarly,
simulations of a 200 kton water detector show that employ-
ing sensors with LAPPD-scale timing leads to significant
improvements in vertex resolution. The improvements pro-
vided by LAPPDs to position and direction reconstruction
in large hybrid detectors, at scales ranging from one to fifty
kilotonnes, and the consequences for sensitivity of 0νββ and
precision CNO solar neutrino measurements, are studied in
Ref. [46].

3 Target materials

This work considers three samples of WbLS, formed by
combining linear alkylbenzene (LAB) and 2,5 diphenyloxa-
zole (PPO), a common solvent-fluor pair in neutrino detec-
tors [47,48], with water. It is a candidate target material
for upcoming optical detectors, including ANNIE [36], AIT-
NEO [37], and Theia [38]. This work considers WbLS mix-
tures prepared with scintillator loaded at the 1%, 5%, and
10% levels. A discussion of the WbLS PPO content is pro-
vided in Ref. [30].

WbLS offers several advantages over pure liquid scintilla-
tor. Having a high water concentration, the absorption length
is similar to pure water, which is important in large, mono-
lithic detectors, where the average path length of detected
photons may be many meters. The scintillation light yield
is reduced relative to a pure LAB + PPO mixture, which
enhances the Cherenkov signal amidst the relatively large
amount of scintillation light. Additionally, the fraction of
scintillator within the mixture is controllable, giving WbLS
the unique characteristic that the purity of the Cherenkov light
selection can be balanced against a higher light yield. In other

words, it is possible to determine the WbLS mixture that will
optimize sensitivity for the physics goals of an experiment
prior to deploying that mixture in the detector. Additionally,
WbLS is less expensive, per unit volume, than pure scintilla-
tor – an advantageous feature in the next-generation regime
of detectors at the scale of tens of kilotons.

The total scintillation light yield of several WbLS mixtures
has been characterized using the CHESS setup [31], which
showed that the light yield scales roughly linearly with the
level of scintillator loading. The scintillation emission spec-
trum of the WbLS mixtures was measured in [30] using an
X-ray source. The scintillation time profile has been char-
acterized using both a β source [31] and X-ray excitation
[30], which demonstrate that the emission timing is faster
than LAB + 2 g/L PPO. This makes C/S separation more
challenging, as more scintillation light is emitted promptly,
coincident with the Cherenkov component. We demonstrate
that such separation is still achievable using fast timing pho-
todetectors.

Pure liquid scintillators are often deoxygenated by sparg-
ing with an inert gas, which mitigates quenching effects
due to the presence of dissolved atmospheric oxygen – for
example, the time profile of LAB + PPO cocktails is depen-
dent on the oxygen concentration [49]. In WbLS, how-
ever, such quenching is likely dominated by the abundant
water molecules, with dissolved oxygen playing a smaller
role. Indeed, measurements made using the methodology
described in this paper did not exhibit any significant change
to the time profile after sufficient nitrogen sparging. The
results reported in this work are for samples that have been
exposed to the atmosphere.

4 Experimental setup

The experimental setup, shown in Fig. 3, utilizes a 90Sr button
source, purchased from Spectrum Techniques [50], placed in
a cylindrical, UV-transparent acrylic vessel filled with each
target liquid. The 90Sr β− decays with Q-value 546 keV
to 90Y, which then β− decays with Q-value 2.28 MeV and
half-life 64 hours. The vessel is 30 mm in both diameter and
height, with the target material occupying an inner cylindrical
volume of diameter 20 mm. The source is placed directly
above the target material and rests on a ledge that is 3.2 mm
thick. There is no acrylic separating the source container and
target material, which maximizes the fraction of β energy
deposited into the target material.

The acrylic vessel is placed on top of the LAPPD, which
is optically masked off, except for a circular hole 1 mm in
diameter located near the center of the LAPPD. The ves-
sel is centered on the hole and is optically coupled to the
LAPPD using Eljen Technology EJ-550 optical grease [51].
The hole is approximately centered on strip 14, which is
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Fig. 3 The experimental setup used for the measurements in this paper.
A 90Sr β− source is deployed above a liquid target contained in a cylin-
drical UVT acrylic vessel, above an LAPPD which is used to detect
single photons, which are mostly blocked by a black mask. A PMT
located ∼25 cm away simultaneously detects single photons. An iden-
tical PMT is optically coupled to the acrylic vessel and used as trigger

the only strip utilized in the analysis. The use of the mask
is crucial to the measurement as it ensures that the LAPPD
operates in the single photoelectron (SPE) regime across all
samples, an important requirement of the coincidence tech-
nique employed, first described in Ref. [40]. The diameter of
the hole was selected to ensure SPE operation, which is con-
firmed both by the low coincidence rate (less than 2% for all
materials) and through Monte Carlo (MC) simulations of the
setup (as described in Sect. 6). The LAPPD is situated hori-
zontally on top of a sealed plastic scintillator panel, which is
used to reject events in which downward-going muons tra-
verse the body of the LAPPD.

A 1-inch square Hamamatsu PMT (model H11934-200)
[52] is optically coupled to the side of the vessel and used
to trigger the DAQ, and correct all measured photon times
for arbitrary delays associated with the triggering logic. The
trigger threshold is set to 15 mV, corresponding to 3-4 PE.

A second H11934-200 PMT, referred to as the timing
PMT, was placed ∼25 cm away from the center of the source.
The relatively high noise rate of LAPPD # 93 limits its sensi-
tivity to the long time-scale behavior of the scintillation time
profile; including the PMT in the measurement constrains
the scintillation time profile at longer times.

The LAPPD is powered such that there are 200 V biases
between the photocathode and first MCP, across the gap
between the two MCPs, and between the anode and the bot-
tom MCP, and 850 V biases across each MCP. The net bias
across the device is 2300 V. The trigger and timing PMTs
are each biased to 950 V. All signals are digitized using a
CAEN V1742 digitizer [53] over a 1 V dynamic range, sam-
pling at 5 GHz for 1024 samples, yielding waveforms that
are 204.8 ns in length. The data is read out over USB and
custom DAQ software produces HDF5 files [54] containing
the raw waveforms.

5 Waveform analysis

The digitized waveforms are analyzed using custom analysis
code which reads the HDF5 files and performs pulse pro-
cessing on the component waveforms. An identical analysis
chain is applied to the data and MC.

The DAQ is triggered such that prompt light on each chan-
nel arrives no earlier than 30 ns after the beginning of the
digitization window. A per-waveform baseline is calculated
using a 15 ns window preceding the arrival of prompt light,
which is critical to robustly measure the amplitude of each
pulse. Events with unstable baselines, usually due to one-off
readout errors specific to the employed digitizers, are rejected
from analysis. The sacrifice of this cut is approximately 0.2%.

Single photon pulses are found by applying 5 mV thresh-
old across a 160 ns window in the LAPPD and timing PMT
waveforms, chosen to minimize crossings due to electronic
noise while accepting a majority of SPE pulses. A 15 mV
threshold is applied to the trigger PMT waveforms. Events
in which any of the waveforms cross threshold more than
once, which are caused by pickup from electronics elsewhere
or the detection of multiple photons, are rejected. A 10 mV
threshold is applied to the PMTs coupled to the muon panel
below the LAPPD to identify and reject muons, which can
rapidly ionize the MCPs, generating a large signal ultimately
leading to pickup on virtually all channels.

The timing associated with an SPE-like pulse is deter-
mined by applying constant-fraction discrimination (CFD) to
the waveform, linearly interpolating between samples when
necessary. The fractional threshold is arbitrary, and in this
work is set to 60%. This procedure is applied to the signal
from the timing PMT, producing a time value tPMT, as well
as the left- and right-hand channels associated with strip 14
to produce two values: tL and tR. The times tL and tR contain
anticorrelated contributions from the time for the signal cre-
ated in the anode strip to propagate to either side of the device
for readout, which is mitigated by defining a strip-level time
value, tLAPPD, as their average.

A simple threshold-crossing time is assigned to the trigger
PMT, which is more robust to fluctuations in multi-PE pulse
shape associated with the distribution of individual photon
arrival times. The threshold used in this work is 3 mV, which
is above fluctuations from electronic noise but will be crossed
by the signal from the first detected photon. This value is ttrig.

After correcting for arbitrary delays associated with the
cabling and trigger logic, the “hit time” of a photon in the
LAPPD is defined as:

ΔtLAPPD = tLAPPD − ttrig = tL + tR
2

− ttrig. (1)
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Similarly, the hit time associated with a photon in the timing
PMT is defined as:

ΔtPMT = tPMT − ttrig. (2)

The charge collected in the trigger PMT can be used as
a proxy for the number of photons detected, itself used as
proxy for the energy deposited in the sample. The charge is
calculated by integrating the waveform in a dynamic window
extending from 14 ns before to 24 ns after its peak. In each
dataset, events with charge less than 25% of the spectrum
endpoint are removed from consideration. This removes the
90Sr events and leaves a pure sample of 90Y decays with
energy above ∼570 keV, as verified using the MC described
in Sect. 6.

6 Simulations

A detailed MC of the trigger PMT and LAPPD is imple-
mented in RAT-PAC [55], a GEANT4-based [56] simulation
package, to model the production, propagation, and detec-
tion of photons, using a realistic detector geometry and DAQ
response. The focus is a detailed modeling of the LAPPD
response, and as such the timing PMT is not included in the
simulation.

The production and propagation of photons through the
target material is determined using a GLG4Scint-based opti-
cal model. The optical properties of WbLS, used as input to
the model, are either measured values or estimates computed
from the properties of pure water and LAB-based liquid scin-
tillator. Several of the parameters which are expected to have
significant impact on the results of this work, such as the
emission spectrum [30], have been measured. The scintilla-
tion time profile is determined in this work, and the light yield
values were measured in [31], which in this work are subject
to additional scalings to account for uncertainties in the light
yield, index of refraction, and calibration of the photodetec-
tors. Other parameters are expected to have negligible impact
on this work, given the small sample size involved. Further
details can be found in [31].

The strip-segmented LAPPD is modeled as 28 distinct
detectors, which neglects charge-sharing between neighbor-
ing strips – an acceptable approximation in this single-strip
measurement, which largely operates in the SPE regime. The
nominal QE and transit time distributions were provided by
Incom [43], measured using an UV LED and pulsed laser,
respectively. No dark hits are simulated in the LAPPD; ide-
alized comparisons between the data and MC are made by
first determining the dark-rate after the analysis cuts (using a
time window prior to the prompt-light), and subtracting the
flat background from the data. The QE and TTS of the trig-
ger PMT are taken from the Hamamatsu datasheet [52]. The
mask placed on top of the LAPPD is modeled as perfectly

Fig. 4 The geometry of the setup, shown in Fig. 3, visualized looking
from the side of the LAPPD in RAT-PAC

absorbing. The full geometry implemented in RAT-PAC is
shown in Fig. 4.

The DAQ is modeled by generating analog pulses from
all photodetectors, as detailed in Sect. 7, and applying trig-
ger logic and realistic digitization. Multi-PE waveforms are
constructed by linearly adding independent SPE pulses. The
output of the MC are HDF5 files identical in structure to the
data.

7 Calibrations

The shapes and sizes of the analog pulses produced by the
photodetectors, as well as their effective detection efficien-
cies and timing characteristics, must be calibrated in order to
accurately model the measurement apparatus using the MC.
An LED is used to calibrate single-photon pulses from the
LAPPD and trigger PMT, and subsequently a Cherenkov-
pure water dataset is used to tune their efficiencies and tim-
ing characteristics. Our MC focuses on the LAPPD mea-
surements and the timing PMT is not included in our sim-
ulations or calibrations. These procedures are described in
detail below.

7.1 Pulse shape calibration

Robustly matching the distributions of Δt generated via MC
to those observed in data requires accurate modeling of the
pulses generated by the LAPPD and PMTs. Calibration of the
pulse shapes is performed with a pure SPE dataset collected
using a pulsed LED. For both the LAPPD and trigger PMT,
the LED was arranged and powered such that the coincidence
rate for a signal out of the photodetector was less than 1%,
which ensures that the devices operate exclusively in the SPE
regime.
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Fig. 5 An example log-normal fit to an SPE waveform from the
LAPPD

Table 1 Results of the pulse-shape calibration used as input to the MC,
for waveforms from the LAPPD and trigger PMT

Parameter Mean Std. dev.

Strip 14 σ 69 1.0

m (ns) 8.5 0.05

Q (pC) 0.41 0.23

Trigger PMT σ 360 50

m (ns) 6.1 0.25

Q (pC) 0.75 0.48

The digitized SPE-like pulses are individually fit with a
log-normal function (which is commonly used to model the
PMT pulse shape [25,31]).

f (t) = B + Q

(t − t0)
√

2πσ
e
− 1

2

(
log

(
t−t0
m

)
/σ

)2

, (3)

where B is the baseline, Q is the charge contained in the
pulse, t0 is arrival time of the pulse, and m and σ are shape
parameters. An estimate of the electronic noise is taken as
the standard deviation of a baseline window defined early in
the waveform, and is used as an uncertainty on each voltage
sample. The fit is then performed by χ2-minimization. An
example fit to a waveform from the LAPPD is shown in Fig. 5.

For each device, about 50,000 waveforms were collected
and fit. Well-formed pulses were selected by requiring the
minimal χ2/ndf < 2.5. The LAPPD pulses from the left-
and right-hand sides of the strip are fit separately and are
generally consistent with one another. For each parameter, the
fit results for both sides are combined into a single histogram.
The histograms are fit with Gaussian distributions, which are
then sampled from in the MC. The results of this calibration
are shown in Table 1.

Fig. 6 Efficiency-calibrated trigger PMT charge distribution, in both
data and MC, for a water target. The χ2/ndf comparing the data and
MC is 22.9/30

7.2 Water data

Due to variations in the nominal operating characteristics
of the photodetectors, shortcomings of the optical model
employed in MC, and potentially a breakdown of the lin-
ear pulse superposition assumption at the trigger PMT, naïve
simulation of the setup using nominal input specifications
will not yield a perfect model of the measured timing dis-
tribution. A water dataset, taken using the same geometry
as described in Sect. 4, consists of pure Cherenkov light, the
production of which is well understood, and as such provides
a benchmark for tuning the simulation inputs to better model
the observed data. In particular, we tune the QE and TTS of
the trigger PMT, each of which has a direct impact on the
observed timing distributions. We choose to tune the trigger
PMT TTS as opposed to the LAPPD because it dominates
the overall width of the system timing response.

As described in Sect. 8, the occupancy of the trigger PMT
contributes to an effective timing resolution of the system,
and as such must be properly modeled. To achieve this, we
tune the QE of the trigger PMT by comparing the predicted
and measured charge distributions as a function of the effi-
ciency scaling. The MC was evaluated in efficiency steps of
1%, and the minimum χ2 is observed at a scaling of 110%.
A comparison of the charge distributions in data and MC
is shown in Fig. 6. A tuning at the level of 10% scale is
acceptable, as Hamamatsu only provides a typical QE curve,
and not a dedicated measurement of the PMT utilized in this
work.

The TTS of the trigger PMT is calibrated in a similar fash-
ion: the ΔtLAPPD distribution of events with trigger charge
greater than 6.0 pC (see Sect. 5) is compared between data
and MC, as a function of the input TTS. The timing distribu-
tions in data and MC are each uncorrected for global offsets
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Fig. 7 TTS-calibrated timing distributions, in both data and MC, for a
water target. The χ2/ndf comparing the data and MC is 41.9/40

associated with delays due to cable lengths and trigger logic,
and are aligned for each comparison by minimizing the χ2

between them. The TTS is scanned in steps of 5 ps, yield-
ing an optimal TTS of 185 ps (σ ), compared to the nominal
specification of 115 ps. This inflation may be due in part
to deviations of the TTS of the photodetectors from their
standard specifications, or due to mismodeling of some of
the optics, such as the Rayleigh scattering within the acrylic
vessel.

The calibrated timing distribution is shown in Fig. 7,
which exhibits a dominant Gaussian component and a modest
tail of late light. By fitting a Gaussian to a window extending
± 300 ps around the peak, the effective resolution of the water
data is found to be approximately 164±4 ps, a demonstration
of the fast timing capability of the LAPPD. The tail of the
timing distribution consists of photons which scatter along
their trajectory from production to detection at the LAPPD,
as well as from the backscatters of PEs within the LAPPD.

8 Analysis strategy

To fully exploit the fast timing of the LAPPD in selecting
a Cherenkov-rich population of photons, the full time pro-
file must be robustly modeled. This requires both precise
measurement of the scintillation time profile of the sample
under consideration, as well as an understanding of the “trig-
ger profile”, or the distribution of physical times between
energy deposition in the sample and the triggering of the
DAQ, which is itself influenced by the time profile of the
sample. We describe below the importance of understanding
the trigger profile, the formulation of an analytic fit used to
measure the scintillation time profile, and the use of the MC
to optimize a final Cherenkov selection cut.

Fig. 8 The observed time profile of Cherenkov light in the 1% WbLS
MC, before and after applying the trigger charge cut. The cut selects
events that have high occupancy in the trigger PMT, which narrows and
symmetrizes the trigger profile. The small tail at larger times is due to
backscatters of PEs within the LAPPD

8.1 Trigger profile

Because the trigger PMT operates in a multi-PE regime, the
threshold-crossing time described in Sect. 5, associated with
the first photon, is distributed according to the first order
statistic of the time profile, with the associated sample size
equal to the total number of detected photons. For low occu-
pancies (one to a few photons), the first order statistic is
asymmetric, which leads to a spilling of scintillation pho-
tons into the prompt region of the time profile, which reduces
the Cherenkov purity in the prompt region. At higher occu-
pancies, the trigger profile becomes symmetric and approx-
imately Gaussian. This is also the higher energy regime, in
which there is a more favorable Cherenkov-to-scintillation
ratio. This effect is illustrated in Fig. 8, which shows how the
observed time profile of Cherenkov light in the MC changes
due to the trigger charge cut.

The WbLS time profiles have previously been measured
in the CHESS apparatus [31] but, due in part to the MC-
based fit method employed, and in part to shortcomings of
the modeling of the trigger profile, did not achieve adequate
sensitivity to the scintillator rise-time. Knowledge of the rise-
time is critical to the modeling of the peak region where
there is appreciable Cherenkov content. In this work, we first
analytically fit for the scintillation time profile in the regime
where the trigger profile is well-represented by a Gaussian
(after the trigger charge cut), as described in Sect. 8.3.

8.2 Selection cuts

After processing the raw waveforms and applying quality and
muon-rejection criteria (see Sect. 5), a charge cut is applied
to the trigger PMT, which has two effects: the removal of
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Table 2 Summary of selection cuts used to select SPE pulses in the
LAPPD and timing PMT, and to ensure the trigger PMT operates with an
approximately Gaussian profile. Only the trigger charge cut is sample-
dependent

1% 5% 10%

Trigger charge (pC) > 14.0 > 18.1 > 25.7

Trigger amplitude (mV) > 15.0

Signal amplitude (mV) > 5.0

Muon panel amplitude (mV) < 10

# of threshold crossings < 2

Cherenkov-poor, low energy decays from the dataset, and the
symmetrization of the trigger profile. The threshold charge
values for the three samples considered in this work are listed
in Table 2, along with the waveform-level cuts applied to each
channel.

8.3 Analytic model

The emission time profile of scintillation light from LAB-
based liquid scintillators under β− excitation has been stud-
ied extensively, e.g. [31,48,49,57–59]. In the present work,
we assume a multiple exponential model modified to allow
for a non-zero rise-time [60]:

S(t) =
n∑

i=0

Ai

(
e−t/τi − e−t/τR

τi − τR

)
, (4)

where

n∑
i=0

Ai = 1, (5)

τi and Ai are the lifetimes and relative normalizations of the
n decay modes, and τR is the rise-time of the scintillator. In
this work, we follow [31] and allow for n = 2 decay modes.

We model the production of Cherenkov light as instanta-
neous; an average electron deposits its full energy in 20 ps,
as modeled in the MC, which is negligible when added
in quadrature to the O (100 ps) resolution of the system.
Because the trigger profile is effectively Gaussian, we model
the distribution by either the LAPPD or timing PMT as:

F (t) =
(

1 − f ( j)
Dark

)
G

(
t − t0 j ; σ ( j)

)

⊗
(
f ( j)
C δ (t) +

(
1 − f ( j)

C

)
S (t)

)
+ f ( j)

Dark

T
, (6)

where j specifies the device (either LAPPD or timing PMT)
and G denotes a Gaussian, σ is the effective resolution of the
system, t0 is the overall system delay, fDark is the fraction of
the data which is comprised of dark hits, fC is the fraction
of detected photons that are Cherenkov, and T is the size

of the analysis window, which defines the probability den-
sity of uniformly distributed dark hits, and is 100 ns in this
work. The model describes the Cherenkov and scintillation
time profiles convolved with a Gaussian system response;
T is a fixed parameter, with all other parameters free. A
joint model, describing both the LAPPD and timing PMT
datasets, is defined by applying the model to the two respec-
tive devices, with the four parameters defining the scintilla-
tion time profile common to the two. In Sect. 8.4 we discuss
Monte Carlo results where we do not assume a Gaussian
system response.

After applying selection cuts, the data for both the LAPPD
and timing PMT are binned into histograms each with bin
width of 100 ps. The joint model is fit to the dataset by min-
imizing the negative joint binned log-likelihood, and uncer-
tainties on all parameters are computed by profiling the like-
lihood function.

8.4 Monte Carlo comparison and Cherenkov selection

The scintillation time profiles found from the analytic fits
described above are used as input to the MC simulation,
described in Sect. 6. This provides a verification of the results
of the fits, and allows for improvements in modeling due
to non-Gaussian effects arising from residual asymmetry of
the trigger profile and backscatters of photoelectrons in the
LAPPD. The MC also includes additional optical effects,
such as absorption and reemission of Cherenkov and scintil-
lation photons, which constitute further improvements to the
model.

The total numbers of Cherenkov and scintillation photons
produced in the MC is determined by the index of refrac-
tion and scintillation light yield, respectively, which are both
inputs to the simulation. This is in contrast to the floating nor-
malization allowed in the analytic fit (via fC). To evaluate the
MC with the best-fit time profile, a scale factor applied to the
scintillation light yield is iterated over, changing the light
output in steps of 15 photons/MeV, and the value which best
models the observed timing distribution is used as an effec-
tive parameter of the MC model. As the goal is to demonstrate
the achievable Cherenkov-purity inherent to WbLS, dark hits
are not simulated and are statistically subtracted from the his-
tograms observed in data when comparing to the MC; this is
achieved by fitting a flat line to the region before the prompt
light. The binned comparison is performed across a 140 ns
window, with a bin width of 100 ps. Bins with zero entries
in either the data or the MC are not included in the χ2 calcu-
lation.

For any MC evaluation, the Cherenkov purity of a prompt
time window is defined as:

P =
∫ t f
−∞ C (t) dt∫ t f

−∞ C (t) + S (t) dt
, (7)
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Table 3 The fit results for the WbLS mixtures. The scintillation emis-
sion timing parameters are defined in Eq. (6). The values of σ (LAPPD)

and σ (PMT) quantify the effective Gaussian response of the system,
driven by MPE timing in the trigger PMT, as discussed in Sect. 8.1

1% 5% 10%

τR (ps) 270 +26
−20 209 +10

−11 276 +7
−7

τ1 (ns) 2.22 +0.02
−0.02 2.25 +0.01

−0.01 2.36 +0.01
−0.01

τ2 (ns) 17.7 +1.3
−1.1 23.5 +1.0

−0.9 22.8 +0.7
−0.7

A1 (%) 95.6 +0.3
−0.3 94.8 +0.1

−0.1 94.9 +0.1
−0.1

σ (LAPPD) (ps) 334 +4
−4 298 +4

−3 273 +3
−3

σ (PMT) (ps) 495+13
−7 381 +8

−5 372 +5
−4

χ2/ndf 2968/2388 3031/2388 3373/2388

where C and S are the populations of Cherenkov and scin-
tillation light, respectively, and t f is the upper edge of the
time window. To maximize the purity of Cherenkov photons
while retaining significant statistics, we define:

R
(
t f

) = P
(
t f

) ×
∫ t f

−∞
C (t) dt, (8)

and determine an optimal t f by maximizing R. This is equiva-
lent to optimizing the standard signal-to-background metric
C/

√
C + S, but through a more intuitive quantity, as R is

explicitly constructed from the purity and total number of
Cherenkov photons.

9 Results

9.1 Analytic fits

The results of the analytic fits are shown in Table 3 and
Figs. 9, 10, and 11, and are generally consistent with the
previous MC-based measurement [31]. The model gen-
erally predicts the features apparent in the data, namely
the rising edge of prompt Cherenkov light, transition to
the scintillation-dominant regime, and scintillation tail, but
underpredicts the peak region at low scintillation concentra-
tions. This is likely due to the unmodeled interplay between
residual asymmetry in the trigger profile and late pulsing in
the LAPPD. Improvements to the modeling of this region
are achieved with the full simulation (Sect. 9.2). To illustrate
the various features, we plot our data across several time
windows in Figs. 9, 10, and 11. The effective resolutions
determined by the fit systematically decrease with higher
scintillator concentrations, due to the higher occupancies of
the trigger PMT under relatively similar scintillation time
profiles.

9.2 MC comparison and Cherenkov selection

The timing distributions generated by MC using the best-fit
scintillation time profile and optimal light yield are com-
pared to the data in Fig. 12. The optimal prompt time cuts
and resulting Cherenkov purities are reported in Table 4. The
simulation iterates on the analytic model by including addi-
tional effects, such as the to residual asymmetry in the trigger
profile, late pulsing in the LAPPD, and subtle distortions due
to the optics of the setup. In all cases, the optimal Cherenkov
selection window extends 200 or 300 ps after the peak of the
timing distribution, with the purity of Cherenkov photons in
this window being greater than 60%. The 1% sample, with
a scintillation light yield on the order of 200 photons/MeV,
admits a purity of greater than 80%.

10 Conclusion

This work constitutes the first demonstration of the combina-
tion of WbLS and LAPPDs to detect Cherenkov light from
a scintillating material with high purity. The experimental
apparatus admits an effective system resolution O (100 ps).
Using both an LAPPD and a conventional PMT, the scintilla-
tion time profiles of three WbLS samples, loaded with liquid
scintillator at the 1%, 5%, and 10% levels, were measured
under an analytic model, with improved sensitivity to the
rise-time, and are in general agreement with previous mea-
surements of the decay modes. Using an MC model of the
experimental geometry and electronics, the results of the ana-
lytic model were verified, and optimal Cherenkov-selection
windows were developed exclusively on the basis of timing.
The resulting purities of Cherenkov light are systematically
larger than 60%, with 1% WbLS exhibiting greater than 80%
purity.

Previous measurements of the same WbLS mixtures, in
the same low energy regime, utilized an array of 1-inch PMTs
to characterize the time profiles of the WbLS samples [31].
In that work, direct separation of the different photon pop-
ulations in the low energy regime was not attempted, but
instead demonstrated using high energy muons. In contrast,
this work demonstrates the effectiveness of fast photodetec-
tors, such as the LAPPD, in achieving high Cherenkov purity
at the MeV scale. This capability is advantageous to achieve
the physics goals of a hybrid detector such as Theia [38],
several of which depend on direction reconstruction using
Cherenkov light.

Additionally, these measurements verify the scintillation
model used in large-scale simulations, reinforcing the stud-
ies in [46], where the impact of WbLS and LAPPDs on
reconstruction in multi-kton detectors is evaluated. For exam-
ple, it’s shown that detectors which utilize LAPPDs achieve
enhanced angular resolution compare to those equipped with
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Fig. 9 The best-fit analytic model compared to the 1% WbLS data, for the peak-region of the LAPPD (left), full analysis window of the LAPPD
(middle), and full analysis window of the timing PMT (right). The analytical model contains several approximations which are not present in the
MC (Fig. 12, left)

Fig. 10 The best-fit analytic model compared to the 5% WbLS data, for the peak-region of the LAPPD (left), full analysis window of the LAPPD
(middle), and full analysis window of the timing PMT (right). The analytical model contains several approximations which are not present in the
MC (Fig. 12, center)

Fig. 11 The best-fit analytic model compared to the 10% WbLS data, for the peak-region of the LAPPD (left), full analysis window of the LAPPD
(middle), and full analysis window of the timing PMT (right). The analytical model contains several approximations which are not present in the
MC (Fig. 12, right)

conventional PMTs. Specifically, the natural degradation in
angular resolution with increasing scintillator concentration
is largely mitigated by the fast timing of the LAPPDs, which
allows for improved energy and vertex reconstruction while
retaining meaningful directional information. This is demon-
strated to translate to suppression of 8B solar neutrinos back-
ground for 0νββ searches in a pure LS detector, leading to
increased sensitivity. For a 50 kton WbLS detector equipped
with LAPPDs, it’s shown that the CNO solar neutrino flux
could be measured to 10% uncertainty after five years of
data-taking, which would improve on the recent measure-
ment made by Borexino [12].

This work demonstrates the achievement of significant
Cherenkov purity in WbLS samples measured using LAP-
PDs, which advances the development of upcoming optical
neutrino detectors, including ANNIE, AIT-NEO, and Theia.
Future efforts, using the same LAPPD-based apparatus, to
investigate PID using WbLS, and measure the timing of var-
ious slow scintillators and loaded WbLS mixtures are antici-
pated. In addition to these planned bench-top measurements,
detailed simulation studies incorporating these results will
look to understand further aspects of the WbLS and fast-
timing photodetectors, such as the effects of the long attenu-
ation length, incorporating PMTs and LAPPDs in cylindrical
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Fig. 12 The timing of the best-fit simulation model compared to that
observed in data for the 1% (left), 5% (middle), and 10% (right) WbLS
samples. Dark hits were not simulated and have been statistically sub-

tracted out of the data. The MC model shows improved agreement with
the data, relative to the analytic fits, in the Cherenkov peak

Table 4 The Cherenkov selection results for the WbLS mixtures. The
purities have been calculated using the MC truth information over the
optimized window

1% 5% 10%

t f (ps) 300 200 200

P (%) 80.4 68.6 64.3

χ2/ndf 298.1/235 561.7/457 698.8/505

or spherical detectors, and utilizing photodetectors sensitive
to different wavelength ranges.
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