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A B S T R A C T

Phase measuring deflectometry has been applied for free-form specular surface metrology, but its measured slope results are sensitive to the depth of sample 
positioning, which is also called the height-slope ambiguity. The objective of this work is to tackle this height-slope ambiguity problem. The main idea is to introduce 
collimated camera rays using a telecentric imaging lens and collimated structured-light illumination with a Fourier lens. This setup makes the fringe phases become 
only sensitive to the surface slopes and insensitive to the depth of the sample positioning. In this way, the slope calculation is theoretically independent of the 
sample depth. We call this new deflectometry technique Collimated Phase Measuring Deflectometry (CPMD). With our developed CPMD experimental setup, the 
measurement is insensitive to the depth of sample positioning, e.g., the measured height dispersion is less than 30 nm RMS within a 10 mm depth range when 
measuring a 50-mm-diameter spherical mirror with a 200 mm radius of curvature. The merits and limitations of the proposed CPMD technique are discussed, 
revealing its prospects in practical metrology applications and potential future investigations.
1. Introduction

Freeform optics have gained popularity due to their numerous ad-

vantages over traditional optics. One of the benefits of freeform optics 
is the greater flexibility and control over the shape of optical compo-

nents to correct various aberrations, leading to improved performance 
in imaging, illumination, and display applications [1–4]. Freeform op-

tics can also contribute to reducing the size and weight of optical sys-

tems, making them more compact and portable. As the field of freeform 
optics rapidly evolves, we can expect to see more practical applications 
using freeform optics in various industries, including aerospace, medi-

cal imaging, and virtual reality.

To fabricate these freeform optics, it is essential to get accurate in-

process metrology feedback for the fabrication process [5,6]. Without 
such feedback, it is impossible to guide the deterministic fabrication 
process. This can lead to increasing fabrication time and costs, as well 
as potential shape errors or defects in the final product. However, it is 
extremely challenging to accurately measure freeform optics [7]. Classi-

cal metrology methods, such as interferometry, may not be well-suited 
for measuring complex freeform shapes. Specifically, the non-null test 
condition poses a challenge to classical interferometry which typically 
uses a transmission flat or a transmission sphere to measure freeform 
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optics. This leads to noticeable measurement errors due to the retrace 
error, which will reduce the overall measurement accuracy [8].

Currently, two main metrology solutions are used in the interfer-

ometry community: Sub-aperture Stitching Interferometry (SSI) [9–11]

and Computer-Generated Hologram (CGH) [12–14].

SSI is a technique that enables the flexible extension of the measure-

ment dimension by stitching together sub-aperture measurements with 
mechanical motions. The retrace error in each sub-aperture is reduced 
due to the relatively small aperture size, however, as the total number 
of sub-apertures increases, the stitching error will accumulate leading 
to a trade-off between the introduced errors in each sub-aperture and 
the total number of sub-apertures to fully cover the region of interest. 
Moreover, the mechanical motion error in the transition between sub-

apertures must also be considered, as precise control of the mechanical 
motion is required to minimize this error and ensure accurate recon-

struction of the stitched data over the full measurement area.

CGH is a technique used to achieve a null test condition with a 
proper alignment, where the interference pattern produced by the holo-

gram and the Surface Under Test (SUT) get essentially zero phase dif-

ference. This can provide more accurate measurements of the freeform 
surface. However, one of the major error sources comes from the diffrac-

tive wavefront generated from the fabricated CGH. The CGH fabrication 
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error will be directly imprinted onto the surface measurement result. It 
is also important to note that one CGH plate is typically designed and 
fabricated specifically to null fringes for one particular surface shape of 
freeform optics.

In addition to the two metrology techniques mentioned above, Phase 
Measuring Deflectometry (PMD) is an incoherent, full-field, and slope-

based measurement technique that can be used to measure the surface 
shape of complex freeform optics [15–28]. The PMD technique mea-

sures the slopes of the surface at each point using a series of structured 
patterns illuminated on the surface and observed by a camera. By an-

alyzing the deformation of the captured patterns due to the surface 
gradients, the surface slopes at each point can be determined. The sur-

face shape can be reconstructed by integrating the measured slopes in 
two orthogonal directions. The PMD technique has been demonstrated 
to be effective in measuring specular surfaces [29–32] and transmit-

ted wavefronts [33–36], making it a suitable technique for measuring 
freeform optics. Some PMD systems use geometric relations to directly 
calculate the height without slope measurement enabling to measure 
specular surfaces with discontinuities [37,38]. The system configura-

tion can be flexibly adjusted to meet different measurement dimensions 
and slope measuring ranges, allowing for customization to meet specific 
metrology challenges.

However, accurate calibration of a PMD setup is difficult for mono-

scopic or stereoscopic PMD instruments [39–44]. It is challenging to 
accurately determine the geometric relations between the screen and 
the camera(s) in a PMD setup with computer vision methods to guar-

antee the PMD metrology accuracy to the level that can compete with 
interferometry.

In addition, the intrinsic height-slope ambiguity in the PMD prin-

ciple is not fully resolved, although lots of research efforts have been 
made on this topic [17,20,21,30,32,39,45,46]. This ambiguity arises 
because the measured slope cannot be uniquely determined when the 
SUT is placed at different depth positions. As a result, the PMD measure-

ments are sensitive to the depth position of the SUT. To avoid or reduce 
the error from the height-slope ambiguity, the SUT must be positioned 
at or close to where the reference mirror was placed during the cali-

bration process. Any deviation from this depth can lead to significant 
low-frequency errors in the measured surface shape.

The issues in calibration and sample positioning in the PMD tech-

nique can limit its ability to accurately measure the low-frequency 
surface form. As a result, PMD is often used to inspect middle-frequency 
shape after removing low-order terms [29,36,47,48], to measure rela-

tive deformations [49–51], or to detect surface defects [52–54].

In this work, we propose a technique that utilizes the principles of 
fringe phase measurement and deflectometry to achieve much higher 
measurement reproducibility. The proposed configuration significantly 
relaxes the requirement of sample positioning compared to the tra-

ditional PMD technique, and it can measure the SUT including the 
low-frequency form, making it widely applicable for freeform optics 
measurement. The technique is named Collimated Phase Measuring De-

flectometry (CPMD) due to the collimation characteristics of the camera 
rays, the screen illumination, and the use of the deflectometry princi-

ple with fringe phase measurement. The following sections will detail 
the main idea of the system configuration, measurement method, and 
experimental verification of this new approach.

2. CPMD principle

In deflectometry, the surface slopes in 𝑥- and 𝑦-directions, (𝑠𝑥, 𝑠𝑦), 
are determined by detecting the deflection of the incident rays on pre-

defined coordinates (𝑥, 𝑦). The surface shape distribution 𝑧 is then re-

constructed by integrating the slope values (𝑠𝑥, 𝑠𝑦) on coordinates (𝑥, 𝑦). 
This process can be expressed as
2

𝑧 = intg(𝑥, 𝑦, 𝑠𝑥, 𝑠𝑦), (1)
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Fig. 1. The two issues in the traditional PMD system and their solutions in 
CPMD. (a) The lateral coordinates depend on the working distance in the tra-

ditional PMD system. (b) Using the telecentric lens, the lateral coordinates are 
almost independent of the working distance in CPMD. (c) Slope calculation 
depends on the working distance in the traditional PMD due to the height-

slope ambiguity. (d) The slope can be determined almost independently with 
the working distance.

where intg(⋅) stands for the integration operation. Many algorithms can 
perform this numerical integration in Eq. (1) [55–63].

2.1. Consideration of the shape reconstruction dependence on the depth of 
sample positioning

In the traditional PMD technique, it is challenging to reconstruct 
the surface shape 𝑧 with small discrepancies, when the SUT is placed at 
different depths of sample positioning 𝑑. There are two primary reasons.

First, it is because the lateral coordinates (𝑥, 𝑦) are dependent on 𝑑, 
expressed as 𝑥(𝑑) and 𝑦(𝑑). In a monoscopic PMD system using a general 
imaging lens, the lateral coordinates are calculated from the camera cal-

ibration parameters associated with 𝑑 as illustrated in Fig. 1(a). Since 
the monoscopic PMD system has no absolute depth detection capabil-

ity, placing the sample at an unknown depth position different from the 
reference plane will lead to unspecified errors in 𝑥 and 𝑦. It is one of 
the reasons that the SUT needs to be placed near the reference plane. 
In a stereoscopic PMD system, the depth 𝑑 may have less influence on 
the determination of 𝑥- and 𝑦-coordinates (𝑥, 𝑦), because depth informa-

tion can be estimated by minimizing the slope discrepancy between two 
cameras [15,20,21]. However, the accuracy of 𝑑 estimation is limited 
and highly depends on the system calibration, including the geometric 
calibration and camera calibration. As a result, the error of the lateral 
coordinates can still vary as a function of 𝑑. Once the lateral coordi-

nates (𝑥, 𝑦) are functions of 𝑑, the shape integration will be influenced 
by 𝑑.

Second, it is because the slopes 𝑠𝑥 and 𝑠𝑦 are dependent on 𝑑, 
i.e., 𝑠𝑥(𝑑) and 𝑠𝑦(𝑑), due to the height-slope ambiguity as illustrated in 
Fig. 1(c). Once calculated slopes (𝑠𝑥, 𝑠𝑦) change with 𝑑, the integrated 
shape 𝑧 will differ for different 𝑑. In a monoscopic PMD system, the re-

trieved fringe phases (𝜙𝑥, 𝜙𝑦) will differ when 𝑑 varies. Therefore, the 
slopes (𝑠𝑥, 𝑠𝑦), calculated from fringe phases (𝜙𝑥, 𝜙𝑦), will be different. 

In the stereoscopic PMD system, the slopes can be calculated based on 
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the estimated 𝑑. Sometimes this process goes with iterations to best ex-

plain the fringe phases retrieved from the captured fringe patterns by 
the two (or several) cameras. Once again, the consistency of slope mea-

surements at different depths 𝑑 is highly dependent on the calibration 
of the system. Although the height-slope ambiguity is partially resolved 
with the stereoscopic PMD approach, with the computer-vision-based 
system calibration, it remains challenging to achieve consistent slope 
results at different 𝑑 levels. In this sense, surface slopes (𝑠𝑥, 𝑠𝑦) can still 
be considered as a function of 𝑑.

As a result, the integrated height 𝑧 becomes dependent on 𝑑:

𝑧(𝑑) = intg
(
𝑥(𝑑), 𝑦(𝑑), 𝑠𝑥(𝑑), 𝑠𝑦(𝑑)

)
. (2)

This dependence of 𝑧(𝑑) in Eq. (2) often results in low-frequency 
form errors in the final shape reconstruction if the sample is not posi-

tioned perfectly at the same depth level where the calibration reference 
plane was. Due to the introduced low-frequency form errors, the tra-

ditional PMD technique is usually used for middle-frequency shape or 
relative deformation measurement, which strongly limits its wide appli-

cation.

2.2. CPMD system configuration

With these considerations above, we proposed a new system con-

figuration to tackle these two issues (as shown in Figs. 1(a) and 1(c)) 
and to calculate lateral coordinates (𝑥, 𝑦) and slopes (𝑠𝑥, 𝑠𝑦) significantly 
insensitive to 𝑑.

To make the lateral coordinates (𝑥, 𝑦) independent of 𝑑, similar to 
the Refs. [38,46], an on-axis configuration with a 50/50 beam splitter 
and a telecentric imaging lens is employed in CPMD. Benefiting from 
the telecentric lens, the lateral coordinates (𝑥, 𝑦) become almost inde-

pendent of 𝑑 along the optical axis shown in Fig. 1(b). This can be 
considered as the “collimation” of the camera rays.

To make the surface slopes (𝑠𝑥, 𝑠𝑦) independent of 𝑑, a Fourier lens 
is employed in the CPMD system as shown in Fig. 1(d). The screen is 
placed at the focal plane of the Fourier lens. In this way, similar to the 
Ref. [64], the Fourier lens can convert the diverging beam from each 
screen pixel to a parallel wave in a particular direction (also known as a 
spatial frequency in Fourier optics). This can be considered as the “col-

limation” of the beam from each screen pixel. These beams in different 
propagation directions are coded with fringe phases (𝜙𝑥, 𝜙𝑦). Because 
the telecentric lens only allows the light parallel to the optical axis to 
enter the camera, when the beam reflected by the SUT is parallel to the 
optical axis, it will be exclusively accepted by the telecentric lens. As 
a result, its intensities are recorded by the camera for phase calcula-

tion to decode where the beam comes from on the screen. For a given 
CPMD system, the fringe phases (𝜙𝑥, 𝜙𝑦) are majorly sensitive to the 
local slopes (𝑠𝑥, 𝑠𝑦) and insensitive to its axial depth 𝑑. Therefore, the 
slope calculation from the fringe phases is theoretically independent of 
𝑑.

These considerations above are the main ideas in the proposed 
CPMD technique. The CPMD system configuration is shown in Fig. 2.

In the CPMD configuration, a beam splitter separates the optical 
paths into the illumination and detection paths. On the illumination 
path, the screen as a structured-light illumination device is located at 
the focal plane of the Fourier lens. Together, they provide collimated il-
lumination onto the SUT within a spatial frequency range in the spatial 
Fourier spectrum. The spatial frequencies of the collimated illumination 
beam are coded with the fringe phases (𝜙𝑥, 𝜙𝑦). On the detection path, 
a camera with a telecentric lens is used to capture the fringe intensities. 
This on-axis layout can give full play to the advantages of the telecen-

tric lens in that the lateral coordinates are independent of the working 
distance. In addition, the telecentric lens also acts as a spatial frequency 
selector. Theoretically, it only allows the beams parallel to the optical 
3

axis to enter the camera.
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Fig. 2. The CPMD configuration utilizes two key components (a telecentric 
imaging lens and a Fourier lens) working together to realize the independence 
between the height reconstruction and the depth of sample positioning in the-

ory.

3. CPMD data processing

After addressing the CPMD configuration, we present the CPMD 
measurement and data processing procedures. The operation sequence 
of CPMD is illustrated in Fig. 3.

There are two separate procedures in the CPMD workflow. The first 
is the camera calibration. Since a telecentric lens is employed in the 
CPMD configuration, the dedicated calibration method [65,66] deter-

mines the parameters of the camera with a telecentric lens. After the 
camera calibration, the lateral coordinates (𝑥, 𝑦) can be determined for 
each camera pixel (𝑢, 𝑣).

The other important procedure is to calculate the local slopes (𝑠𝑥, 𝑠𝑦)
observed by a camera pixel (𝑢, 𝑣) at position (𝑥, 𝑦) on the SUT. The calcu-

lation starts from the fringe patterns captured by the camera. By using 
the phase shifting method [67] and the multi-frequency phase unwrap-

ping method [68,69], one can retrieve the absolute phase values (𝜙𝑥, 𝜙𝑦)
accurately and robustly. The surface slopes (𝑠𝑥, 𝑠𝑦) can be calculated by

𝑠𝑥 =
𝑝 ⋅ 𝑝𝑠
2𝜋𝑓

𝜙𝑥, (3)

𝑠𝑦 =
𝑝 ⋅ 𝑝𝑠
2𝜋𝑓

𝜙𝑦, (4)

where 𝑝 is the preset fringe period in the unit of screen pixel, 𝑝𝑠 is the 
pixel pitch of the screen monitor, and 𝑓 is the focal length of the Fourier 
lens, which is also the distance between the Fourier lens and the screen.

After both the lateral coordinates (𝑥, 𝑦) and surface slopes (𝑠𝑥, 𝑠𝑦) are 
determined, one can reconstruct the height map 𝑧 of the SUT with one 
of the numerical integration methods [55–63]. Once the surface height 
is reconstructed, it can be used for further data analysis, such as the 
evaluation of shape errors.

4. Experimental performance evaluation

To verify the proposed CPMD principle, a series of experiments 
are carried out with our experimental setup. In the sketch shown in 
Fig. 4(a), the optical path is split into an illumination path and a de-

tection path by a 50/50 beam splitter. As shown in the real setup 
in Fig. 4(b), fringe patterns in Figs. 4(c) and (d) are displayed on a 
monitor (HP E24 G4 FHD monitor) to illuminate the specular sam-

ple. The Fourier lens is a singlet lens in this experimental setup with 
a focal length of 𝑓 = 500 mm. A USB3.1 CMOS camera (Allied Vi-

sion Alvium 1800 U-811m) attached with a telecentric lens (Edmund 
Optics®, 0.125X, 2/3′′ GoldTL™ Telecentric Lens) is used to capture the 
fringe patterns reflected by the specular SUT. The field of view is about 
60 mm × 60 mm. The camera binning factor is set to be 8 × 8 in the 

image acquisition to shorten the exposure time.



Optics and Lasers in Engineering 172 (2024) 107882L. Huang, T. Wang, C. Austin et al.

Fig. 3. The CPMD workflow contains two separate threads: the lateral coordinates calculation based on the calibration of the camera with the telecentric lens, and 
the slope calculation based on the phase measurement from the captured fringe patterns. Eventually, the outputs of these two threads are used for height integration.

Fig. 4. A sketch (a) and a photo (b) of the CPMD experimental setup, and typical fringe patterns used to display on the screen with (c) x-phase and (d) y-phase.
To apply the multi-frequency phase unwrapping technique, fringe 
patterns with different frequencies are sequentially displayed on the 
screen. In our experiment, the fringe frequency ratio is typically set as 
7, yielding patterns with 1, 7, or 49 fringes in the longest dimension. The 
fringe periods in x and y-directions are identical. These fringe patterns 
are 4-, 4-, or 16-step phase shifted, respectively, and the captured images 
are used to calculate the 𝑥- or 𝑦-phases of the fringes.

4.1. Repeatability test

The repeatability of the CPMD measurement is first studied by con-

tinuously measuring a flat mirror. The measurement is repeated 30
times. Taking the average of these measurements as the baseline, one 
can calculate the dispersion of each measurement in slope or height. 
From the repeatability test results in Fig. 5, we can see the slopes and 
height measurements are very repeatable. The Root Mean Square (RMS) 
values of the slope dispersion are about 6 μrad for both 𝑥- and 𝑦-slopes 
as shown in Figs. 5(a) and 5(b).

From the height repeatability result in Fig. 5(c), although a small 
drift in curvature is observed, the RMS values of the de-tilted height 
dispersion are less than 6 nm. The dispersion distribution of the 𝑥-slope, 
the 𝑦-slope, and the de-tilted height of measurements #5, #15, and #25 
are shown in Figs. 5(d), 5(e), and 5(f). This provides a baseline for other 
performance evaluations.

4.2. Verification of the insensitivity to the sample axial position

The primary objective of our experiment is to verify whether the 
slope calculations in the proposed CPMD exhibit reduced sensitivity to-

wards variations in the sample position.

To avoid potential biases from one-sided cognitive perspectives, the 
4

sensitivity to the sample distance is studied by measuring three different 
types of test mirrors (a flat mirror, a spherical mirror, and a freeform 
mirror). For each case, we shift the test mirror in the axial direction with 
a 1 mm step size within ±5 mm from the nominal plane of the best focus. 
The height reconstruction results are compared with that measured at 
the nominal plane. A linear piezo stage (PI LPS-65) is aligned to the 
optical axis of the camera. It carries the test sample for this 10 mm axial 
translation precisely.

Considering the control of this error contribution to the overall re-

construction error, we set the error due to the depth variation as 30 nm 
RMS as an error budget threshold to evaluate the CPMD measurement 
results for different sample positions.

4.2.1. Case 1: evaluation with a flat mirror

A 50-mm-diameter flat mirror is measured when Δ𝑑 = ±5 mm with 
a 1 mm step size to demonstrate the slope calculation is insensitive to 
the distance change. X-slope profiles of the center line in the horizontal 
direction at different depths are shown in Fig. 6(a). The differences 
of the x-slope profiles from the results at the nominal position Δ𝑑 =
0 mm are small and almost at the noise level as shown in Fig. 6(b). 
Fig. 6(c) shows y-slope profiles of the center line in the vertical direction 
at different depths, and their small differences from the y-slope profile 
at the nominal depth are shown in Fig. 6(d).

As demonstrated in Fig. 7, if the height map of the flat mirror at 
the nominal position is used as the benchmark, the measured height 
differences (with the piston, tip, and tilt removed only) at different 
depth locations are below 10 nm RMS in this 10 mm depth range. Com-

pared with the traditional PMD (almost 4000 nm RMS height error in 3 
mm depth difference) or even PMD using a telecentric lens [46] (>20 
nm RMS height error in 3 mm depth difference), the proposed CPMD 
measurement of a flat mirror is remarkably insensitive to the sample 

position.
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Fig. 5. The CPMD measurement is repeatable. With our experiment condition and the parameter settings, the measurement repeatability is around 6 μrad RMS for 
both 𝑥-slope (a) and 𝑦-slope (b) and below 6 nm RMS for de-tilted height (c). The maps of the dispersion in measurements #5 (d), #15 (e), and #25 (f) are given to 
show the distribution of the dispersion.

Fig. 6. Slope measurement results of a flat mirror are insensitive to the depth of sample positioning within a 10 mm range. (a) X-slope profiles at different depths, 
(b) difference of x-slopes compared to the slope profile measured at the nominal depth position (vertically shifted for clearer data comparison), (c) y-slope profiles at 
5

different depths, and (d) difference of y-slopes compared to the slope profile measured at the nominal depth position (vertically shifted for clearer data comparison).
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Fig. 7. The reconstruction of a flat mirror is insensitive to the depth change within a 10 mm range using the CPMD technique. The top panel displays the discrepancy 
maps of the measurements at different depths, and the bottom plot shows the RMS values of the discrepancies v.s. the axial relative depth from the nominal position.

Fig. 8. Slope measurement results of a spherical mirror (RoC≈ 200 mm) are insensitive to the depth of sample positioning within a 10 mm range. (a) X-slope profiles, 
(b) the differences of measured x-slopes at the nominal depth position (vertically shifted for clearer data comparison), (c) y-slope profiles, and (d) the differences of 
measured y-slopes at the nominal depth position (vertically shifted for clearer data comparison).

Fig. 9. The reconstruction of a spherical mirror (RoC ≈ 200 mm) is insensitive to the depth change within a 10 mm range using the CPMD technique. The top panel 
displays the discrepancy maps of the measurements at different depths, and the bottom plot shows the RMS values of discrepancies v.s. the axial depth from the 
nominal position.
4.2.2. Case 2: evaluation with a spherical mirror

Similarly, a 50-mm-diameter spherical mirror with a Radius of Cur-

vature (RoC) of about 200 mm is tested when moved at different axial 
positions with Δ𝑑 in a range of 10 mm. The slope profiles and their 
relative differences are shown in Fig. 8.

From the slope profile in Figs. 8(a) and (c), we can see that al-

though the total slope ranges are more than 200 mrad in both 𝑥- and 
𝑦-directions, the slope differences between measures at different axial 
depth location are still small (< 15 μrad RMS) as shown in Figs. 8(b) 
6

and (d).
Fig. 9 shows a spherical aberration varying along the axial direction. 
It is primarily due to the spherical aberration of the Fourier lens used in 
the system. It can be improved by replacing it with a better aspherical 
lens. Nevertheless, the introduced shape change (with the piston, tip, 
and tilt removed only) due to the 10 mm distance change is still below 
the 30 nm RMS error budget.

4.2.3. Case 3: evaluation with a freeform mirror

An elliptical cylindrical mirror with a surface size of 45 mm × 30

mm and its local RoC varying from 43.2 m to 10.2 m is tested as an 
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Fig. 10. Slope measurement results of a 45 mm × 30 mm elliptical cylindrical mirror are insensitive to the depth of sample positioning within a 10 mm range. (a) 
X-slope profiles, (b) the differences of x-slopes compared to the slope profile measured at the nominal depth position (vertically shifted for clearer data comparison), 
(c) y-slope profiles, and (d) the difference of y-slopes compared to the slope profile measured at the nominal depth position (vertically shifted for clearer data 
comparison).

Fig. 11. The CPMD measurement of a 45 mm × 30 mm elliptical cylindrical mirror is insensitive to the 10 mm depth change. The top panel displays the discrepancy 
maps of measurements at different depths, and the bottom plot shows the RMS values of the discrepancies v.s. the axial relative depth from the nominal position.

Fig. 12. An elliptical cylindrical mirror is measured with the CPMD technique. (a) Photo of the elliptical cylindrical mirror, (b) the height map of the optical area 
measured by the CPMD technique, and (c) the residual height after the best fitting of the target elliptical cylinder.
example of freeform optics. This freeform mirror is measured at every 
1 mm within a 10 mm axial depth range. The slope profiles and the 
relative differences are shown in Fig. 10. The 𝑥- or 𝑦-slope differences 
are less than 10 μrad RMS when measuring the around 2 mrad slope 
range freeform mirror at different depth locations.

The measured shape variation (with the piston, tip, and tilt removed 
only) as shown in Fig. 11 is below 10 nm RMS in this 10 mm axial po-

sition change. This is an excellent result which demonstrates that the 
CPMD technique mitigates the influence from the axial sample posi-

tions.

These three examples demonstrate that our CPMD experimental 
setup is insensitive to the 10 mm axial sample position variation (shape 
7

discrepancy less than 30 nm RMS in a 60 mm × 60 mm field of view). 
In practical measurements, a depth tolerance of 10 mm is a reasonable 
and decent range to place the test surface. This is the main advantage of 
using the CPMD technique compared to the traditional PMD technique.

4.3. Measurements examples with the CPMD technique

In this section, we demonstrate some CPMD measurement exam-

ples to demonstrate the feasibility of the proposed CPMD technique in 
practical measurement. In these demonstrations, the samples are placed 
without precise depth adjustment. A flat mirror is used as a reference 
measurement to remove systematic errors.

The first test mirror is a high-precision synchrotron mirror with a 

40 mm × 15 mm optical area shown in Fig. 12(a). This mirror was 
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Fig. 13. A 50-mm-diameter 100-mm-EFL spherical mirror is measured with the CPMD technique. (a) An 𝑥-fringe pattern and (b) a 𝑦-fringe pattern captured by the 
camera, (c) the measured 𝑥-slope and (d) the 𝑦-slope, and (d) the measured de-tilted height result.
fabricated using the NSLS-II Ion Beam Figuring (IBF) instrument [70]. 
In its optical area, the mirror surface is in an elliptical cylindrical shape 
with an object distance of 8.555 m, an image distance of 0.05 m, and a 
grazing angle of 4 mrad. Its tangential RoC changes from 41.0 m to 11.6
m. This mirror is inspected by using the NSLS-II stitching interferometer 
[71]. It has been confirmed that the residual height from the target 
elliptical cylindrical shape is about 1 nm RMS. This is hence an excellent 
freeform sample to check the accuracy of our CPMD experimental setup.

From the measurement results shown in Fig. 12 (b), we see that 
CPMD can successfully measure the mirror surface shape. The optical 
area is cropped out and fitted with the target ellipse. After the best fit-

ting with the target elliptical cylinder, the residual height in Fig. 12(c) 
is 22.6 nm RMS and 129.6 nm PV, which shows the measurement accu-

racy of the developed CPMD experimental setup when measuring such 
freeform optics without any dedicated sample position adjustment.

The second test sample is a 50-mm-diameter spherical mirror with 
a 100 mm Effective Focal Length (EFL) produced by Edmund Optics. 
Figs. 13(a) and 13(b) show two typical fringe patterns captured by 
the camera. The 𝑥- and 𝑦-slope measurement results are presented in 
Figs. 13(c) and 13(d). The RoC is calculated as 200.378 mm from the 
height measurement data shown in Fig. 13(e).

The third example is a “magic mirror” fabricated by etching a flat 
mirror surface with a designed pattern using the NSLS-II IBF instrument 
[70]. Figs. 14(a) and 14(b) show the interferograms before and after 
the IBF process. Due to the local curvature variation on the etched sur-

face, the designed pattern can show up via reflection of the illumination 
(e.g., under the sunshine) as demonstrated in Fig. 14(c). This mirror is 
measured by both a Fizeau interferometer and our CPMD experimental 
setup. In this way, we can compare these two measurement results. Two 
typical 𝑥- and 𝑦-fringe patterns captured in the CPMD measurement are 
displayed in Figs. 14(d) and 14(e). The 𝑥- and 𝑦-slope measurement 
results of the IBF-processed central area are shown in Figs. 14(f) and 
14(g). After the point cloud registration, the height results of the CPMD 
and the Fizeau interferometer are displayed in Fig. 14(h) by shifting the 
Fizeau results in the 𝑥-axis for better comparison. The height difference 
between these two measurements is 15.1 nm RMS and 120.0 nm PV, as 
shown in Fig. 14(h).

These three metrology examples (see the supplementary material

Visualization 1 for the captured fringe patterns) demonstrate the feasi-

bility of the CPMD technique in measuring specular surfaces. One thing 
to be highlighted is that there was no careful adjustment of the sample 
position before these measurements.

5. Discussion

The proposed CPMD method eliminates the height-slope ambigu-

ity in theory. The experiment results show that slope measurement is 
almost insensitive to the sample axial position. Several experiments 
with different sample shapes demonstrate that the reconstruction dif-

ference is below 30 nm RMS in a ±5 mm depth range. This advantage 
of measurement self-consistency is important for many metrology ap-
8

plications. More significantly, it is critical for applications that require 
Fig. 14. A “magic mirror” is measured with the CPMD technique and compared 
with the height result measured using a Fizeau interferometer. The Fizeau inter-

ferograms of the mirror before (a) and after (b) the IBF process. (c) The “magic 
mirror” reflects the etched pattern under the sunshine. Fringe patterns in 𝑥- (d) 
and 𝑦-directions (e) are captured when this mirror is measured by using the 
CPMD technique to calculate the 𝑥- (f) and 𝑦-slopes (g). The height maps mea-

sured with the CPMD technique and the Fizeau interferometer (h) are compared 
by showing their difference (i).

low-frequency form information. The field of view in our experimental 
setup is currently about 60 mm × 60 mm. To enlarge the field of view, 
larger optical elements, including the telecentric lens, the beam splitter, 
and the Fourier lens, are required, which may increase the cost of the 
measurement system. Therefore, data stitching could be a good option 
to measure a sample larger than the field of view.

The experiment results indicate that, compared to the Fizeau inter-

ferometer with a transmission flat, the proposed CPMD can measure a 
much more extensive slope-measuring range. Compared to the Fizeau 
with a transmission sphere, the CPMD technique has flexible slope mea-

suring capability in the two orthogonal directions, which is convenient 
for freeform optics metrology. Therefore, it has the potential to tackle 
the challenges of measuring freeform optics. There is a side effect of us-

ing a Fourier lens to solve the height-slope ambiguity. Similarly to the 
interferometer, the retrace error is introduced into the measurement re-
sult. To further improve the measurement accuracy, a better lens with 
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less aberration is preferred and the calibration of the retrace error is 
mandatory to correct this systematic error. Our possible future work 
will focus on lens optimization and the retrace error calibration for the 
CPMD technique.

Although we demonstrate mirror measurements by using the CPMD 
technique with a reflection setup, the idea of using the “collimated” 
camera rays and the “collimated” structured-light illumination in the 
proposed CPMD technique can be easily applied in measuring the trans-

mitted wavefront through the optical lenses under test.

6. Conclusion

We have presented the CPMD (Collimated Phase Measuring De-

flectometry) technique as a novel solution to address the height-slope 
ambiguity issue present in the traditional PMD method. By using a tele-

centric imaging lens and a Fourier lens in an on-axis optical layout, the 
proposed CPMD technique makes the fringe phase values sensitive only 
to the surface normal and not affected by the sample axial position in 
theory. Therefore, the slope calculation becomes theoretically indepen-

dent of the sample axial position reducing the requirement for a precise 
sample position adjustment. Our experimental results validate that the 
CPMD technique mitigates the influence of the sample axial position. 
The measurement results become almost insensitive to the sample axial 
position with less than 30 nm RMS height differences within a ±5 mm 
axial displacement.

This advantage of the CPMD method makes it suitable for measur-

ing freeform optics. Measurement examples demonstrate that the CPMD 
technique is a convenient metrology solution for freeform specular sur-

faces, including the low-frequency form. The CPMD technique provides 
a promising solution for the height-slope ambiguity issue in deflectome-

try, and it is applicable to measure freeform optics in many applications.

To improve the measurement accuracy, future work will focus on the 
optics design and fabrication, and developing a retrace error calibration 
approach for the CPMD technique.
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