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Abstract of the Dissertation

High-pT Charged Hadron Suppression in
Au− Au Collisions at

√
sNN = 200 GeV

by

Jiangyong Jia

Doctor of Philosophy

in

Physics

State University of New York at Stony Brook

2003

The PHENIX experiment at RHIC has measured charged hadron
yields at mid-rapidity over a wide range of transverse momentum
(0.5 < pT < 10 GeV/c) in Au− Au collisions at

√
sNN = 200 GeV.

The data are compared to π0 measurements from the same exper-
iment. For both charged hadrons and neutral pions, the yields per
nucleon-nucleon collision are significantly suppressed in central col-
lisions compared to both peripheral and nucleon-nucleon collisions.
The suppression sets in gradually and increases with increasing
centrality of the collisions. Above 4–5 GeV/c in pT , a constant
and almost identical suppression of charged hadrons and π0’s is
observed. The ratio h/π0 is ∼ 1.6 for all centralities. This value is
consistent with the particle composition observed in p− p data at
lower

√
s. The pT spectra are compared to published spectra from

Au− Au at
√

sNN = 130 in terms of xT scaling. Central and pe-
ripheral π0 as well as peripheral charged spectra exhibit the same
xT scaling as observed in p− p data. The charged hadron sup-
pression is also compared with results from d− Au collisions. The
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yield per nucleon-nucleon collisions shows a small enhancement,
strikingly different from the suppression seen in central Au− Au
collisions, and indicates that the suppression in Au− Au collisions
is not an initial state effect. The data presented in this work were
published in [50, 52, 55, 153].

The measured centrality dependence of suppression of hadron
yield, ,suppression of back-to-back correlation and azimuthal anisotropy
all imply a strong dependence on the underlying collision geome-
try. We present a simple model of jet absorption in dense mat-
ter which incorporates a realistic nuclear geometry. This model
describes quantitatively the observed suppression of the high pT

hadron yield and of the back-to-back angular correlations. The
azimuthal anisotropy of high pT particle production is described
qualitatively.
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Chapter 1

Introduction

1.1 Quark Gluon Plasma and RHIC

Quantum-Chromo-Dynamics (QCD) is the fundamental theory that de-
scribes hadron-hadron collision on the fm scale. According to this theory,
quarks and gluons (partons) are the basic building blocks of the hadrons, and
gluons are the carriers of strong interaction. One of the key features of QCD
is asymptotic freedom [1] due to the “anti-screening” feature of the QCD vac-
uum. According to asymptotic freedom, the coupling strength decreases with
the increase of 4-momentum transfer (Q2) of an interaction. One consequence
is that interactions with Q2 larger than a few GeV2 can be calculated within the
theory using the perturbation method, which allows its experimental verifica-
tion in e.g. deep inelastic scattering. On the other hand, on a low energy scale
(or large distance) , e.g. within hadrons, the coupling among partons is strong
and the perturbation method is invalid. The only known non-perturbative
method to compute QCD predictions in this regime from first principles is
by simulations of lattice gauge theory [2], whose results are starting to give a
quantitative description of the hadron spectrum.

At a critical temperature Tc ∼155-175 MeV, Lattice QCD predicts a phase
transition to a deconfined phase of quarks and gluons. At the same tempera-
ture the weakly broken chiral symmetry, responsible for the existence of light
pions, gets restored. Matter at this temperature, where partons are “decon-
fined”, i.e. not confined together by the QCD force, is called Quark-Gluon-
Plasma (QGP). Such a state of matter was realized in the early universe, a
few µs after the “Big Bang”. As the universe expanded and cooled down, the
distance between partons grows. However, the binding force between partons
increases, a phase transition eventually happens, when partons combine with
each other, and colorless hadrons are formed.
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Figure 1.1: a) The energy density versus temperature calculated with improved
staggered fermions on the lattice [3]. b) Static quark free energy for Nf = 3
at temperatures corresponding to T/Tc =0.58, 0.66, 0.74, 0.84, 0.9, 0.94, 0.97,
1.06 and 1.15 (from top to bottom) [5]. F (r) is the free energy,

√
σ is the

string tension. Solid line is the T = 0 limit.

Fig. 1.1a shows the energy density as a function of temperature as calcu-
lated from Lattice QCD [3]. Current calculations indicate that the transition
happens around a critical temperature Tc = 155−175 MeV, which corresponds
to an energy density εc = 0.3−1.0 GeV/fm3 [3, 4]. Fig. 1.1b shows the Lattice
QCD calculation of the temperature dependence of the heavy quark potential
for 3 flavor QCD. Clearly, as the temperature exceeds the critical temperature
Tc, the quark binding potential deviates from the vacuum potential and de-
crease zero, indicating that the interaction among partons becomes very weak
above the critical temperature Tc.

The predicted QGP and its phase transition to hadronic matter can be
realized in the laboratory by colliding high energy heavy nuclear ions, either in
a fixed-target experiments like in the heavy-ion programs at the AGS and the
SPS or in collider experiments at the RHIC and LHC. Energy is deposited in
the overlap region of the two colliding nuclei, and is distributed among quarks
and gluons that potentially form a QGP. However, due to the confining prop-
erty of the QCD vacuum, the quarks and gluons are not directly measurable.
Instead, experiments have to rely on the indirect observables that are sensitive
to the transient QGP state. For this reason, the existence of the QGP can
only be proved by a collection of indirect evidence from many observables.
These observables include: dilepton production, J/Ψ production, photon pro-
duction, radial and elliptic flow, the Hanbury-Brown-Twiss effect, strangeness
production, and jet quenching. A detailed discussion of the relation of these



3

 350 MeV≈ 0.6 fm/c, T ≈t 

 160 MeV≈ 4 fm/c, T ≈t 

 160 MeV≈ 8 fm/c, T≈t 

 100 MeV≈ 16 fm/c, T ≈t 

beam beam

coordinate space

deconfined quarks and gluons

mixed phase

time

hadron gas

freeze-out

equilibrated QGP

free streaming

hydrodynamical expansion

pre-equilibrium parton cascade

Figure 1.2: Space-time picture of a nucleus-nucleus collision. The times and
temperatures for different phases are taken from [7].

observables to QGP formation can be found in [2, 6].

The evolution of the medium created in ultra-relativistic heavy-ion colli-
sions may be viewed as evolving through the following stages as shown by the
space-time diagram with the longitudinal coordinate z and the time coordinate
t, as shown in Fig. 1.2,

1. pre-equilibrium:

Parton-parton scattering happens. A large amount of energy is deposited
in a space-time volume, the energy density is so high that the ground
state of matter is in deconfined phase. The matter initially may not be
in thermal equilibrium. It’s dynamics can be described by a cascade of
freely colliding partons.

2. chemical and thermal equilibrium of partons.

Subsequent multiple scattering brings the matter to local equilibrium
at the proper time τ0, and the plasma then evolves according to hydro-
dynamics, with the possible formation of a mixed phase of QGP and
hadron gas.

3. hadronization and freeze-out
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As the plasma expands, its temperature drops. As it reaches Tc the
plasma hadronizes. The hadrons keep interacting until the falls below
the freeze-out temperature, and hadrons steam out of the collision region.

At AGS and SPS energies (center-of-mass energy
√

sNN = 4-20 GeV),
despite suggestive hints [8], the experiments could not establish the creation of
a QGP in the laboratory. Model calculations indicate that energy densities on
the order of ε ≈ 1−5 GeV/fm3 and temperatures on the order of T ≈ 140−200
MeV have been achieved [6]. However, the size and lifetime of a partonic
state could be too small to reach equilibrium. With the commissioning of the
Relativistic Heavy-Ion Collider (RHIC) in June 2000, Au beams colliding with
up to

√
sNN = 200 GeV have been realized. The amount of energy available

for creating a QGP is dramatically increased and a plasma that lasts as long
as 4-5 fm/c might be feasible [9].

In high energy nucleon-nucleon (N −N) collisions, e.g. at RHIC energy,
the inelastic N −N cross section is about 80% of the total cross section. A
large fraction of the nucleon energy is deposit in the vicinity of mid-rapidity
and subsequently carried away by pions. In one relativistic Au− Au collisions
at RHIC, many inelastic N −N collisions occur, while the two colliding nuclei
pass through each other in a very short time due to lorentz contraction. Thus,
a large amount of energy is deposited in a small region of space during a very
short time period. The spacial energy density (ε) in a relativistic collision can
be estimated according to Bjorken [10] as:

εbj =
〈ET 〉

τ0πr2
0A

2/3
dN/dy , (1.1)

where τ0 = 1fm/c is the typical formation time, r0 = 1.18fm is the nucleon
radii, A is the number of participating nucleons, 〈ET 〉 is the mean transverse
energy and dN/dy is the rapidity density of the multiplicity. In central colli-
sions, the Bjorken energy density is estimated accordingly as ∼ 2.9 GeV/fm3

at SPS (
√

sNN = 17.2 GeV) [11] and ∼ 5 GeV/fm3 at RHIC (
√

sNN = 200
GeV) [12, 13]. These energy densities exceed the critical density at Tc, which
is ∼ 1 GeV/fm3[4].

1.1.1 Collision Geometry for Heavy-Ion Collisions

A nucleus is an object composed of many-nucleons. The nucleon distribu-
tion inside the nucleus can be described by the Woods-Saxon density profile:

ρ(r) =
ρ0

1 + e
r−R

a

(1.2)
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with

R = (1.12A1/3 − 0.86A−1/3)fm

ρ0 = 0.169/fm3

a = 0.54fm (1.3)

which gives R = 6.40fm for a Au nucleus which is very close to 6.38 fm, the
measured value from eA scattering [14]. a is called the diffusivity, and controls
the thickness of the nucleus skin. The density profile for a Au nucleus is shown
in Fig. 1.3. The integral

∫∞
0

ρ(r)4πr2dr = 197, is the total number of nucleons
in a Au nucleus.

There are several general aspects regarding relativistic nucleus-nucleus
(A − A) collisions that are worth to point out. First, due to the large size
of the nucleus, “multiple scattering” occurs, where a nucleon in one nucleus
may collide with many nucleons in the other nucleus. In this process, an en-
hanced fraction of the initial energy carried by nucleons is deposited in the
collision region. Meanwhile, nucleons lose energy and slow down. Second,
as illustrated in Fig. 1.4, only the nucleons in the overlap region of the two
nuclei participate in the collisions. These nucleons are usually called “partici-
pants” or “wounded nucleons”, the rest that do not participate in the collision
are called ”spectators”. The overlap region has a preferred direction, which
is represented by the vector,~b, that connects the centers of the nuclei. The
magnitude of ~b is referred to as the “impact parameter”, which controls the
size of the overlap region and the number of participants and, consequently,
represents the “centrality” of the collision. The plane defined by the beam axis
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Figure 1.4: An illustration of the collision geometry for a non-headon nu-
cleus-nucleus collision.

(z) and ~b is called “reaction plane”, which represents the relative orientation
of the colliding nuclei. Furthermore, depending on the underlying scale of the
physical process, the nucleon-nucleon collisions may or may not be indepen-
dent from each other. Processes involving large 4-momentum (Q2) transfer, so
called “hard scattering” processes, usually have a small cross section. For these
processes, all nucleon-nucleon collisions are assumed to be independent of each
other. Thus the cross section for hard scattering process should scale with the
number of binary collisions, Ncoll, among the participating nucleons. On the
other hand, the production of soft particles is proportional to the amount of
energy deposited in the overlap region, which is proportional to the number
of participating nucleons, Npart.

The dynamics in nucleus-nucleus (A − A) collisions is complicated. The
nucleons experience multiple scattering, and these scatterings are not inde-
pendent of each other. The produced particles do not freely escape from the
collision zone like in a N −N collision. They have to traverse and interact
with the medium created in the overlap region. Before we can understand
the effects of the medium created in A−A collisions, it is necessary to have a
baseline to compare to. This baseline is provided by data from N −N collision
extrapolated to A− A. The Glauber model [15] provides a way to describe a
high-energy heavy-ion collisions starting from N −N collisions. The purpose
of this model is not to try to describe the dynamics of the collision, but rather
to describe the scaling behavior of the physics processes expected from the
underlying collision geometry, in the absence of medium effects. It is based on
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the concept of a mean-free path with the assumption of an elementary nucleon-
nucleon cross section, σnn. A nucleon is assumed to travel on a straight line
trajectory, independent of how many other nucleons it interacts with.

The quantities that characterize the collision geometry are number of
binary collisions Ncoll , number of participating nucleons Npart , the nuclear
overlap function TAB, and the eccentricity Ecc.1 These quantities can be
calculated analytically, see e.g. [2]. To relate the centrality classes defined in
an experiment with those calculated in a Glauber model, one often assumes
that the multiplicity dN/dy, and Glauber variables, Npart are proportional

dN

dy
∝ Npart , (1.4)

This is approximately correct at SPS energies [16], where the bulk particle
production is dominated by soft processes that are usually proportional to
Npart

2. However, at RHIC energies, processes that violate Npart scaling become
important. More realistic relations can be established from various models [18,
19, 20] that combine Glauber model with the details of the collision dynamics.
For example, the HIJING model [18] assumes a two component modelling of
the multiplicity,

dN

dy
∝ (1− x)Npart + xNcoll , (1.5)

and KLN [20] predicts an increase faster than Npart

dN

dy
∝ Npart log

(
Q2

s

Λ2
QCD

)
. (1.6)

where Q2
s is the saturation scale, which increases with Npart .

Experimentally, additional smearing effects due to limited detector accep-
tance and detector resolution have to be taken into account. For this reason,
Glauber model calculations in a Monte-Carlo framework including simulations
of detector effects are more robust than analytic calculations. We will discuss
the implementation of the Glauber model for PHENIX in more detail in Chap-
ter 4.1.3.

1The definition of these quantities and their relations can be found in Ap-
pendix B.

2The so called “wounded nucleon model”, see [17].
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1.2 Hard-scattering as Probe for QGP

One of the probes for quark matter is the so called “hard-scattered” par-
tons, referring to partons scattered with large 4-momentum transfer (Q2). At
collider energies similar to RHIC, the importance of hard or semi-hard parton
scattering is clearly seen in high-energy p− p and p−p̄ collisions [21]. They are
also expected to be important in heavy-ion collisions at RHIC energies. These
hard scatterings happen on a very short time scale and their production rates
are calculable in perturbative QCD. If dense partonic matter is formed during
the initial stage of a heavy-ion collision with a large volume and long life time
(relative to the confinement scale 1/ΛQCD), the high pT partons produced will
interact with this dense medium and, according to theoretical studies [21, 22],
will lose energy via induced gluon radiation. Unlike energy loss in QED, the ra-
diative gluon energy loss per unit length dE/dx not only depends on the color
charge density and momentum distribution of the medium, but also linearly
depends on the thickness of the medium, due to the non-Abelian nature of
gluon radiation in QCD [23, 24]. Thus the energy loss in a dense matter could
be large, up to several GeV/fm. It softens the hard-scatted partons and ef-
fectively reduces the high pT hadron yield, an effect known as “jet quenching”.
Therefore, the study of parton energy loss can directly probe the properties of
the dense matter in the early stage of heavy-ion collisions.

1.2.1 Hard-scattering in N −N Collisions

In nucleon-nucleon collisions, the standard perturbative QCD (pQCD)
calculations of hard scattering processes rely on so called factorization the-
orems [25], which provides a way to separate long-distance non-perturbative
effects from short-distance perturbative effects. Hard scattering is described
by the lowest-order subprocesses which, for high-pT particles, corresponds to
a convolution of two-body scattering. This is shown schematically in Fig. 1.5.
The corresponding expression for the inclusive particle production cross sec-
tion in nucleon-nucleon collisions can be written as,

dσNN

dyd2pT

=
∑

abcd

∫
dxadxbd

2kaT d2kbT gp(kaT , Q2)gp(kbT , Q2)

fa/p(xa, Q
2)fb/N(xb, Q

2)
D0

h/c(zc, Q
2)

πzc

dσ

dt̂
(ab → cd)δ(ŝ + t̂ + û), (1.7)
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where fa/p(xa, Q
2) is the parton distribution function, Dh/c is the fragmenta-

tion function, and dσ
dt

is the parton-parton cross section. N −N collisions are
simply treated as the incoherent summation of all possible constituent scatter-
ings, each weighted by the appropriate parton distribution and fragmentation
functions. Parton distribution functions and fragmentation functions contain
long-distance non-perturbative effects, and can be measured in other hard
processes, e.g. e+e− and ep collisions.

td
σd

A

B

a/Af

b/Bf

b

a c

d
/d2hD

/c1hD

1h

2h

Figure 1.5: Schematic representation of a high-pT reaction factorized into
parton distribution functions (f), parton fragmentation functions (D), and
a hard-scattering subprocess.

The pQCD calculations are rather successful in describing high pT particle
production in high-energy N −N collisions [25, 26, 27, 28, 29]. As an example,
Fig. 1.6 shows the π0 spectra measured by PHENIX in p− p collisions at

√
s =

200 GeV/c [29], together with a next leading order pQCD calculation [30, 31,
32] based on the factorization theorem. These calculations are consistent with
the data down to pT ∼ 2 GeV/c, indicating that the particle production is
dominated by the fragmentation of hard-scatted partons and the production
rate is well calibrated.
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tion functions. b,c) The relative difference between the data and the theory
using KKP (b) and Kretzer (c) fragmentation functions with scales of pT /2
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1.2.2 Hard-scattering as a Probe in Heavy-Ion Colli-
sions

Hard-scattering scaled to Heavy-ion Collisions

Similar to N −N collisions, the inclusive cross section for high pT particle
production in heavy-ion collisions is also given by single hard parton-parton
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two-body scattering. The factorization theorem can be directly extrapolated to
heavy-ion collisions. Naively, the hard-scattering cross section is proportional
to the number of binary scaled N −N collisions, Ncoll ,

dNAA

dyd2pT

= 〈Ncoll〉 dNNN

dyd2pT

(1.8)

Thus, the total hard-scattering cross-section for minimum bias A−A collisions
is related to that for N −N collisions (Eq. 1.7) by,

1

σAA
inel

dσAA

dyd2pT

=
〈Ncoll〉
σNN

inel

dσNN

dyd2pT

(1.9)

Final State Jet Quenching

At the center-of-mass (c.m.) energy reached at RHIC, a bulk medium
spanning a few hundred of fm3 with energy density exceeding several GeV/fm3 [12,
13] can be created 0.3-1 fm/c after the colliding nuclei pass through each other.
This matter will leave its footprint on the properties of the experimentally ob-
served particles. In particular, the energy loss of hard scattered partons should
lead to a depletion or suppression of the high pT hadron yields 3. This suppres-
sion is quantified by the so called “nuclear modification factor” RAB, which is
defined by the ratio of the yield in nucleus-nucleus collisions to the yield in
nucleon-nucleon collisions, normalized by the average number of independent
nucleon-nucleon collisions in A−B collisions, 〈Ncoll〉.

RAB(pT , η) =

(
1

Nevt

d2NAB

dpT dη

)
/

(〈Ncoll〉
σNN

inel

d2σNN

dpT dη

)
(1.10)

If there are no medium effects, this ratio should be 1. If jet energy losses
strongly suppress the high pT hadron yield, this ratio will be much smaller
than 1. By studying the pT , system size and

√
sNN dependence of RAB, one

may learn how the final state medium modifies the hard partons and thus
deduce the properties of the medium.

Jet quenching is a final state effect, which happens after the hard parton-
parton scattering. The modifications of jets in the final states are compli-
cated by other nuclear effects in heavy-ion collisions which also affect the
RAB value. Although the fundamental QCD parton-parton processes are the
same as in nucleon-nucleon case, the initial state of the matter in a nucleus

3High pT hadron suppression is probably the most interesting discovery in the
first three years running of RHIC [50, 51, 52, 53, 56, 55].
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prior to parton-parton scatterings can be significantly modified compare to
those in N −N collisions. The main initial state effects are “kT broadening”
or “Cronin effect” [33], “parton shadowing” [34, 42] and more recently pro-
posed“Gluon saturation” effect [36, 37]. These nuclear effects can modify the
initial hard-scattering processes such that the high pT hadron production rates
are affected. In order to study the property of QGP using hard-scattering par-
tons as probe, it is very important to understand these initial state effects
present in heavy-ion collisions.

Initial State Effects

• The Cronin effect [33] from initial state multiple scattering

Due to the finite thickness of heavy nuclei, a parton may suffer multiple
soft scatterings while travelling through the nuclear matter before the
final hard parton-parton scattering. This is illustrated in Fig. 1.7. The
initial partons in general have small transverse momenta but large c.m.
energies. The soft scatterings increase the transverse momenta of the
partons, and can be treated as an effective broadening of the initial
transverse momentum kT of the beam partons. This so called Cronin
effect [33] leads to a smearing of the pT spectra. Since the particle
production cross section falls steeply towards high pT , this smearing
effect leads to an enhancement of particle production typically around
1.5-4 GeV/c compared to N −N collisions [38]. The hadron yield,

E
dσpA

d3p
= E

dσpp

d3p
Aα(pT ) (1.11)

scales faster than the nucleon number A at pT & 2 GeV/c, i.e α(pT ) >
1. This was first observed by James Cronin [33] and indicates such
an enhancement. The Cronin effect can be studied in p − A or d − A
collisions.

• Initial state deformation of parton distribution functions of nuclei

Since the incoming nuclei are large, the composite nucleons wave func-
tions can interact coherently among each other. The results from deeply
inelastic lepton-nucleus scattering (DIS) [34] indicate clearly that the
parton distribution function of the bound nucleons, are different from
those of the free nucleons, fi/A(x,Q2) 6= fi/n(x, Q2). These initial state
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Figure 1.7: A Schematic view of kT broadening before hard-scattering.

nuclear effects can be quantified by the ratio of the parton structure func-
tions of nuclei relative to deuterons RA

F2
= FA

2 (x, Q2)/FD
2 (x,Q2) and are

also shown in Fig. 1.8: Shadowing (RA
F2
≤ 1) at x . 0.1, anti-shadowing

(RA
F2
≥ 1) at 0.1 . x . 0.3, EMC effect [39] (RA

F2
≤ 1) at 0.3 . x . 0.7,

and Fermi motion (RA
F2
≥ 1) towards x → 1 and beyond. Recent mea-

surements also revealed a Q2 dependence of RA
F2

at small value of x [35].
According to LO QCD, the parton structure function F2 is directly re-
lated to the parton distribution function as, F2 =

∑
i e

2
i xfi(x,Q2). So

the same nuclear effects for parton structure function also applies to the
parton distribution function.

Assuming that the leading hadron on average carries half of the par-
ton energy, the high pT range from 2-10 GeV/c, currently accessible at
RHIC, corresponds to x range of 0.04-0.2, which is at the shadowing
region. The nuclear shadowing refers to the suppression of the nuclear
structure function relative to a sum of free nucleon structure function
(see in Fig. 1.8) at small x. This suppression is caused by the coherent
multi-gluon interaction at small x, where the gluon density becomes very
large [42].

• Gluon Saturation - Strong Shadowing Limit

Nuclear shadowing effects increase for smaller x and larger nuclei, and
at certain small x, QCD analysis suggests that gluon density saturates
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Figure 1.8: a) Schematic view of the structure function, FA
2 /FD

2 . b) Partial
compilation of results for FA

2 /FD
2 (from [41]). Note that below x ≈ 0.01, the

average Q2 value of the data is smaller than 2 GeV2.

as a result of non-linear corrections to DGLAP evolution [42], an ef-
fect also found in classical Yang-Mills models [43]. Due to soft gluon
bremsstrahlung of hard valence partons, the total parton density in-
creases rapidly with decreasing x. However, parton recombination, gg →
g, and screening effects become important and eventually “saturate”
the rapid growth of parton density at certain x. A “saturation scale”,
which is proportional to the gluon density per unit area and grows as
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Q2
s ∼ A1/3/xδ(δ ≈ 0.2 − 0.3), determines the critical values of the mo-

mentum transfer at which the parton systems becomes dense and re-
combination happens (see Fig. 1.9). Both the shadowing and saturation
effect are present in large nuclei and can be studied in e−A, p−A, d−A
collisions.

Figure 1.9: parton interact-
ing with the nuclear target
resolves the transverse area
∼ 1/Q2 and, in the target
rest frame, the longitudinal dis-
tance ∼ 1/(mx) [44], where m
is the parton mass.
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Factorization Theorem in Heavy-ion Collisions

The factorization theorem including initial state nuclear effects and final
state jet quenching can be written as [9]:

dσAB

dyd2pT

= K
∑

abcd

∫
d2bd2rtA(r)tB(|b− r|)

∫
dxadxbd

2kaT d2kbT

gA(kaT , Q2, r)gB(kbT , Q2, |b− r|)fa/A(xa, Q
2, r)fb/B(xb, Q

2, |b− r|)
Dh/c(zc, Q

2, ∆L)

πzc

dσ

dt̂
(ab → cd), (1.12)

where tA is the nuclear thickness function, gA takes into account the kT broad-
ening, K ≈ 1.3− 2 is used to account for higher order pQCD correction, fa/A

is the parton distribution function in nuclei, zc is the fractional momentum
of the hadron relative to the fragmenting parton c, and Dh/c(zc, Q

2, ∆L) is
the modified effective fragmentation function for produced parton c which has
to travel an average distance ∆L inside a dense medium, this term includes
parton energy losses in the final state.
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The philosophy underlying the study of high pT physics in heavy-ion col-
lisions in the quest for a QGP is simple. The results measured in complicated
heavy-ion collisions can only be interpreted based on the understanding ob-
tained from simpler system like p− p, e+ − e−, p−A, and e−A. On the one
hand, characteristics of hard-scattered partons are rather well understood in
p− p and e+e− collisions, they can be used as a calibrated probe for heavy-ion
collisions. On the other hand, the knowledge learned from e−A and p−A col-
lisions about the nuclear parton distributions and kT broadening can help us
to fix the initial conditions prior to the hard-scattering processes in heavy-ion
collisions. By combining this knowledge with the measurements of jet produc-
tion in heavy-ion collisions, one expects to disentangle various nuclear effects,
and learn about the modifications of jets in the medium in the final state.

1.3 High pT Observables

In this work, we focus on high pT observables. The hard-scatted partons
can be used as a probe for the dense medium created in heavy-ion collisions.
However, the constituents that interact with the medium, partons, can not be
observed directly. Experimentally, we have to rely on hadrons from parton
fragmentation that carry the reminiscent information about the original par-
tons. The fragments (or jet) from a high energy parton usually have a very
small angular spread and focus around the “leading particle” which carries the
major fraction of the energy of the original parton. In high energy elementary
collisions, where the event multiplicity is low, these jets of particles can be
directly identified by applying an energy cut on a cluster of particles that falls
within small cone, ∆r =

√
(∆η)2 + (∆φ)2 [45, 46, 47]. This method works

well for events containing only a few separated jets. However, in heavy-ion
collisions, the soft background and multi-jet production makes it impossible
to identify jets directly. The amount of total energy from the soft background
in a typical jet finding cone of ∆r = 0.7 [45] is 100 GeV at RHIC. Experi-
mentalists have to rely on indirect methods to characterize the jet yield and
shape in heavy-ion collisions. Right now, there are two statistical methods to
extract information on jet production: single hadron high pT spectra, and two
particle correlation. Since hadrons with pT > 2 GeV/c are dominantly from
leading hadrons from jet fragmentation, the first method measures the yield of
semi-hard and hard jets. Since the jet fragments are focused in a small cone,
they are highly correlated in angular space. By correlating the leading particle
with soft particles, one can learn the shape of the jet fragmentation.

The results obtained so far from RHIC have proven that these two ob-
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servables are extremely useful to probe the dense medium. I will discuss them
separately in the rest of this section.

1.3.1 Suppression of High pT Hadrons

At the energies reached at the RHIC, hard scattering rate becomes suffi-
ciently large. Due to the large Q2, the hard-scattered partons are created early
in the collisions, at times δτ ∼ 1/mT fm/c (mT is the transverse energy of the
parton, so δτ ∼ 0.2fm for 1 GeV/c parton), while most of the partons of the
plasma with temperature T form and equilibrate at later times ∼ 1/gT ∼ 0.5
fm/c [48]. The hard scattered partons propagate along approximately straight
eikonal lines through the plasma until τ ∼ R ∼ 5 fm/c in central Au− Au col-
lisions. Thus these partons may directly probe the subsequently produced hot,
dense, and strongly interacting medium. When an energetic parton propagates
through a QGP, it suffers both elastic energy losses from simple scatterings and
radiative energy loss due to induced radiations from multiple scatterings. The
elastic energy loss of partons in a QCD plasma of temperature T ∼ 300 MeV
is small (dE/dx < 0.5GeV/fm for a quark jet with E=30 GeV [49]). How-
ever, due to the non-Abelian nature of gluon radiation in QCD, the radiative
gluon energy loss, dE/dx, depends linearly on the thickness of the medium,
and could be much larger than the elastic energy loss. Jet quenching due to
gluon radiation in QGP should become observable as a suppression of high pT

hadron yields in heavy-ion collisions.

The suppression is usually quantified through RAB defined in Eq. 1.10.
Initial measurements of hadron pT spectra in Au− Au collisions at

√
sNN =

130 GeV have indeed demonstrated a substantial suppression of hadron yields
per nucleon-nucleon collision relative to pp data [50, 51, 52]. Data from

√
sNN

= 200 GeV confirm these results [53, 54, 56]. The suppression is observed
in central but not in peripheral collisions. These observations points towards
strong medium effects, which are confirmed quantitatively in several model
calculations that include parton energy loss in dense matter [58, 57].

A very different interpretation of the suppression observed in central
Au− Au collisions is based on the initial-state gluon saturation effects [59]
which was introduced in Chapter 1.2.2. Saturation effectively modifies the
parton distribution function such that the number of hard scatterings and con-
sequently the high pT hadron yield is reduced. In Ref. [59], it was proposed
that gluon saturation phenomena alone may account for a significant part of
the observed high pT hadron suppression pattern. Current Au− Au collisions
can not unambiguously distinguish between these two scenarios. Fortunately,
like other initial-state effect, saturation is expected to be present in d− Au
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collisions and should result in a ∼ 30% suppression in minimum bias d− Au
collisions [59]. Recent results from d− Au collisions at

√
sNN = 200 GeV thus

provide an unique opportunity to determine experimentally the modification,
if any, of high pT hadron yields due to initial state nuclear effects for a system
in which a hot, dense medium is not produced in the final state.

In addition to hadron suppression, an unexpectedly large fraction of baryons
has been observed in central Au− Au collisions for pT up to 4–5 GeV/c [60,
61, 62], which complicates the interpretation of the high pT results. The ob-
served ratio of baryons to mesons from PHENIX [61] is inconsistent with jet
fragmentation in p− p [27] and e+e− collisions [63]. While the origin of this ef-
fect is unclear, it could point towards bulk particle production (“soft physics”)
contributing to the pT spectra out to 4–5 GeV/c. It has been suggested that
coalescence of thermalized quarks combining with energy loss of hard-scattered
partons can account for the unusual particle composition, which shifts the re-
gion dominated by hard-scattering to higher pT [64].

1.3.2 Jet Angular Correlation

In heavy-ion collisions, due to the large soft backgrounds (∼ 100GeV/srd),
a jet signal can not be identified directly. A measurement of the jet structure
has to rely on two-particle correlation methods. The results from Au− Au col-
lisions at

√
sNN = 200 GeV reveal a significant modification of hard-scattered

partons in the medium, with a strong dependence on the collision geometry.
In central collisions, the jet near angle correlation strength is found to be sim-
ilar to p− p, while the away side correlation is strongly suppressed [65]. This
observation hints towards energy loss and surface emission of jets.

Meanwhile, a large elliptic flow (v2) has been observed in intermediate
centrality classes [66, 67, 68]. The v2 results from the anisotropy of the pressure
gradient in the overlap region and leads to more high pT particles emitted into
the reaction plane where the pressure gradient is larger than in the direction
normal to reaction plane where the pressure gradient is the weakest. The
elliptic flow produces a cos(2φ) type of correlation which peaks at 0 and 180◦,
similar to the jet correlation signals. As we shall discuss in Chapter. 6.7, the
surface emission naturally leads to a correlation between jet emission direction
and the reaction plane which mimics v2. On the other hand, current correlation
methods rely on the fit of correlation signal which can also be affected by the
genuine flow. It remains a challenge for RHIC to disentangle contributions
from jets and elliptic flow.
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1.3.3 Collision Geometry and High pT Observable

In relativistic heavy-ion collisions, energy is deposited in the overlap re-
gion between two colliding nuclei. The size, shape, and energy density of the
medium formed in this region strongly depends on the impact parameter of
the collision. The amount of medium a hard scattered parton traverses, and
consequently its energy loss, varies with the centrality of the collision and also
the azimuthal angle with respect to the reaction plane. If the parton energy
loss is large, the surviving partons will be emitted dominantly from the sur-
face of the overlap region. The partons moving towards the surface (near side)
traverse on average less material than those going in opposite direction (away
side). Thus partons scattered to the near side are likely to escape with little
energy loss, while the away side partons are likely to lose significant energy
and thus will be suppressed more strongly.

1.4 Organization of the Work

In this work, we present new data on inclusive charged hadron produc-
tion for 0.5 < pT < 10 GeV/c, measured over a broad range of centrality in
Au− Au collisions at

√
sNN = 200 GeV by the PHENIX Collaboration at

RHIC. These data are compared to data on neutral pion production [54] and
to data from Au− Au collisions at

√
sNN = 130 GeV [50, 52], all measured

within the same experiment. To help in addressing the question whether the
observed suppression is an initial or final state effect, we compare the results
to data from d− Au collisions at

√
sNN =200 GeV [153].

In Chapter 2, we discuss the PHENIX detectors relevant to our analysis.
Chapter 3 gives a detailed account of the calibrations needed for the charged
hadron analysis, focusing on the charged particle tracking and momentum
measurement. Chapter 4 describes the techniques used in the data reduction,
in particular the background subtraction method which is crucial to extend
the charged hadron measurement to high pT . The corrections and systematic
errors on the charged hadron measurement are discussed in Chapter 5.

In Chapter 6, we first present the main results from Au− Au collisions
at
√

sNN =200 GeV, which are divided into three sections: centrality and pT

dependence of the charged hadron pT spectra are discussed in Chapter 6.1.
Chapter 6.2 focuses on the charged hadron suppression and the comparison
to π0 data. In Chapter 6.3, we discuss the

√
sNN dependence of both charged

hadron and neutral pion production and test possible xT -scaling. The next
three sections of Chapter 6 focus on the discussion and comparison of the
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Au− Au results to existing theoretical models (Chapter 6.4) and d− Au re-
sults (Chapter 6.5 and Chapter 6.6). In the last section of that chapter, we
discuss the centrality dependence of high pT results on the basis of a jet ab-
sorption model. We argue that the high pT phenomena observed at RHIC are
governed by the collision geometry. The calculations are compared with the
centrality dependence of the high pT hadron yield, back-to-back jet angular
correlations and the azimuthal anisotropy.

In Chapter 7, we give a summary of the work and the outlook of the high
pT physics.

The charged hadron analysis techniques for Au− Au collisions at
√

sNN

= 130 GeV and d− Au collisions at
√

sNN = 200 GeV are very similar to
those for Au− Au collisions at

√
sNN = 130 GeV. We discuss briefly these two

analysis in Appendix. A, focusing on their differences from that for Au− Au
collisions at

√
sNN = 200 GeV.



21

Chapter 2

PHENIX Experiment

2.1 PHENIX Detector

PHENIX is a sophisticated detector system composed of 11 subsystems,
which allows the measurement of hadrons, leptons and photons with excellent
momentum and energy resolution. Another prime advantage of the PHENIX
experiment is the ability to study rare physics using Level-1 and Level-2 trig-
gers to sample events with potential physics interest at the highest luminosity
expected at RHIC. The PHENIX subsystems are grouped into four spectrom-
eter arms − two around mid-rapidity (the central arms) and two at forward
rapidity (the muon arms) − and a set of global detectors. The east and west
central arms are centered around rapidity zero and are instrumented to detect
electrons, photons, and charged hadrons. The north and south forward arms
have full azimuthal coverage and are instrumented to detect muons. Each of
the four arms has a geometric acceptance of approximately 1 steradian. The
global detectors measure the time and the position of the interactions, and
the multiplicity of produced particles. The baseline layout of the PHENIX
detector is shown in Fig. 2.1. The rapidity and azimuthal angle (φ) coverages,
together with the physics abilities of each subsystems are listed in Table 2.1.

The PHENIX coordinates are defined relative to the beam axis, and can
be easily visualized from Fig. 2.1. The origin is located at the middle point
between the two Beam Beam Counter along the beam axis. In cartesian coor-
dinate system, the z axis is along the beam axis pointing to the north muon
arm. The x axis is pointing horizontally to the west arm. The y axis points
upwards.

Since the commissioning of RHIC in June 2000, there have been three
running periods which have delivered two Au− Au physics runs, one d− Au
physics run and two p− p physics runs. The collision species, energy, and
integrated luminosity are listed in Table. 2.2. The detector setups for three
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Figure 2.1: The baseline PHENIX experiment. The left panel shows the
PHENIX central arm spectrometers viewed along the beam axis. The right
panel shows a side view of the PHENIX muon arm spectrometers.
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Figure 2.2: Layout for PHENIX Experiments in RUN-1 (left panel), RUN-2
(middle panel) and RUN-3 (right panel).

running periods are shown in Fig. 2.2. The charged hadron analysis discussed
in the present work focuses on the data taken in the second heavy-ion run, or
RUN-2. This analysis uses the global detectors and a subsets of the central
arm detectors, which shall be introduced in the following.



23

Table 2.1: Summary of the PHENIX Detector Subsystems [69].

Element ∆η ∆φ Purpose and Special Features
Magnet: central (CM) ±0.35 360◦ Up to 1.15 T·m.

muon (MMS) -1.1 to -2.2 360◦ 0.72 T·m for η = 2
muon (MMN) 1.1 to 2.4 360◦ 0.72 T·m for η = 2

Silicon (MVD) ±2.6 360◦ d2N/dηdφ, precise vertex,
reaction plane determination

Beam-beam (BBC) ±(3.1 to 3.9) 360◦ Start timing, fast vertex.
NTC ±(1 to 2) 320◦ Extend coverage of BBC for p-p and p-A.
ZDC ±2 mrad 360◦ Minimum bias trigger.
Drift chambers (DC) ±0.35 90◦×2 Good momentum and mass resolution,

∆m/m = 0.4% at m = 1GeV.
Pad chambers (PC) ±0.35 90◦×2 Pattern recognition, tracking

for nonbend direction.
TEC ±0.35 90◦ Pattern recognition, dE/dx.
RICH ±0.35 90◦×2 Electron identification.
ToF ±0.35 45◦ Good hadron identification, σ <100 ps.
T0 ±0.35 45◦ Improve ToF timing for p-p and p-A.
PbSc EMCal ±0.35 90◦+45◦ For both calorimeters, photon and electron

detection.
PbGl EMCal ±0.35 45◦ Good e±/π± separation at p > 1 GeV/c by

EM shower and p < 0.35 GeV/c by ToF.
K±/π± separation up to 1 GeV/c by ToF.

µ tracker: (µTS) -1.15 to -2.25 360◦ Tracking for muons.
(µTN) 1.15 to 2.44 360◦ Muon tracker north installed for year-3

µ identifier: (µIDS) -1.15 to -2.25 360◦ Steel absorbers and Iarocci tubes for
(µIDN) 1.15 to 2.44 360◦ muon/hadron separation.

Table 2.2: A list of physics run and corresponding parameters in the PHENIX
experiment.

Run Year Species
√

s[GeV]
∫

Ldt Nevents(106)
RUN-1 2000 Au− Au 130 1mb−1 10
RUN-2 2001/2002 Au− Au 200 24 mb−1 170

p− p 200 0.15 pb−1 3700
RUN-3 2002/2003 d− Au 200 2.74 nb−1 5500

p− p 200 0.35 pb−1 6600

2.1.1 Global Detectors

The global properties of the collision used in this analysis, including the
collision vertex along the beam direction, the trigger and timing information,
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the impact parameter~b, and the charged particle multiplicity are characterized
by a set of global detectors around the beam-line. These detectors include the
Zero Degree Calorimeters (ZDC), the Beam Beam Counters (BBC), and the
Multiplicity Vertex Detector (MVD).

The ZDCs are small transverse area hadron calorimeters that are in-
stalled at each of the four RHIC experiments with an angular acceptance
of |θ| < 2mrad. Each ZDC is positioned 18 m up and downstream from the
interaction point along the beam axis. They are located in the beam line
behind the beam bending magnets and measure the energy deposited by spec-
tator neutrons from the collisions. Charged particles are deflected out of the
ZDC acceptance by the beam bending magnets leading to a measurement of
neutron energy with very low background. A single ZDC consists of 3 modules
each with a depth of 2 hadronic interaction lengths, which are read out by a
single PMT. Both time and amplitude are digitized for each of the 3 PMTs,
and an analog sum is determined of all three PMTs for each ZDC. The en-
ergy resolution at the one neutron peak is approximately 21% [70, 71]. The
coincidence neutron signal from the two ZDC can be used as a minimal bias
selection for heavy-ion collisions. This makes it useful as an event trigger and
a luminosity monitor [72].

The PHENIX beam-beam counters (BBC) are arrays of quartz Cerenkov
detectors which measure relativistic charged particles produced in cones around
each beam (3.0 ≤ η ≤ 3.9, with 2π azimuthal coverage). There are two iden-
tical Beam-Beam counters each positioned 1.4 m from the interaction point,
just behind the central magnet poles around the beam axis. The inner(outer)
radius of the BBC is 5cm(30cm), leaving about 1cm space from the beam-
pipe. Each counter consists of 64 photomultiplier tubes equipped with quartz
Cerenkov radiators in front. The BBC is designed to operate under various
collision species (dynamic range 1-30 MIP), high radiation and large magnetic
field (0.3 T). The main role of the BBC is to provide the start time for the
TOF measurement, to serve as a crucial component for PHENIX Level-1 trig-
ger, and to measure the collision vertex point (zvtx). Interestingly, the large
charged particle multiplicity (≈1000 in central Au− Au collision) in the BBC
acceptance allows the measurement of the reaction plane on an event by event
basis [68]. Due to the 3 units of rapidity gap from mid-rapidity, the reaction
plane determined by the BBC is less sensitive to the non-flow effects [68] in
the PHENIX central acceptance.

For both the ZDC and the BBC, the time and vertex position are deter-
mined using the measured time difference between the north and the south
detectors and the known distance between the two detectors. The start time
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(T0) and the vertex position along the beam axis (zvtx) are calculated as

T0 = (T1 + T2)/2

zvtx = (T1 − T2)/2c (2.1)

where T1 and T2 are the average timing of particles in each counter and c is
the speed of light. In Run-2, with an intrinsic timing resolution of 150 ps,
the ZDC vertex is measured with a resolution of 3 cm, while the BBC timing
resolution of 40 ps results in a vertex position resolution of 0.6 cm [73].

Since the multiplicity of both the neutrons in the ZDC and the charged
particles in the BBC are correlated with the collision geometry, they can also
be used to measure the collision centrality (impact parameter |~b|). While the
ZDCs measure forward neutrons that result from fragmentation of the col-
liding nuclei(mostly spectators), the BBCs are sensitive to charged particles
produced in the collisions (produced by participants). Together, both detec-
tors yield information on the impact parameter of the nuclear interaction.
These observables, combined with a Glauber model for the collision geometry,
allow us to determine different centrality classes. The details on a Glauber
simulation in PHENIX are discussed in Chapter 4.1.3.

2.1.2 The Central Arm Detectors

Each of the west and the east central arm spectrometers covers the pseudo-
rapidity range |η| < 0.35 and 90 degrees in azimuthal angle φ. As shown in
the upper panel of Fig. 2.1, each of the spectrometers consists of layers of
tracking and particle identification subdetectors. Viewed from the inner radius
outward, the west arm spectrometer is composed of Drift Chamber (DC) at
2-2.4m, Pixel Pad Chambers (PC1) at 2.45m, Ring Image Cerenkov Counters
(RICH) at 2.6-4.0m, Pixel Pad Chambers (PC2) at 4.2m, Pixel Pad Chambers
(PC3) at 4.9m, and Lead Scintillator electromagnetic calorimeters (PbSc) at
5.07-6m. The east arm spectrometer consists of similar detectors as the west
arm at the same radial locations, but it does not have PC2, and in addition, it
has 2 sectors of a Time-of-Flight Scintillator Wall (TOF) at 5.06m, four layers
of Time Expansion Chambers (TEC) at 4.1-4.8m between TOF and PC3,
two sectors of PbSc and 2 sectors of Lead Glass electromagnetic calorimeters
(PbGl) at 5.07m and 5.4 m, respectively.

The tracking system of PHENIX operates in an environment of high track
density of up to 500 charged tracks in the acceptance. The system is designed
to: (i) locate all charged tracks of interest within the fiducial volume, (ii)
measure the particle momenta, (iii) contribute information to the PHENIX
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Level-2 trigger. The baseline tracking system consists of three components:
(i) The DCs provide precise projective tracking and excellent momentum mea-
surement (ii) Each of the PC1, PC2, and PC3 provide a three-dimensional
position measurement to aid in pattern recognition and to determine pz/pT .
(iii) The TEC assists pattern recognition and can improve the momentum res-
olution at pT > 5 GeV/c. All three components have been successfully used
in Run-2 to provide charged high pT Level-2 triggers

Particle identification is provided by RICH, TEC, TOF, PbSc and PbGl.
Electron identification is performed using the following detector subsystems:
(i) Cerenkov radiation detected in the RICH, (ii) energy loss dE/dx of the
charged particles in the TEC, and (iii) time-of-flight and electromagnetic show-
ers in PbSc and PbGl calorimeters. Photons are detected with good energy
resolution using the electromagnetic showers in PbSc and PbGl, which can
then be used to measure the π0 and η production rate from their 2γ decay.
Good time-of-flight is the key element for charged hadron identifications. This
is realized in PHENIX by the TOF in a small acceptance (∼ 1/3sr) with ac-
curate timing resolution, and also by PbSc and PbGl in the full central arm
acceptance of PHENIX(∼ 2sr) with less accurate timing resolution.

In what follows, we will discuss the PHENIX central spectrometers, fo-
cusing on the subsystems which are used in this analysis: the magnet, DC,
PC1, PC2, PC3, RICH, EMC, and TOF. More details about the design and
performance of PHENIX can be found in [75].

2.2 The Central Arm Detectors

2.2.1 The Central Arm Magnet

The PHENIX magnet system is composed of three spectrometer magnets,
the Central Magnet (CM) and the north and south Muon Magnets (MMN and
MMS). The Cental Magnet is energized by two pairs of concentric coils and
provides an axially symmetric field parallel to the beam and around the beam
axis. Charged particles bend in a plane perpendicular to the beam axis. The
bending angles are accurately measured by the DCs, from which the charged
particle momenta can be accurately determined.

Fig. 2.3a shows the cutaway drawing of the PHENIX magnets showing
the CM and MM field lines. The magnetic field for the central spectrometer is
axially symmetric around the beam axis. Its component parallel to the beam
axis has an approximately Gaussian dependence on the radial distance from
the beam axis. At the center close to beam axis, the field line uniformly points
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along the beam direction. However, the residual field at the DC distance (2-
2.4m radially) is highly non-uniform, the field line is parallel to the beam near
z = 0, but has a significant r component at large z. The z dependence of the
field is better illustrated in Fig. 2.3b, where Bz as function of radius r along
the lines connecting origin and different z at the DC radius is shown. The field
strength is about 0.48 T at the beam line (r = 0), and decreases as r increases.
The field is almost uniform for different z at r < 2m. But in the drift chamber
region, the residual field strength strongly varies with z. At around z = 0, the
field is about 0.096 T (0.048 T) at the inner (outer) radius of the DC. At large
z (80cm), the field changes direction and is much weaker( 0.04 T(0.02 T) at
the inner (outer) radius of the DC).

For the charged hadron analysis, tracking starts at the Drift Chamber,
which sits at the edge of the magnetic field. Due to the lack of tracking devices
between the collision vertex and the DC, a background from decay and con-
version secondaries contaminates the spectra at high pT . These background
tracks usually have genuine low momenta, and bend significantly from the field
inside and after the DC. As we will show in Chapter 4.4 and 4.5, this residual
bend can be harnessed to help reject background charged particles at high pT ,
and is the basis of the background rejection and subtraction techniques we
have developed.

2.2.2 The Drift Chamber

The functions of the DC include:

• Accurate measurement of charged particle trajectories in r-φ direction
to determine their transverse momentum (pT ), and the invariant mass
of pairs of particles.

• Together with the hits measured by the PC1 and collision zvtx measured
by the BBC, determine the track polar angle θ.

• Participates in the pattern recognition by providing tracking information
that is used to link together tracks and hits in various PHENIX central
detector subsystems.

In order to achieve these functionalities, the DC performance has to satisfy
the following main requirements:

• Single wire resolution better than 150 um in r-φ direction
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Figure 2.3: a) CM and MM field lines shown on a cutaway drawing of the
PHENIX magnets. The beams travel along the z axis in this figure and collide
at z = 0. b) z component of the magnetic field, Bz, as a function of, R, the
radial distance along the line connecting origin and different z locations at the
DC (it is the z component of the magnetic field that bends the track).
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• Single track reconstruction efficiency better than 99%

• Two track resolution better than 1.5 mm.

• Spacial resolution in the z direction better than 2 mm.

The PHENIX Drift Chambers are of cylindrical shape and are located in
the region from 2–2.4 m in radial direction from the beam axis. Their length
is 1.8 m along the beam direction. Each DC covers 90◦ in azimuthal angle φ
and consists of 40 planes of sensing wires subdivided into 80 drift cells, each
cell spanning 1.125◦ in azimuth. The wire planes are arranged in six types of
wire modules stacked radially in the following order, X1, U1, V1, X2, U2, V2.
Each of the X and U,V modules contains 12 and 4 sense wires, respectively.
The X, U, V wire orientations are shown in Fig. 2.4. The X1 and X2 wire
modules run in parallel to the beam to perform precise track measurements in
r-φ. U1,V1 and U2,V2 wire modules are placed after X1 and X2, respectively.
They have stereo angles about ±5◦ relative to the X wires and measure the
z coordinate of the track. The stereo angle is selected to match with the z
resolution of the pad chambers and minimize tracking ambiguities.

In typical central Au− Au collisions, there are as many as 200 tracks in
each DC. In order to reduce the occupancy and keep good track reconstruction
efficiency, each sensing wire is separated electrically in the center by a low mass
kapton strip and are read out separately. This way, the number of DC readout
channels is doubled with little additional material in the fiducial volume of the
chamber. In total, each DC contains roughly 3200 anode wires and ,therefore,
about 6400 readout channels. The measured occupancy in central Au− Au
collisions is about 2 hits per wire.

2.2.3 The Pad Chambers

The primary functions of the PCs are [69]:

• Measurement of non-projective three dimensional spatial points, which
are used for both momentum determination (pz) and pattern recognition.

• Reject decays and photon conversion background at high pT by tight
matching requirement to the track measured by the DC(see Chapter 4.4).

• Distinguish electrons from other particles by accurate pointing of charged
track to the RICH and EMCal.

• Charged particle veto in front of EMCal.
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Figure 2.4: a) Layout of the wire position for 4 cells and a blow up drawing of
the wire arrangement for a V1 net (the arrangement are similar for other wire
nets). b) Top view of a schematic diagram of the stereo wire orientation.

• Providing seed for tracks in charged high pT Level-2 triggers and electron
Level-2 triggers.

The design of the pad chambers is driven by the following considera-
tions [76]

• Very high efficiency (> 99%) and low occupancy(few % in most central
Au− Au collisions).

• Good spatial resolution.

• Low mass, in order to minimize secondary particle production and mul-
tiple scattering.

The PCs are multiwire proportional chambers that form three separate
layers of the PHENIX central tracking system. Each detector contains a single
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plane of wires inside a gas volume bounded by two cathode planes. One
cathode is finely segmented into an array of pixels. The charged induced on
a number of pixels when a charged particle starts an avalanche on an anode
wire is read out through specially designed readout electronics.

The 3D view of the pad chamber system is shown in Fig. 2.5. The im-
portant PC specifications achieved in RUN-2 are listed in Table 2.3. The pad
size for PC1 is 0.84 cm× 0.845 cm to achieve less than 8% occupancy in most
central Au− Au collisions. This gives a position resolution of 1.7 mm along
z and 2.5 mm in r-φ. The pad size for PC2 and PC3 is chosen such that they
have similar angular resolution compared to PC1. The use of a frameless wire
chamber held by honeycomb sandwich minimize the amount of material in the
PC [76].
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49
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Figure 2.5: The Pad Chamber system in PHENIX. Several sectors of PC2
and PC3 in the west arm are removed for clarity of the picture. Figure from
Ref. [76].

2.2.4 The Ring Imaging Cerenkov Detectors

The primary functions of the RICH are:

• Identification of electrons below pT < 4.8 GeV/c.
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Table 2.3: Performance of Pad Chambers in RUN-2 [77, 76].
Parameters PC1 PC2 PC3

Pad Size (r-φ× z)(cm2) 0.84× 0.845 1.355× 1.425 1.6× 1.67
Single hit resolution

(r-φ, z) in mm (2.5,1.7) (3.9,3.1) (4.6,3.6)
Double hit resolution

(r-φ, z) in cm (2.9,2.4) (4.6,4.0) (5.3,5.0)
Radiation Length (% X0) 1.2 2.4 2.4

Efficiency >99% >99% >99%

• Help charged pion identification at pT > 4.8 GeV/c. The thresholds are
flexible with different radiation gases.

• One of the primary PHENIX electron Level-1 trigger devices and the core
for numerous Level-2 triggers, e.g. single electron trigger, J/Ψ → e+e−

trigger, φ → e+e−, high pT pion trigger.

In order to achieve these functionalities, the RICH performance has to
satisfy the following specifications [69]:

• e/π separation at the 104 level for single tracks.

• The Photo Multiplier Tube (PMT) should have high single photon effi-
ciency (∼ 100%). It should also have good timing resolution to reduce
noise and contamination from background electrons.

• Minimal radiation length to reduce conversions inside RICH.

The RICH detector is located between the inner and outer tracking units.
Fig. 2.6 shows a cutaway drawing of one RICH detector revealing the internal
components. Each RICH detector has a volume of 40 m3 with an entrance
window area of 8.9 m2 and an exit window area of 21.6 m2. The spherical
mirrors focus Cerenkov light onto two arrays of PMTs, each located on one
side of the RICH entrance window. The PMTs are fitted with Winston cones
of 50 mm diameter and have magnetic shields that allow them to operate in
magnetic fields up to 100 Gauss. The radiator gas length seen by charged
particles is 87 cm at η = 0 and 150 cm at η = 0.35, the average path length
through radiator gas is 120 cm.

The RICH is filled with CO2 gas at a pressure slightly above ambient air
pressure. It has a Cerenkov threshold of γthr = 35 which is about 17 MeV/c
for electrons and 4.8 GeV/c for charged pions. So, e/π separation is possible
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Figure 2.6: A cutaway view of the RICH detector [78].

below 4.8 GeV/c. The RICH can also be used to identify pions at pT > 4.8
GeV/c. Fig. 2.7 illustrates the principle of electron detection in the RICH.
The Cerenkov photons generated by e+, e− and high momentum hadrons are
reflected by spherical mirrors placed within the radiator volume. The photons
are focused onto PMTs placed just behind the PHENIX central magnet. The
pole tips of the magnet thus serve as hadron shields for the PMTs.

Cerenkov photons are emitted at an angle θ = cos−1(1/(βn)). These
photons are focused as a ring of photons onto the PMT array, and are converted
into photo electrons in the PMT. The total number of photo electrons for a
charged particle above the Cerenkov threshold can be written as [79]

Nnpe = L
α2z2

remec2

∫
εcεdsin

2θdE, where

α2z2

remec2
= 370cm−1eV −1. (2.2)

Here, L is path length of particles in the radiator; εc is the PMT Cerenkov
light collecting efficiency, and εd is the quantum efficiency of the PMT. Usually
a “figure of merit” N0

npe is defined,

Nnpe = N0
npeLsin2θ , where

N0
npe =

α2z2

remec2
〈εc〉〈εd〉. (2.3)
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Figure 2.7: Schematic r-z view of the RICH and its optics. A typical electron
(400 MeV/c) produces Cerenkov photons, which are reflected by the mirror
into a ring at the focal plane where they are collected by the PMT array.
Hadrons with γ < 35 do not produce photons in the RICH [79].
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which quantifies the RICH electron detection performance. This number takes
into account acceptance and quantum efficiency of the PMT and the property
of the gas. In RUN-2, it is measured to be 116 cm−1 for CO2 gas.

Each PMT has a diameter of about 2.5 cm, while the ring of photons
reflected onto the PMT array has a radius of 11.8 cm. Usually, one electron
fires several PMTs located along the ring. This is illustrated by Fig. 2.8,
where a contour plot of a residual distribution of RICH hits associated with
the tracks from the track projection point are shown. Peripheral events are
used to reduce the accidental associations. The RICH ring can be clearly
seen as expected from the ring diameter for CO2 gas. To reduce false hits,
the number of PMTs for a given charged track are counted within 3.4-12.8cm
from the projection. This quantity, NPMT , is used to separate electrons from
hadrons as will be later discussed in Chapter 4.5.
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Figure 2.8: Box plot for
RICH PMT hits relative to the
track projection point in the
RICH, accumulated over many
tracks [78].

2.2.5 The Electromagnetic Calorimeters

The Electromagnetic Calorimeter (EMCal) is used to measure the spatial
position and energy of electrons and photons produced in heavy ion collisions.
It covers the full central arm acceptance of 70◦ ≤ θ ≤ 110◦ and 180◦ in az-
imuth. There are two types of calorimeters, Lead Scintillator (PbSc) sampling
calorimeters and Lead Glass (PbGl) Cerenkov calorimeters, populated in the
radial direction within 5-6m. There are 4 sectors of PbSc in west arm, 2 sec-
tors of PbSc and PbGl in the east arm. Both detectors have very good energy,
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spatial and timing resolution, while the PbSc excels in timing and PbGl in the
energy measurement.

The EMcal is mainly designed for electron identification, direct photon
measurements, neutral meson (e.g. π0, η.) measurements via their γγ decay
channel, and low pT charged hadron identification from their time-of-flight.
However, since both types of calorimeters have 0.85 units of hadronic interac-
tion length, high pT charged hadrons also have a large probability of depositing
a large fraction of their energy. Thus they can provide a background veto for
charged hadrons.

For the charged hadron analysis, the EMCals has been used to select a
clean sample of high pT charged hadrons. These high pT hadrons have been
used to study the systematics of the momentum resolution (see Chapter. 3.3.1).
A clean sample of high pT pions can also be selected [80] by requiring a con-
firming hit in the RICH and a high energy cut in the EMCal. These pions are
used to obtain the NPMT distribution, which are used in the charged hadron
analysis.

In both RUN-2 and RUN-3 and also in future RHIC runs, EMCal has been
and will be a crucial Level-1 trigger device. A large sample of events, corre-
sponding to integrated luminosity many times that of minimum bias events,
which contains high energy candidate particles can be recorded. These trig-
gered events can potentially increase the pT limit that can be reached with
only minimum bias events 1, and also allow for a correlation study with high
pT particles.

2.2.6 The Time Of Flight

The PHENIX Time of Flight (ToF) detector is the most important device
for identifying charged hadrons in a wide range of pT . ToF contains 960
scintillator slats oriented along the r-φ direction, covering π/4 in azimuthal
direction in the lower part of the east arm. Particle identification is achieved
by correlating the time-of-flight to the measured momentum of the charged
particles. With the large distance (5.05 m) and good timing resolution (100ps),
ToF can provide 3σ π/K separation up to 2.4 GeV/c and 3σ K/p separation
up to 4 GeV/c.

For charged hadron analysis, the ToF has been used to determine the DC
momentum resolution and momentum scale, based on the width and mean

1Since EMCal only catches a fraction of the high pT hadron energy, the main
difficulty in using the triggered data for charged hadron or charged pion analysis is
in extracting the EMCal trigger efficiency.
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location of m2 for identified particles as function of pT . The details of this
measurement are discussed in Chapter. 3.3
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Chapter 3

The Calibration Marathon

3.1 The Drift Chamber Calibration

A drift cell in the Drift Chamber is approximately 4 cm wide1 in azimuthal
direction and 6 mm high in radial direction. The wire configuration and the
drift lines are shown in Fig. 3.1 for a drift cell under operating potentials. The
sensitive region of a drift cell is created by the anode and the cathode wire, with
field lines running from the anode wire to the cathode wire. In order to assure
an uniform electric field in the cell, several “field shaping” wires with different
voltages are introduced to “shape” the field lines to the desired geometry.
Since electrons originating at the same distance from both sides of the anode
wire have the same drift time, this causes a left-right ambiguity in the hit
reconstruction. This is solved by implementing back-drift wires alternately
with gate wire pairs at an 2 mm distance from the anode wires. The back-
drift wire has a low voltage and catches the field lines from the cathode wire
at one side of the drift cell, thus only electrons ionized on the other side can
reach the anode wire. This way, the left-right ambiguity is removed, except
for a 2 mm window between the back-drift wire and the anode wire, where a
fraction of the electrons can still reach the anode. The back-drift wire reduces
the effective length of the drift region by half to be about 2 cm. The gate wire
operates at a high voltage to constrain the drift lines in 4 mm region (half
height of a cell). This reduces the average width of the hits and improve the
single hit resolution. In the region between the back wire and the gate wire,
the charge amplification happens, so potential wires are mounted between
anode wires on the cell boundary to shape the field line such that the charge

1Due to the increasing radial distance, the outer drift cells have slightly larger
width.
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Table 3.1: Potential and diameter for different types of wires used in the drift
chamber

wire type Anode(sense) Cathode Gate Potential Back drift
voltage (kV) 0 -4 to -4.7 -1.5 to -1.6 -2.3 to 2.65 -0.8 to -0.9
diameter(µm) 25 90 90 90 90

passing the gate is amplified and collected on the corresponding anode wire.
The default voltage configurations for different wires are listed in Table. 3.1.

The Drift Chamber operates with 50% Ar and 50% C2H6 gas. The
drift velocity of the electrons from ionization, vd, depends on the electric field
strength (E), temperature (T ), pressure (P ), and the composition of the gas
as,

vd = ε
ET

P
, (3.1)

where ε is a constant related to the gas. The relationship between drift velocity
and ratio of field strength and pressure (E/P ) for the DC working gas is shown
in Fig. 3.2. The nominal working point of the PHENIX DC is chosen to be on
the relatively flat part of the function: E/P = 3V/(cmTorr), where the drift
velocity vd is about 4.8 cm/µs.

The charge signal is collected by the anode wire and passed to the Ampli-
fier Shaper Discriminator (ASD) chip, which amplifies pulses from the wires
and discriminates against a predetermined threshold. A TMC (Time Memory
Cell) digitizes both the rise time (Leading edge tL) and the fall time(Trailing
edge tT ) when the pulses pass the threshold, as illustrated by Fig. 3.3. The
resolution of digitization (time bin) corresponds to 0.82 ns at a clock frequency
of 38 MHz. tL represents the drift time and can be used to calculate the dis-
tance between the hit and the anode wire, d = vdtL. However, this time has
to be corrected for signal travelling time and Level-1 trigger decision time. So
a time offset t0 has to be subtracted to obtain the absolute drift time ta,

ta = (tL − tbbc)− t0, (3.2)

where tbbc is the event start time recorded by the PHENIX beam-beam counters
(BBC).

The time difference between the leading edge and trailing edge, tT − tL,
characterizes the spread of the charge clouds from the ionization. Due to the
finite rise time of the pulses and the spread of the charge clouds, the recorded
leading time tL is usually different from the nominal drift time, ta, for electrons
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Figure 3.1: a) A typical drift cell with the wire positions. [81] b) The drift
lines for six wire planes in an X1 net, different types of wires are marked by
arrows. The drift lines are in blue (or dark colored line in black and white). A
typical track trajectory is illustrated by the boundary of drift lines to the right.
The electrons clouds from the ionization are illustrated by the red dots [82].
(courtesy of Sergy Butsyk).
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Figure 3.3: A schematic illustration of the drift time measurement for a drift
chamber hit. The curve shows the amplified analog signal from a hit. The
horizontal dashed line is the charge threshold in the ASD. The difference be-
tween leading edge and trailing edge tT − tL gives the width of the hit. The
short solid vertical line indicate the true drift time, ta. Thus tL − ta is the
slewing correction.

ionized at the middle of the drift region (along the line connecting the anode
and cathode wires). The difference between the ta and tL is called “slewing
time” as illustrated by Fig. 3.3, and needs to be corrected as a function of the
width of the hit.
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The Drift Chamber calibration task can be roughly divided into the fol-
lowing list,

vd and t0 calibration In addition to a global vd and t0 calibration, a detailed
plane-by-plane vd and wire-by-wire t0 calibration has also been performed
in Run-2. They are among the most important calibration parameters
for the Drift Chamber.

Slewing and Drift Correction Since the hit arriving time depends on the
hit width, the hit arrival time needs to be adjusted. This is referred to
as slewing correction. Drift corrections refer to corrections due to the
distortion of electric field for wires close to the mylar entrance window
of the DC (see Fig. 3.1b).

Single Wire Efficiency and Tracking Efficiency Single wire efficiency and
tracking efficiency are among the most important parameters that bench-
mark the performance of the DCs. The design goal is > 96% for the single
wire efficiency and > 99% for the tracking efficiency.

Noisy and Dead Channel The loss of acceptance and tracking efficiency
due to noisy and inactive channels needs to be investigated.

3.1.1 vd and t0 calibration

The data read out of the drift chamber is driven by events triggered on
by the BBC. The BBC measures the collision start time tbbc. According to
Eq. 3.2, this time has to be subtracted from the DC start time. Fig. 3.4 shows
the tbbc distribution, the distribution has a 1 ns offset from zero and 0.8 ns
width.2

After the subtraction of tbbc, the time distribution of the Drift Chamber
hits is used to extract the average drift velocity, vd, and the time offset, t0.
Fig. 3.5 shows the time distribution for two drift planes at radius r = 206 cm
and 232 cm, respectively. The time distribution has a characteristic shape: (i)
The sharp rise at the left edge is the start time, corresponds to the ionization
very close to the anode wire; (ii) The region of enhancement (< 100ns) corre-
sponds to the region within 2 mm from the anode wires, where the anode wires
can receive charges from both sides; (iii) The fall off at large time represents
hits generated close to the cathode wire. Thus the time at the rising edge

2The intrinsic BBC timing resolution is much narrower (about 20 ps), the width
is mostly dominated by the spread of beam bunches.
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Figure 3.4: The measured BBC start time distribution.

gives the time offset t0 and the width of the distribution corresponds to the
maximum drift time for the full drift region, which is about 2 cm. One can
also notice that the time range for the outer drift plane is larger, reflecting the
linear increase of the drift cell length with the running radial position, since
they are at larger radius. A fermi function fit is used to determine the times
for the two edges, t0 and t1. Since the drift length for each cell is given by
drift chamber wire geometry, we can calculate the drift velocity by dividing
the known maximum drift length d by the time difference:

vd =
d

t1 − t0
(3.3)

As an example, the cell length for plane 2 and 31 are 2.02cm and 2.28cm,
respectively. Their vd calculated from Eq. 3.3 are 5.17 and 5.12 cm/ns,3 re-
spectively.

In the RUN-2 offline reconstruction, the vd and t0 for every single run have
been automatically determined and the values are saved into the database.
Fig. 3.6 shows the run-by-run variation of vd and t0. The average global t0
and vd are listed in Table. 3.2. During most of the RUN-2 period, t0 and vd

are very stable. The run-by-run variation of t0 and vd is about 1 ns and 0.3%,
respectively4. This leads to a run-by-run variation of the single hit resolution
of 2 cm× 0.3% = 64 µm.

3The difference is ∼1% level, which should disappear after the plane by plane vd

correction.
4The sudden jump in the t0 value around run 28450 is due to a hardware change
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Figure 3.5: The time distribution for two X planes in the west arm (The third
plane in X1, and the second to last plane in X2) from RUN-2 data. Also shown
is a fit to the leading and trailing edge of the timing distribution.

Table 3.2: The average vd and t0 value in RUN-2
arm vd(µm/ns) t0(ns) tbbc(ns)
west 0.00516± 0.000015 20± 0.3 1.± 0.8
east 0.00519± 0.000014 21.3± 0.3

Fig. 3.7 shows the wire-by-wire t0 variation and plane-by-plane vd vari-
ation. Most of the variations result from imperfections of the DC internal
geometry. These imperfections lead to small deviation of the anode wires
from their ideal location. Consequently, the drift lengths are also different
from the ideal cell length. In addition, wire-by-wire t0 offsets can also result
from channel-by-channel timing variation of the DC electronics. These varia-

in the Drift Chamber time delay, so the time digitization of the TMC chip is shifted
by about 100 ns. Also around run 27500, alcohol has been added to the DC gas to
improve the high voltage stability of DC wires. This leads to a 2% change in the
drift velocity vd.
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Figure 3.6: The run-by-run variation of t0 and vd for the east arm and west
arm separately. (a) t0 versus run number. (b) The t0 distribution for all runs.
(c) vd versus run number. (d) The vd distribution for all runs.

tion constants are determined from a large dataset, saved in the database and
applied in the offline reconstruction.

3.1.2 Slewing and Drift Correction

A robust approach to calibrate the wire alignment and determine the
slewing correction is given by the so called “three-point” method [83]. The
method is based on the fact that a track is a straight line for zero-field within
the Drift Chamber such that the distance calculated from drift time tL should
linearly depend on the plane number. This idea is illustrated in Fig. 3.8.
Since tL is proportional to drift distance, the leading times of the hits from
the same track should fall on a straight line in zero-field, i.e. the residual
∆T = (T1 + T5)/2 − T3 should be zero. The calibration is performed by
minimizing the offset and the width of ∆T distribution.
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Figure 3.8: Illustration
of three-point method.
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A charge signal from the anode wire has a certain rise time. The larger
the signal, the wider the hit, and the faster it rises to the threshold. So a
certain delay should be added to compensate for the shaping time as function
of the signal width as shown in Fig. 3.3. This delay is studied from the
systematic shift of the mean of the residual distribution of hit width, 〈∆T 〉.
As an example, Fig. 3.9a shows ∆T distributions for hits with two different
widths. Clearly, the slewing offset, 〈∆T 〉, depends on the hit width. As shown
in Fig. 3.9b, the slewing offset is parameterized as function of hit width and
applied in the offline hit reconstruction software.

The electrons from ionization are assumed to travel along a straight line
in the drift valley between the cathode wire and the anode wire. However,
for the first few wire planes close to the mylar window, the electric field is
distorted and becomes less uniform. This distortion was studied [82] using
the GARFIELD simulation as shown in Fig. 3.10. The thin lines show the
isochrones. Electrons starting from the same line will arrive at the anode wire
simultaneously. For the first few planes in the X1 net, the normal drift region
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Figure 3.9: a) The residual ∆T distribution for hits with 23 time bins and 47
time bins (1 timebin = 0.822ns), together with Gauss fits. b) The 〈∆T 〉 as
function of hit width and a 2 order polynomial fit. This figure is for east arm
X1 wires [82].

become much narrower (indicated by the small dots along the isochrones) and
the drift lines for electrons generated outside the drift region are not straight
but are significantly curved. The distortion becomes negligible beyond the
fifth plane. This effect is parameterized for each X wire plane and corrections
are applied in the offline hit reconstruction software.

Fig. 3.11 shows the residual distribution from the three-point method after
all above correction have been applied. The measured single hit resolution is
close to or better than the design resolution of 150 µm.

3.1.3 Single Wire Efficiency and Tracking Efficiency

The charge threshold of the ASD chip is typically chosen such that the
DC has almost 100% single hit efficiency. However, occasionally noise hits
can be created by sparks from the high voltage cathode and other field wires.
These sparks usually are localized in space, thus the corresponding noise hits
have a very short width. Fig 3.12 shows the width distribution for the east
and west arm separately as obtained from data. The width of signal hits peaks
around 46 and 43 timebins for east and west respectively, while the noise hits
peak around 10 timebins. The east arm has more noise than the west arm,
probably due to a different voltage configuration. To suppress these noise hits,
an offline requirement of 20 timebins is applied on the hit width as indicated
by the dashed line. The fraction of real hits that are rejected by this cut is
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Figure 3.10: The contours of the drift lines for the first (left panel) and the fifth
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small dots on the isochrones indicate the normal drift region, where electrons
drift along a straight line. The think black lines indicate the typical drift
trajectories [82].
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Figure 3.11: Single hit resolution for the east arm (left) and the west arm
(right) in µm.
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Table 3.3: The estimated average single wire efficiency for east and west arm.
arm Gauss extrapolation (%) linear extrapolation(%) average(%)
East 99.24 96.53 97.89
West 98.11 94.22 96.17

estimated by a Gaussian and linear extrapolation to small widths. This frac-
tion is estimated to be 2.1% and 3.8% for east and west arm respectively. The
remaining fraction of signal hits determines the average single wire efficiency,
which is 97.9% (96.2%) for east (west) arm. (see Table 3.3).
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Figure 3.12: The width distribution of the DC hits as function of time bins.
offline width cut is illustrated by the vertical dashed line. The solid curve
(dotted line) are Gaussian (linear) extrapolation of signals to the small width
region.

The three-point method serves as an independent method to study the
single wire efficiency. The idea is illustrated in Fig. 3.8. For a given drift cell,
if a hit is found in each of the two neighboring cells and if they belong to the
same track, this track can be fixed by a straight line connecting the two hits.
Then one should expect to find a hit where the track crosses the current drift
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cell. By counting the fraction of missing hits, one can determine the single
wire efficiency for each every cell.

Fig. 3.13 shows the DC single wire efficiency averaged over 4 cells and
separately for X1 and X2 wire nets. The blank areas are due to inactive
regions in the drift chamber. However, most of the channels have well above
90% efficiency in the active detector area.
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Figure 3.13: The single wire efficiency calculated by 3-point method from
online monitoring.

As a result of the high single wire efficiency, the DCs have very good
tracking efficiency. The tracking efficiency in low multiplicity environments5

can directly be calculated from the single wire efficiency based on simple bi-
nomial statistics. A track requires a minimum 8 hits found out of 12 possible
hits. This gives more than 99% tracking efficiency in the active area of the
DC.

3.1.4 Noisy and Inactive Channels

A small fraction of the DC channels are either noisy or inactive in RUN-2.
The noisy channels are masked out in the offline reconstruction, and effectively

5In high multiplicity environment, the tracking efficiency deteriorate due to hit
overlap and the limitations of the pattern recognition, see Chapter. 5.6.



51

become inactive channels, that way. Fig. 3.14 shows the noisy and inactive
channels for a typical run. Out of 12400 total DC channels, there are about
1000 bad channels in both arms, corresponding to about 10%. However, in
our analysis, tracks are required to have at least two hits in each of the X1
and X2 wire nets. The effective acceptance is reduced to about 85% (70%) for
the east (west) arm.
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Figure 3.14: The DC inactive area shown separately for the east arm (top)
and the west arm (bottom), as well as for the north side (right) and the south
side(left).

3.2 Track Reconstruction

3.2.1 DC-PC1 Tracking

A typical track in the DC main bend plane is illustrated in Fig. 3.15a.
The coordinates we chose to describe tracks in the drift chamber are φ, the
azimuthal angle at the intersection of the track with a “reference radius” at
the mid-radius of the drift chamber, and α, the inclination of the track at
that point. In principle, φ and α are equivalent to a slope and intercept; the



52

main difference is that φ and α are limited to a given range of possible values
while slope and intercept are not. Fig. 3.15b shows the track in the r-z plane,
perpendicular to the bend plane. Because the magnetic field is along the beam
direction, tracks usually have a very small bend in this plane. Therefore, it
is called the non-bend plane. The coordinates used in this projection are zed
or zdc, the z coordinate of the intersection point, and β, the inclination of the
track at the reference radius.
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Figure 3.15: a) A schematic cutaway view of a track in the DC x-y (or r-φ)
plane. The X1 and X2 hits in the drift chamber are shown as small circles
within an outline of the drift chamber. φ and α are the feature space variables
in the CHT transform (see text). b) A schematic cutaway view of a track
in the DC r-z plane. The track polar angle is β. The associated PC1 hit is
indicated by the box marker. The track bending angle is δ, which is small,
such that the track can be approximated by the straight line linking the PC1
hit and collision vertex measured by the BBC.

In order to find a track, hits produced in the detector by the same charged
particle have to be found and combined. The tracking is done separately in
the r-φ and the r-z plane. The track reconstruction in r-φ is realized using
a combinatorial hough transform technique(CHT) [85], where any pair of hits
can be mapped to a point in the space defined by azimuth angle φ and track
bending angle α. The basic assumption is that tracks are straight lines within
the DC. In this case, all hit pairs for a given track will have the same φ
and α, thus resulting in a local maximum in the feature space spanned by
these variables. For a track with n hits, the pair wise combination leads
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to a peak height proportional to n(n− 1)/2, while random pairs of hits from
different tracks result in a flat background. The granularity of the feature space
variables are chosen to match the DC spacial resolution. The CHT technique
is especially suitable for the DC because it places a track with typically 12 hits
well above the background even in most central Au− Au collisions, where the
hit density is extremely high. Fig 3.16 shows an example of a portion of the
drift chamber hits (left panel) together with the associated feature space (right
panel) for a central Au− Au collision. The tracks are clearly distinguishable
in the feature space and a simple threshold can identify the peaks. In central
Au− Au collisions at RHIC, over 95% of the tracks originating from the event
vertex and passing completely through the drift chamber are found by the CHT
transform. The false track rate is less than 1%. The DC tracking efficiency in a
high multiplicity environment is estimated based on an embedding technique,
which will be discussed in Chapter. 5.6.
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Figure 3.16: Hits in a portion of the drift chamber (left panel) and the corre-
sponding feature space distribution for X1 and X2 wires (right panel) [85].

After the reconstruction of the track in the main bend plane, the direction
of the track is specified by φ and α. Tracks are then reconstructed in the non-
bend plane by combining the information from the PC1 reconstructed hits
and the collision’s zvtx as measured by the BBC. First, PC1 candidate hits
within 2 cm distance from the track in the r-φ plane are identified. Then a
straight line connecting zvtx and PC1 z fixes the direction of the track in z.
The intersection points between the r-z plane and UV hit lines are calculated.
UV1 hits are associated to the track if they are within ±5 cm from the track
in the r-z plane. If there is more than one PC1 association, the one with more



54

associated UV hits is accepted to be the correct track.

3.2.2 Momentum Determination and Global Tracking

The α measured in the drift chamber is closely related to the field integral
along the track trajectory. For tracks emitted perpendicular to the beam axis,
this relation can be approximated by

α ' K

pT

, (3.4)

where K = 87 mrad GeV/c is the effective field integral. However, due to the
small non-uniformity of the focusing magnetic field along the flight path of
charged particles, an accurate analytical expression for the momentum of the
particles can not be determined. A four-dimensional field integral grid was
constructed within the entire radial extent of the central arm for momentum
determination based on drift chamber hits. The variables in the grid are
zvtx, the polar angle θ0 of the particle at the vertex, the total momentum
p, and radius r, at which the field integral f(p, r, θ0, z) is calculated. The
field integral grid is generated by explicitly swimming particles through the
magnetic field map from survey measurement and numerically integrating to
obtain f(p, r, θ0, z) for each grid point. An iterative procedure is used to
determine the momentum for reconstructed tracks, using Eq. 3.4 as an initial
guess. The details of the iteration procedure can be found in [84, 85, 86].

In addition to the charged particle momentum, the track model also de-
termines the trajectory within the central arm magnetic field, which can be
used to calculate the track intersections with each detector, and thus facilitate
inter-detector hit association (see next section). The length of the trajectories
to the TOF and the EMCal are also calculated to provide an estimate of the
flight distance, which, together with the time-of-flight measurement, are used
for the particle identification.

3.2.3 Matching to Outer Detectors

The ability to accurately associate hits to outer detectors (detectors after
PC1) is crucial for the rejection of high pT background in the charged hadron
analysis. As we shall discuss in Chapter 4.4, the background rejection heavily
relies on the matching distribution of associated hits in PC2 and PC3. In this
section, we discuss the matching to outer detectors focusing on the matching
to PC2 and PC3.
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Tracks are reconstructed by DC-PC1 and projected to the outer track-
ing detectors by the track model. These detectors are two dimensional walls
extending in r-φ and z direction, and sandwiched one after the other. Each
of them provides a 3-dimensional hit at the detector wall. A wide window
around the track intersection point with the detector plane is searched for a
list of candidate hits. The one with the closest distance to the intersection
point is identified as the hit associated with the track.

For primary tracks, the distance in both the r-φ and the z direction be-
tween the track projection point and the associated hit position is approxi-
mately Gaussian with a width given by,

σmatch =

√
σmatch

det
2
+ (

σmatch
ms

pβ
)2 , (3.5)

where σmatch
det is the finite detector resolution, which includes the DC pointing

(or α) resolution and the detector spacial resolution, and σmatch
ms is the multi-

ple scattering contribution. The mean of the residual distribution, meanmatch,
is typically small compared to σmatch after detector alignment (see next sec-
tion). A non-zero value of meanmatch usually results from imperfections in
the detector alignment or the magnetic field map used by the track model.
These imperfections can lead to a momentum and charge sign dependence of
meanmatch.

In this work, the residual distribution of the difference between hit posi-
tion and track intersection is also referred as the matching distribution. The
matching distribution needs to be parameterized separately for all tracking de-
tectors (PC2, PC3, TOF, PbSC, PbGl) for both positive and negative charged
particles in r-φ and z direction. For both r-φ and z of each detector, the
mean and width are extracted by a Gauss fit to the matching distribution,
and parameterized as function of pT . As an example, Fig. 3.17 shows meanz,
meanr-φ, σz, σr-φ and their parameterizations as function of pT for PC2. The
typical matching resolutions for these variables at pT = 2 GeV/c are listed in
Table. 3.4, together with the values obtained in RUN-1.

The run-by-run variation of the matching parameterizations are checked.
We found that the matching distribution is very stable across the whole RUN-
2 period. So a single set of parameterizations is used in the data analysis.
Fig. 3.18 shows the run-by-run variation of σr-φ at 2 GeV/c in momentum
(top panel), and the fitting parameters (bottom panel) according to Eq. 3.5.

Since the track reconstruction in the r-z plane requires the BBC vertex
information, uncertainties associated with that measurement can affect the
track projection and hence the matching distribution in z at outer detectors.
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Figure 3.17: PC2 matching variables as function of momentum and charge.
From left to right and top to bottom, four panels represents, meanz, meanr-φ,
σz and σr-φ.

Table 3.4: Matching resolutions in z and r-φ for various detectors in RUN-1
and RUN-2.

values for RUN-1 values for RUN-2
σz(cm) σr-φ(cm) σz(cm) σr-φ(cm)

PC2 West N/A 0.7 0.63
PC3 East 1.31 1.74 0.9 0.79
PC3 West N/A 0.9 0.79
TOF East 1.2 2.53 0.92 1.82
PbGl East N/A 2.16 1.95
PbSc East N/A 2.23 2.38
PbSc West 2.73 2.76 2.29 2.33

Fig. 3.19 shows this centrality dependence of the matching distribution at the
PC2. Three observations can be made from this figure: 1) meanz systemati-
cally drifts to one side, indicating that the BBC measurement systematically
deviates from the true vertex location; 2) σz increases from central to periph-
eral collisions, indicating that the BBC zvtx resolution is centrality dependent;
3) No centrality dependency is observed in meanr-φ and σr-φ, which is expected
since the collision vertex in the r-φ plane is fixed at r = 0 and BBC is not
used. In data analysis, the centrality dependence of the matching distributions
caused by the BBC vertex determination is corrected.
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Figure 3.19: Centrality dependence of the matching variables as function of
pT . A centrality dependent variation can be seen in meanz and σz, but not in
meanr-φ and σr-φ.

3.2.4 Detector Alignment

From the single hit resolution of 150 µm, the ideal momentum resolu-
tion of the DC should be δp/p = 0.4%p (GeV/c) at high pT . However, the
track reconstruction procedure assumes a certain wire geometry, which may be
different from the actual wire locations. The measured momentum resolution
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could be worse if the detector geometry is not accurately known. Thus a signif-
icant effort has been devoted to aligning the wire geometry used in the offline
reconstruction. The DC alignment is composed of two tasks: (i) determination
of the the location of the DC frame in PHENIX coordinate system, and (ii)
the alignment of internal wires relative to the DC frame [88]. The detector
alignment is performed using zero-field data, where all tracks are basically
straight lines originated from the collision vertex. The systematic deviation
of the measured track from the expected location is studied to determine the
DC global position and wire positions.

Each DC arm can be shifted or rotated as a solid body relative to the
ideal location in the PHENIX coordinate system. The frame has a cylindrical
shape. When aligned in global space, the center of the cylinder in the r-φ
plane should coincide with the collision vertex. Since trajectories are straight
lines in zero-field, their α distribution should be centered around zero, and
the width should be given by multiple scattering and detector resolution. If
the frame is shifted in the r-φ plane, the α distribution should systematically
deviate from 0. This deviation depends on the azimuthal angle φ of the track
at the reference radius Rref as,

〈∆α(φ)〉 =
∆ycosφ

Rref

− ∆xsinφ

Rref

+O
(

1

R2
ref

)
, (3.6)

where, ∆x and ∆y are the shift of the frame center in x and y direction,
respectively. To determine ∆x and ∆y, we measure 〈∆α〉 for different φ slices
and then fit with Eq. 3.6 to extract ∆x and ∆y. The result is shown in
Fig. 3.20. The shift (∆x, ∆y) is determined to be (-0.061 cm,-1.012 cm) and
(-1.361 cm,-1.132 cm) for the west and the east arm respectively.

The DC X wires are built into wire nets, which are solid cards each holding
12 X wires. The wire position inside the card may not be perfectly aligned
with respect to each other. Beyond that, the azimuthal location of the card
could also be imperfect. A rotation of the card changes the φ of individual
wires in a correlated manner. Based on these considerations, the drift chamber
internal wire alignment is divided into three tasks: (i) Wires in each card have
to be aligned with respect to each other, i.e. they should sit on a straight
line. (ii) Each card has to be rotated such that the α distribution in zero-field
is centered around zero. (iii) Each X1 and X2 card pair must be relatively
aligned, i.e. the pair has to be placed at the same and correct φ.

Step i) and ii) are done in a single procedure. The idea is illustrated in
Fig. 3.21. The mis-alignment is indicated by the spread of the anode wires
around the card and an overall rotation, ∆α, of the card relative to the ideal
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Figure 3.20: 〈∆α〉 as function of φ. The marker and the black curve represent
the data and the fit, respectively.

direction. The card internal wire alignment is taken into account by a wire-
by-wire t0 correction as discussed in Chapter. 3.1.1. By adjusting the t0 shift
for a given wire, we minimize the residual of the hits to the track using the
three-point method, thus effectively aligning the anode wires with respect to
each other. The rotation in α is then corrected by a plane dependent t0 shift

∆t = n×∆t0, (3.7)

where n is the plane number and ∆t0 is a card dependent constant, to rotate
the card to the correct direction.

Step (iii) is performed using the PC1 information. The determination
of the cell-by-cell spacing in φ direction is based on the precisely known pad
spacing of PC1 along φ [76] and achieved by minimizing the residual of the
track to the PC1 cluster. After all DC X1,X2 cards are placed at their correct
locations, the relative alignment between X1 and X2 is checked. The final
result is shown in Fig 3.22. The width of the residual distribution is 0.15
and 0.18 mrad for the east and the west arm, respectively. Recall that the
single wire resolution is 150 µm, which leads to 0.3 mrad spread in the relative
alignment of X1 and X2 cards. The achieved X1 vs X2 alignment is well within
this spread.
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Figure 3.21: A schematic view of the idea for card alignment. The card
is indicated by the thick line. The wires with different drift directions are
indicated by the open and closed marker. α1 and α2 represent the angles
corresponding to the drift boundary on each side of the card.

Figure 3.22: The difference in φ between X1 card and X2 card for the east
and the west arm. The histogram is the distribution and the line is a fit with
two Gaussian functions.

3.3 Momentum Calibration

The precise determination of the momentum resolution and the momen-
tum scale is crucial for the high pT spectra. From Eq. 3.4, one can derive the
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following relation between the momentum resolution and the α resolution,

δp/p = δα/α

=
1

K

√
(
σms

β
)2 + (σαp)2 , (3.8)

where δα is the measured angular spread, which can be decomposed into the
contribution from multiple scattering (σms) and the contribution from the
intrinsic pointing resolution (σα) of the DC. At high pT (> 2 GeV/c), σα is
the dominating contribution, i.e.

δα ' σα . (3.9)

Currently, there are two independent methods to determine the momen-
tum resolution. The first method is based on genuine high momentum tracks
from zero-field data, which are selected by requiring an association to an ener-
getic hadronic shower in the electromagnetic calorimeters. The angular spread
of high momentum particles directly measures the angular resolution of the
drift chamber from Eq. 3.9, and thus determines the momentum resolution
at high pT , i.e. σα/α ' δp/p. The second method relies on the time-of-flight
measurement of identified hadrons by combining information from the BBC
and TOF detectors. The width of the mass distribution of identified hadrons
can be used to determine the momentum resolution after properly subtracting
the contributions from the TOF resolution and the multiple scattering.

Finally, the momentum scale can be determined from the deviation of the
measured particle mass from the Particle Data Book value. In this section we
discuss in detail the momentum resolution and momentum scale determina-
tions in RUN-2.

3.3.1 Momentum Resolution

Fig. 3.23 shows the α distribution without energy cut for tracks in both
the west and the east arm. The same distribution requiring an successively
increasing energy cut of 1 GeV, 1.5 GeV, and 2 GeV is shown in Fig. 3.24.
We use a double Gauss fit to extract the widths of these distribution. They
are summarized in Table. 3.5. The energy cuts reduce the multiple scattering
contribution, thus the α widths gets smaller. A 2 GeV energy cut in the
EMCal corresponds to on average 4 GeV/c momentum cut [91]. With this
cut, the multiple scattering effects become negligible, and the α width is equal
to the DC intrinsic angular resolution. Thus σα ∼ 0.89± 0.03 mrad 6.
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Figure 3.23: α distribution for tracks passing a 2 σ PC3 z matching cut.

Table 3.5: The width of the α distribution for zero-field data. The error is
statistical only from the fitting procedure.

Cut West arm (mrad) East arm (mrad)
≥ 2 hits in both X1,X2

X1,X2, DPC3
z < 2σ 1.16± 0.004 1.1± 0.004

plus E > 1GeV 0.98± 0.01 0.88± 0.01
plus E > 1.5GeV 0.92± 0.02 0.88± 0.02
plus E > 2GeV 0.89± 0.03 0.89± 0.03

The particle identification ability of the TOF detector provides an inde-
pendent method to extract both σα and σms. The TOF distinguishes different
particles by the particle mass (m), calculated from the measured momentum
(p) and path-length (L) from the track model, and time-of-flight (t) measured
by the TOF,

m2 = p2(
t2c2

L2
− 1), (3.10)

where c is the speed of light. The width of the m2 distribution depends on the
DC angular resolution, multiple scattering, and the TOF resolution. A simple

6σα can also be measured from the PC3 matching distribution for high pT tracks
using field-on data. This technique is less accurate and was used in RUN1 where
the momentum resolution was worse. The details can be found in [87].
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Figure 3.24: α distribution for tracks passing different energy cuts at the
EMCal.

error propagation of Eq. 3.10 gives following formula for the width of m2,

σ2
m2 = 4m4 (δp)2

p2
+ 4p4 tc

L

σ2
T

t
. (3.11)
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Combining with Eq. 3.8, one arrives at,

σ2
m2 =

σ2
α

K2

(
4m4p2

)
+

σ2
ms

K2

[
4m4

(
1 +

m2

p2

)]
+

σ2
tofc

2

L2

[
4p2

(
m2 + p2

)]
(3.12)

This function can be rewritten to represent the width relative to the particle’s
true m2,

σm2

m2
=

√
4σ2

α

K2
(p2) +

4σ2
ms

K2

[(
1 +

m2

p2

)]
+

4σ2
tofc

2

L2

[
p2

m2

(
1 +

p2

m2

)]
(3.13)

A typical m2 distribution is shown in Fig. 3.25. The width and centroid of
the m2 for each particle species are extracted by a Gauss fit, and the width as
function of pT is parameterized according to Eq. 3.12 with σα,σms and σtof as
free parameters. The momentum dependence of the width and centroid from
minimum bias data are shown in Fig. 3.26, together with the parameterization.
The results obtained are [89, 90],

• σα = 0.84 mrad

• σms = 0.86 mrad

• σtof = 120 ps

The momentum resolution is measured to be δp/p ' 0.9 ± 0.1% ⊕ 1.0 ±
0.1% p (GeV/c).

Fig. 3.27 shows the three different contributions to the mass resolution for
pions and protons. Since the pion mass is small, the m2 width in the measured
momentum range is dominated by σtof according to Eq. 3.13, and the pion m2

width alone can constraint σtof very well. For protons, the three terms have
different contributions at different momenta. The multiple scattering term
dominates at low momentum (p < 0.8 GeV/c). The momentum resolution
term is important for intermediate momenta(0.8 < p < 1.5 GeV/c) and the
TOF resolution starts to become important at p > 0.8 GeV/c and dominates
the high momentum region (p > 1.5 GeV/c). The three terms are roughly
equal around 1 GeV/c. Thus this method can give very accurate σms and σtof

values, but a less accurate σα compared to the first method.

3.3.2 Momentum Scale

In RUN-2, it was found that the magnetic field map used by the track
model does not match the real magnetic field perfectly. This lead to a system-
atic momentum shift which is reflected by a shift of the proton and antiproton
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Figure 3.25: m2 distribution from the TOF in RUN-2.[89]
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m2 distributions. This shift, ∆m2 , can be calculated from the momentum shift,
∆p, as,

∆m2 =
2m2∆p

p
. (3.14)

Since ∆m2 is proportional to the particle m2, a heavy particles like the protons
are more sensitive to the momentum scale. Fig. 3.28a shows the measured
proton and antiproton m2 centroid as function of momentum. A 4% shift in the
proton’s m2 is clearly visible, which corresponds to a 2% downward momentum
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shift. After a factor of 1.022 is applied as momentum scale correction in the
offline analysis, the ratio of the calculated m2 to the Particle Data Book value
for all momenta is almost consistent with 1, as shown in Fig. 3.28b. The
corrected m2 value is still about 1% lower than the Particle Data Book value,
but it is momentum independent. Given the fluctuation of the points, we quote
an error of 0.7% on the uncertainty of the momentum scale, which corresponds
to ±1.4% uncertainty on m2, which is a conservative estimate.
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momentum scale correction factor of 1.022 has been applied.[89]
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Chapter 4

Data Analysis

In this chapter, we describe event selection, the background rejection and
background subtraction. We focus on the reduction of the pT spectra above
4.5 GeV/c. Many of the ingredients necessary but not specific for this analysis
have been discussed in Chapter 2 and 3.

4.1 Event Selection and Centrality

4.1.1 Minimum Bias Trigger Definition and Efficiency

During RUN-2, PHENIX sampled an integrated luminosity of 24 µb−1 (see
Table. 2.2) for Au− Au collisions at

√
sNN = 200 GeV. A sample of minimum

bias events used in this analysis is selected according to following conditions
on the BBC and the ZDC:

1. BBC conditions

• A coincidence between the north and south BBC with at least two
PMTs fired in each BBC is required. The collision vertex has to
satisfy |zvtx| < 75 cm. These cuts are performed by the BBC Level-
1 (BBCLL1) trigger online.

• An offline collision vertex cut of |zvtx| < 30 cm is required.

2. ZDC conditions

• At least one forward neutron has to be registered in each of the two
ZDCs.

The trigger efficiency for minimum bias Au− Au nuclear interactions re-
lated to these cuts is studied by a detailed simulation of the BBC and the
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ZDC[92, 93]. First, response for all 124 PMT tubes and the BBCLL1 board
logic are tuned in the simulation to match the real data. Then HIJING [18]
simulated events are used to determine the BBC trigger efficiency. Fig. 4.1
shows the extracted the BBC trigger efficiency as a function of zvtx. The
systematic errors are studied by varying the TDC (Time Digital Convertor)
threshold for each PMT (used by the BBCLL1 trigger) and the input dN/dy
and collision vertex distribution from HIJING.

Figure 4.1: the BBC trigger ef-
ficiency as function off zvtx from
Ref.[92].
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The extracted BBC trigger efficiency is

εtrigger
bbc = 93.1%± 0.4%(stat.)± 1.6%(sys.) . (4.1)

To reject the small percentage of BBC triggers that are “background”
events, a ZDC coincidence with at least one neutron on both sides is required.
The fraction of BBC triggers that also satisfy the ZDC condition, εtrigger

zdc|bbc , is
shown in Fig. 4.2 as function of run number. The ratio has a maximum value
around 97.5% (indicated by the horizontal line). The fact that the ratio drops
to lower values in some later runs is in agreement with observations during
these runs that the luminosity was high, and the BBC trigger had a higher
background rate. It is also possible that the BBC had a “hot” tube in some of
these runs. A conservative estimate for the 2.5% exclusive BBC triggers is that
40% of these events are due to ZDC inefficiencies and 60% are “background”
events. The ZDC trigger efficiency for events that also satisfy the BBC trigger
is

εtrigger
zdc|bbc = 99+1.0

−1.5% . (4.2)

The minimum bias trigger efficiency with the BBC and ZDC coincidence
can be calculated as,

εtrigger
minbias = εtrigger

bbc × εtrigger
zdc|bbc = 92.2+2.5

−3.0% . (4.3)
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Figure 4.2: εtrigger
zdc|bbc as func-

tion of run number. The error
bars shown are statistical only.
(from [93])
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4.1.2 Centrality Definition

Both the total energy measured by the ZDC and the total charge measured
by the BBC are sensitive to the impact parameter of the Au− Au collisions.
Thus each of them can provide an independent centrality definition. The
ZDCs measure spectator neutrons that are not bound in deuterons or heavier
fragments. The BBC measures the number of charged particles at forward
rapidity, (3.0 < η < 3.9). The collision centralities are determined from the
measured correlation between the fractional charge deposited in the BBC and
the fractional energy deposited in the ZDC, using the fact that the charge
measured in the BBC is monotonically related to the centrality.

Fig. 4.3a shows the measured correlation between the ZDC fractional
energy and the BBC fractional charge during RUN-2. The centrality classes
are defined by the so called “clock”-method. For a given (ZDC, BBC) on
the ZDC vs. BBC plane, one can calculate the angle φ relative to a fixed
origin, chosen as (BBC0, ZDC0) = (0.2, 0). The full φ range is then divided
into a certain number of bins, each bin with the same number of counts. The
centrality range covered by the minimum bias trigger, (0,92.2%), is divided
by the same number of bins with equal ranges. Then we obtain a mapping
between the φ cut and the centrality ranges in percentages. Fig. 4.3b shows the
corresponding charged track multiplicity distribution for some of the centrality
classes defined. The more central events have a larger number of tracks per
event than the more peripheral events.
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Figure 4.3: Centrality definition in PHENIX. The left panel shows the ZDC
energy vs. BBC charge, together with centralities defined by the clock method.
The right panel shows the corresponding track multiplicity for minimum bias
events and the four most central centrality classes.

4.1.3 Glauber Simulation

To estimate the average number of binary collisions 〈Ncoll〉 and partici-
pating nucleons 〈Npart〉 for each centrality class defined by the clock method,
a Glauber model Monte-Carlo simulation that includes the responses of the
BBC and ZDC is used. The idea of the Glauber model is introduced in Chap-
ter 1.1.1 and the Glauber variables can be found in Appendix B. In the
simulation, 79 protons and 118 neutrons are randomly distributed for each of
the two Au nuclei. These two nuclei then collide with each other at random
impact parameter. For a given collision, the neutrons that do not collide with
other nucleons are counted as forward going neutrons towards the ZDC. In
real collisions, these spectator neutrons may miss the ZDC acceptance due
to the intrinsic pT from their fermi motion inside the Au nuclei or because
they may be bound in deuterons or heavier fragments and thus swept away by
the magnets. This “neutron loss probability” is larger in peripheral collisions,
because a larger fraction of the spectator neutrons may reside in composite
fragments. NA49 experiment has separately measured the number of neutrons,
protons, and fragments in the forward direction in Pb− Pb collisions at 158A
GeV [94]. An approximately linear relation between the spectator-neutron loss
probability and the impact parameter b is seen. In PHENIX, the neutron loss
probability is determined from data and a slightly different parameterization
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is used [95, 96],

ploss = 1− (1− pfrag.
loss )(1− paccep.

loss ). (4.4)

where

pfrag.
loss = 0.3305 + 0.0127b + e(b−17)/2, (4.5)

is the probability of the neutron bound in charged composite fragments, and

paccep.
loss = 0.2857. (4.6)

is the acceptance loss probability for free neutrons. The energy carried by
the remaining spectator neutrons is smeared according to the measured ZDC
resolution [70],

σE

E
=

218%√
E/GeV

. (4.7)

For the simulation of the BBC signal [97], we have to assume a relation
between Npart and the number of charged particles registered by the BBCs. A
monotonic relation

dN/dη ∝ Nα
part (4.8)

is assumed and, by default, a linear scaling of the charged particle multiplicity
with Npart is used in the simulation (α = 1). We later vary α to test the sen-
sitivity of the result of the calculation. To take into account of the fluctuation
of the number of charged particles for a given Npart , the number of charged
tracks is sampled according to a poisson distribution for each participant,

p(k, µ) =
µk

k!
e−µ. (4.9)

The mean value, µ, is chosen such that the condition of having at least two
particles in the two BBCs is consistent with the BBC trigger efficiency of 93%.
This is true when the mean number of charged particles per participant in one
BBC is about 0.5. Finally, in order to take into account the fluctuations in
the BBC detector response. For each charged particle, the amount of charge
deposited in the BBC is sampled from a Landau distribution.

In the simulation, events are generated in a certain impact parameter
range, e.g. 0 − 20 fm. The default calculation assumes a radius of the Au
nucleus of R = 6.38fm, a diffusivity of a = 0.54 fm and a nucleon-nucleon
cross section of σnn = 42 mb. For each event, all Glauber quantities (i.e. Ncoll ,
Npart , 〈TAuAu〉 and Ecc), the ZDC energy and the BBC charge are calculated.
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Figure 4.4: The ZDC vs BBC for different number of participants (left panel)
The clock-method to define centrality classes for Monte-Carlo (right panel).
Figure from Ref.[97].

The left panel of Fig. 4.4 shows how the ZDC and BBC signals vary
with an increasing number of participants. The i-th blob corresponds to a
cut of 25(i − 1) ≤ Npart < 25i. The same clock-method discussed in the
previous section is used to define the same centrality classes as for data. This
is illustrated in the right panel of Fig. 4.4. For each centrality class, the average
Glauber quantities, b, Npart , Ncoll , 〈TAuAu〉 and Ecc are readily obtained.

The systematic errors of the Glauber quantities are estimated by varying
the model assumptions [98], e.g.:

1. σnn = 39 mb and σnn = 45 mb (default σnn = 42 mb)

2. Woods-Saxon parameters, R = 6.65 fm, a = 0.55 fm and R = 6.25 fm,
a = 0.53 fm. (defaults : R = 6.38 fm, a = 0.54 fm)

3. an alternative neutron loss function in the ZDC

4. a different smearing function for the BBC response.

5. Each nucleon is assumed to have a hard core of 0.4 fm, the distance
between the centers of the two nucleons is always greater than 0.8 fm
in the Au nucleus.

Fig. 4.5 shows the systematic errors for the total geometric cross section.
Fig. 4.6 shows the systematic errors for 〈Ncoll〉, 〈Npart〉, 〈TAuAu〉, and 〈b〉.



73

Figure 4.5: Total geometri-
cal cross section for Glauber
calculation with different pa-
rameters. Figure from [98].

Figure 4.6: Systematic errors on 〈Ncoll〉, 〈TAuAu〉, 〈Npart〉 and 〈b〉. Figure from
[98].
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The total inelastic Au− Au cross section at
√

sNN = 200 GeV calculated
form Glauber model is,

σAu− Au
geo = 6847± 542mb (4.10)

4.1.4 Centrality Selection for the Charged Hadron Anal-
ysis

The centrality classes used in this analysis and corresponding values of
〈Ncoll〉, 〈Npart〉 and 〈TAuAu〉 are listed in Tab. 4.1.4. Two sets of centrality
definitions are used: a “Fine” set of centralities, which corresponds to 0-
5%, ...,15-20%, 20-30%,..., 80-92%, and a “Coarse” set of centralities, which
corresponds to 0-10%, 10-20%, 20-30%,..., 80-92%. The calculated values of
〈Ncoll〉, 〈Npart〉 and 〈TAuAu〉 for each centrality class are listed in Tab. 4.1.4.
The total number of minimum bias events after an offline collision vertex cut,
|zvtx| <30 cm is 27× 106. These events are analyzed to obtained the charged
hadron spectra presented in this work.

4.2 Tracking and Momentum Measurement of

Charged Hadrons

In the charged hadron analysis, tracks are reconstructed using the DC,
PC1, PC2, PC3 detectors of the west central spectrometer and the BBC.
Tracks are first reconstructed by DC-PC1 (Chapter. 3.2.1), then projected
to PC2 and PC3 (Chapter. 3.2.3). Trajectories are confirmed by requiring
matching hits in both PC2 and PC3 to reduce the secondary background
(Chapter 4.4). The track momenta are measured by a track model using the
information from DC and PC1 (Chapter. 3.2.2).

4.3 Background Problem at High pT

As a first order approximation, the momentum reconstruction is based
on Eq. 3.4. Due to the lack of a tracking detector between the beam-axis
and the DC, secondary particles from hadron decay and e+e− from the con-
version of photon in materials before the DC become a background to the
charged particle measurement. The background is studied by propagating
simulated HIJING [18] events through the GEANT [100] Monte-Carlo simula-
tion of the PHENIX. Fig. 4.7a shows the spatial origin of the background with
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Table 4.1: Centrality classes, average nuclear overlap function, average num-
ber of N −N collisions, and average number of participant nucleons obtained
from a Glauber Monte-Carlo simulation of the BBC and the ZDC responses
for Au− Au at

√
sNN = 200 GeV. Each centrality class is expressed as a

percentage of σAuAu = 6.9 b. Two sets of centrality definitions are used
in this analysis: a “Fine” set of centralities, which corresponds to 0-5%,
...,15-20%,20-30%,...,80-92%, and a “Coarse” set of centralities, which cor-
responds to 0-10%,10-20%,20-30%,...,80-92%.

Centrality 〈Ncoll〉 〈Npart〉 〈TAuAu〉(mb−1)
0 - 5% 1065± 105.5 351.4± 2.9 25.37± 1.77
5 - 10% 854.4± 82.1 299± 3.8 20.13± 1.36
10 - 15% 672.4± 66.8 253.9± 4.3 16.01± 1.15
15 - 20% 532.7± 52.1 215.3± 5.3 12.68± 0.86
0 - 10% 955.4± 93.6 325.2± 3.3 22.75± 1.56
10 - 20% 602.6± 59.3 234.6± 4.7 14.35± 1.00
20 - 30% 373.8± 39.6 166.6± 5.4 8.90± 0.72
30 - 40% 219.8± 22.6 114.2± 4.4 5.23± 0.44
40 - 50% 120.3± 13.7 74.4± 3.8 2.86± 0.28
50 - 60% 61.0± 9.9 45.5± 3.3 1.45± 0.23
60 - 70% 28.5± 7.6 25.7± 3.8 0.68± 0.18
70 - 80% 12.4± 4.2 13.4± 3.0 0.30± 0.10
80 - 92% 4.9± 1.2 6.3± 1.2 0.12± 0.03
60 - 92% 14.5± 4 14.5± 2.5 0.35± 0.10
min. bias 257.8± 25.4 109.1± 4.1 6.14± 0.45
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reconstructed pT > 2 GeV/c from the HIJING simulation. Most background
originates from the beam pipe and the pole tips, while some background is gen-
erated close to the DC. Fig. 4.7b shows the fraction of background tracks in
the total track sample as a function of the real pT . The fraction of background
at any pT is typically less than 5%.

Fig. 4.8 shows the fractional difference between the pT (pG) generated
in the simulation and the reconstructed pT (pR) relative to pG. For most of
the background tracks pG is close to pR. However, depending on how close
the conversion or the decay point is to the DC, some background tracks may
have a small deflection angle α at the DC. Thus, according to Eq. 3.4, they are
incorrectly assigned a large momentum. Since the spectra are steeply falling as
function of pT , this background becomes a severe contamination at high pT . In
this analysis, the pT range over which charged particle production is accessible
is limited by this background. In what follows, we exploit the track match to
PC2 and PC3 to reject as much of the background as possible, then employ a
statistical method to measure and subtract the irreducible background.
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Figure 4.7: a) The background origination point in r-z plane. b) The fraction
of backgrounds as function of Monte-carlo pT .
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Figure 4.8: The fractional difference between the generated pT (pG
T ) and re-

constructed pT (pR
T ) relative to pG

T .

4.4 Background Rejection

4.4.1 Random Association Background

After tuning the track matching to PC2 and PC3, the displacement in
both the r-φ and the z direction (represented by Dφ and Dz, respectively)
between the track projection point and the measured PC hit position is ap-
proximately Gaussian with a mean of 0 and a width given by Eq. 3.5 (see
Chapter 3.2.3). The width of the Gaussian has two contributions. One is due
to the DC and PC detector resolutions, the other is due to multiple scattering.

Fortunately, despite being incorrectly reconstructed with large pT , the
majority of the background particles have low momenta. While travelling from
the DC to the PC2 and PC3, they multiple scatter and receive an additional
deflection (or residual bend) from the residual (or fringe) field. This deflection
enhances the displacement Dφ and Dz at PC2 and PC3 and leads to a long
tail in the Dφ distribution as shown in Fig 4.9a. This tail extends in opposite
direction for particles with different charge sign, since they bend in opposite
directions. This residual effect is absent in Dz as shown by Fig 4.9b.

The background tail in the matching distribution can simply be removed
by applying a tight matching cut at PC2 and PC3. Fig. 4.10a shows the pT

distribution for tracks reconstructed by DC-PC1 only and for tracks with an
additional 2σ Dφ and 2σ Dz matching cut at the PC3. Fig. 4.10b shows the
ratio of the two distributions. The ratio is almost flat at pT < 2 GeV/c around
0.5, indicating that the two spectra are almost parallel to each other. The 50%
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Figure 4.9: a) The displacement in r-φ, DPC3
φ , for both negative and positive

tracks in 5 < pT < 7 GeV/c. A 3 σ cut on DPC3
z has already been applied to

reduce the background. b) The same distribution in z direction, where a 3 σ
cut on DPC3

φ has been applied.

reduction of the track yield is due to the loss of acceptance at PC3, hadron
decays between DC and PC3, and the matching cut efficiency. However, the
fraction of tracks rejected by the PC3 match increases rapidly at pT > 2.5
GeV/c. Since the loss of acceptance and hadron decays between DC and PC3
does not increase with pT , this increase indicates that the fraction of back-
ground in DC-PC1 tracks increases with pT . These tracks have intrinsically
low momenta, and thus they have a bad match at the PC3. At pT ∼ 5 GeV/c,
more than 95% of the DC/PC1 tracks are background and are rejected by the
PC3 match. However, the PC3 matching can not reject all background. In
fact, above pT >5-6 GeV/c, the ratio becomes flat again, indicating a satura-
tion of the PC3 rejection power around a factor of 50. The spectra are once
again dominated by background beyond 5-6 GeV/c with only 2 σ PC3 match.

In central Au− Au collisions, the PC2 and PC3 occupancy is about a few
percent. The average distance between two PC hits is about 25 cm (assuming
200 hits in each arm). The hit association algorithm assigns the hit closest
to the track projection to the track. Occasionally, a track can be wrongly
associated to a hit that belongs to a different track. This random association
probability pran is negligible in peripheral collisions, but is about

pran ∼ 4σDφ
× 4σDz

25 cm× 25 cm
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= (4× 0.63 cm× 4× 0.6 cm)/625 cm2

= 1% (4.11)

in central collisions for a ±2σ matching window in r-φ and z. Although the
real PC3 hit for most of the background tracks falls outside the matching
window, they have this finite probability of 1% in central collisions to randomly
associate a hit inside the 2σ matching window. Since more than 90% of the
DC/PC1 tracks at pT > 5 GeV/c are background (from Fig. 4.10b), the tracks
with random association become comparable in yield to the signal. If the
fraction of signal in DC/PC1 tracks is f < 5% at 4 GeV/c, then the fraction
of random background relative to signal tracks is (pran × (1− f))/f > 20%.

One way to estimate the random association background is to randomize
the hits at PC3, re-run the track association and study the probability to find
a randomly associated hit in the matching window. What has been done here
is the following: the track’s direction is swapped between north and south
and the hit-association between these swapped tracks and hits at all outer
detectors is repeated. The swapping is done for every reconstructed track for
three different cases, depending on the track z position at the reference radius
of the DC:

• For |zDC | > 35.0, zswap
DC = −zDC .

• For 0 < zDC < 35.0, zswap
DC = zDC − 35.0 cm.

• For −35.0 < zDC < 0, zswap
DC = zDC + 35.0 cm.

This is called the “flip-and-slide” method [99]. this method ensures that the
swapped tracks are relatively far from the original direction but have approxi-
mately the same rapidity. Fig. 4.11a shows the random association background
spectra as function of pT from minimum bias events. Fig. 4.11b shows its frac-
tion among all DC/PC1 tracks ( spec3

spec1
) and among the PC3 associated tracks

( spec3
spec2

) as function of pT . spec3
spec1

is simply the random association probability and

is proportional to the DC/PC1 track density: the increase at low pT is because
of a wider matching window according to Eq. 3.5. At pT > 2 GeV/c, this ratio
saturates, which indicates that the random association probability is 0.6% for
minimum bias events. Meanwhile, the fraction of random background relative
to tracks satisfying the PC3 matching cut ( spec3

spec2
) increases and saturates at

about 30%, which indicates that about 30% of the tracks satisfying the PC3
matching come from random association at high pT . This random association
probability is proportional to the event multiplicity and becomes about 70%
at 5 GeV/c for the 0-5% most central collisions.



81

co
u

n
ts

1

10

10
2

10
3

10
4

10
5

10
6

    spec1: DC-PC1 tracks
 PC3 cutsσ    spec2: with 2 

    spec3: random background

a)

 (GeV/c)Tp
1 2 3 4 5 6 7 8 9 10

R
at

io

10
-3

10
-2

10
-1

1

10
spec1
spec3    random association probability     

spec2
spec3    random association fraction    

b)

Figure 4.11: a) The same as Fig. 4.10a, but including the random association
spectra at PC3 (curve with cross markers). b) The random association prob-
ability, and random association fraction relative to tracks that satisfy PC3
match.

Since we know how to estimate the random background statistically, in
principle, we can directly subtract this background from the tracks with PC3
match. This subtraction is small for peripheral collisions and for central colli-
sions at pT < 3 GeV/c, but is large for central collisions at pT > 4 GeV/c (see
Fig. 4.11b). This technique was used for the RUN-1 analysis [171, 50, 52] and
is limited to pT < 5 GeV/c, at which point the random background may ex-
ceed the signal for the most central collisions. Fortunately, in RUN2 the PC2
detector is installed in the west arm, which provides an additional veto on the
random association background 1. When PC2 is used, the random association
probability is significantly reduced to p2

ran 0.01%. 2 Fig. 4.12 shows the ran-

1Since the PC2 only exists in the west arm, we didn’t use the east arm for charged
hadron analysis.

2The random background refers to those tracks with randomly associated hit at
both PC2 and PC3. The tracks which have only one random hit at either PC2 or
PC3 are not random tracks, because if they have correctly pointed to PC2, then
they should also correctly point to PC3 and vice verse. In this case, both the true
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Figure 4.12: a) Same as Fig. 4.11a, but also requiring a 2σ match to PC2. b)
The random association probability, and random association fraction relative
to tracks that satisfy the PC2, PC3 match cut.

dom association background for minimum bias collisions. The spectra in this
figure are the same as in Fig. 4.11, except that a 2σ matching is required for
both PC2 and PC3. The pT dependence of the ratios in Fig. 4.12b is similar
to those in Fig. 4.11b. However, the constant levels are significantly reduced.
The random association probability drops to 0.012%, while the fraction of ran-
dom background relative to tracks with 2σ PC2 and 2σ PC3 match is about
1.7%. Fig. 4.13 shows the same curves for the 0-5% most central collisions.
The fraction of random background increases to 3%, but is still low enough
that we can ignore this contamination to the charged hadron spectra.

4.4.2 Better Matching Variables

Fig. 4.14a shows a schematic view of the track matching to PC2 and
PC3 in the west arm. Since both the multiple scattering and the residual

and the randomly associated hits are inside the matching window.
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Figure 4.13: Same as Fig. 4.12 for the 0-5% most central collisions.

bend systematically bend the track in one direction, the displacements Dφ

and Dz are correlated between PC2 and PC3. The correlation in Dφ at PC2
and PC3 is shown in Fig. 4.14b. Most of the tracks lie in a narrow window
around the diagonal line. The width of this window is given by the PC2
and PC3 detector resolutions, which are on the order of a few millimeters (see
Table. 2.3). Multiple scattering and residual bend within and following the DC
broaden the matching distribution along the diagonal line. The double-peak
structure along D−

φ is related to the finite granularity of PC2 and PC3 pads.

The positive directions of D+
φ and D−

φ are indicated by the arrows. A ±2σ cut
on these variables is illustrated by the dashed box. Similar correlations are
also observed in Dz, however, matching distributions for same charge signed
particles are symmetric along the diagonal line because there is no residual
bend in z direction. To optimize the background rejection, we define two sets
of orthogonal variables for Dφ and Dz,

D+
φ =

1√
2
(DPC2

φ + DPC3
φ )
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Figure 4.14: a) a schematic view of the matching of tracks to PC2 and PC3.
b) DPC2

φ versus DPC3
φ for tracks with reconstructed pT > 4 GeV/c.

D−
φ =

1√
2
(DPC2

φ −DPC3
φ )

D+
z =

1√
2
(DPC2

z + DPC3
z )

D−
z =

1√
2
(DPC2

z −DPC3
z ) (4.12)

D+
φ , D+

z are the variables along the correlated direction. D−
φ , D−

z are along the

direction normal to D+
φ and D+

z , respectively. A ±2σ cut on these variables
is applied in the data analysis. In the remaining discussion, unless stated
otherwise, only tracks satisfying these cuts are included.

As shown in Fig. 2.3b, the z component of the fringe field Bz has a strong
dependence on the Drift Chamber z , zDC . Since the residual bend is propor-
tional to Bz, it also has a strong dependence on zDC . The zDC dependence
of D+

φ is shown in Fig. 4.15. For tracks with |zDC | < 40cm, the displacement

D+
φ at the PC2 appears as two peaks for genuine positive and negative par-

ticles due to the fringe field 3. These displacements decrease towards large
zDC , eventually, the two peaks merge with each other and become a single

3The charge of the track is given by the α angle measured by the DC: positive
for α < 0, negative for α > 0. However, for background particles, the charge sign
based on α angle is not necessary correct. The displacements are caused by the
fringe field and their directions reflect the true charge.
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peak. The lack of residual bend at large zDC leads to a larger background con-
tamination at large zDC . This is reflected by Fig. 4.16, where the track zDC

distribution is plotted for tracks with reconstructed pT > 5 GeV/c. The track
density increase rapidly towards high zDC . In order to ensure a significant,
almost z independent residual bend, a fiducial cut of |zDC | < 40cm is applied
at the DC, which effectively corresponds to a pseudo-rapidity cut of |η| <0.18.
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Figure 4.15: The D+
φ distribution for different zDC ranges for positive (left)

and negative (right) particles in 5 < pT < 7 GeV/c.

Fig. 4.17 shows the background level after a 2σ matching cut on the vari-
ables defined in Eq. 4.12 and a |zDC | < 40cm cut at the DC have been applied.
The background level is about 6% for pT < 4 GeV/c, but increases rapidly
towards higher pT . These background tracks are not the random association
background discussed in the previous section, but are true decays or conver-
sion tracks which happen to have a good match at both PC2 and PC3. In the
next section, we discuss the statistical background subtraction method which
subtracts this irreducible background in the 5 to 10 GeV/c range.

4.5 Subtraction of the Irreducible Background

The irreducible background contribution can be subtracted statistically if
the shapes of the matching distributions for background and signal are known
in detail. In this section, we shall discuss the statistical method we have
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Table 4.2: Number of background tracks with reconstructed pT > 5 GeV/c
from 100000 minimum bias Au HIJING events.

γ → e+e− Hadron decay
K±, K0

L K0
s , Λ, Σ0, Σ+, Ξ0, Ξ−

and antiparticles
345 132 79
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Figure 4.18: True pT distribution of background tracks from conversions (
panel a)) and decays (panel b)).

developed to extract the signal yield based on the detailed knowledge of the
matching distributions for background.

4.5.1 Background Sources and Why

After the matching and |zDC | < 40 cm cuts, the background level is about
6% for pT < 4 GeV/c, but increases rapidly towards higher pT . This is also
indicated by the flat tails at high pT in Fig. 4.12. Based on full HIJING simu-
lation of 100000 events, we find that at high pT the background can generally
be decomposed into a conversion background (60%) and a decay background
(40%) as summarized in Table. 4.2. Fig. 4.18 shows the true transverse mo-
mentum distributions of these two kinds of backgrounds. They both average
around 0.5 GeV/c. A detailed study of both background sources is presented
below. This study is based on another Monte-Carlo HIJING simulations.
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Figure 4.19: Conversion background vertex distribution in radial direction
from simulation. These tracks have a reconstructed pT > 5 GeV/c.

Photons from π0 decays are the major source of conversion background
at high pT . Fig. 4.19 shows the vertex distribution of e+e− with a recon-
structed pT > 5 GeV/c. Most of the conversion background tracks are gener-
ated between the DC entrance window and the X1 nets. The region between
beam-axis and the DC also produces some background, but most of these elec-
trons are deflected by the strong magnetic field. The conversion electrons are
produced in pairs. The conversion angular distribution is [101],

dσ

dθ
∝ γ2θ

(1 + γ2θ2)2
. (4.13)

For 0.5 GeV/c electrons, the half width is roughly θ ∼ 1/γ ∼ 1 mrad. The
conversion pair usually splits in the main bend plane due to the residual bend,
but remains close in z direction. Because conversions happen close to the DC,
it is very likely that both e+ and e− are reconstructed. In principle, a fraction
of the conversions can be removed by a close track cuts. 4

The decay background is more complicated because there are several dif-
ferent sources and the decay kinematics depends on the particle type. We shall
discuss in more detail the decay background and how it is falsely reconstructed
at high pT . Recall that the momentum reconstruction relies on Eq. 3.4, which

4We haven’t exploited this approach in the current analysis.
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can be derived as following (in cylindrical coordinates),5

α1 =

∫ R

0

d|p̄|r
pR

=

∫ R

0

eBzrdl

pR

=
e
R

∫ R

0
Bzrdl

p

=
K

p
. (4.14)

where R = 220 cm is the DC reference radius where α1 is measured. K = 86
MeV/c is the total effective momentum kick at the radius R from the magnetic
field.

If a particle decays at radius r, the daughter particles usually receive a
momentum kick ∆p, which leads to an additional change of α at the reference
radius.

α2 =
∆pcos(θ)sin(φ)r

pR
≤ ∆p

p

r

R
(4.15)

where θ,φ are the polar and azimuth emission angles of the daughter particle
relative to the parent flight direction in the parent’s rest frame. α2 reaches its
maximum at r = R, θ = 0, φ = ±90◦, i.e. when the particle decays in the main
bend plane and the daughter emission angle is perpendicular to the parent’s
flight direction. The total α angle for the daughter track is,

α = α1(0 → r) + α2 + α3(r → R) (4.16)

where α1 and α3 are the bend from the field before and after the decay point,
respectively. If the momentum kick from the decay is larger than the total
effective kick from the field (∆p > K according to Eq. 4.14–4.15), the daughter
particle can have a decay angle such that the total α in Eq. 4.16 becomes zero.
In other words, the daughter particle can be reconstructed with arbitrary pT

depending on the value of r, θ, φ.
For example, charged kaons have a large decay length cτ for the K → νµµ

decay channel. The daughter muons get a large momentum kick ∆p = (m2
K −

m2
µ)/(2mK) ≈ 236MeV/c > K. So the muon can have any reconstructed

momentum. The same is true also for daughter pions in the K → π0π decay
channel.

5Note that dα1 = d|p̄|r/(pR) and dp̄ = edl̄ × B̄.
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K0
s and Λ are neutral. Therefore, the magnetic field only affects the

daughter particles and Eq. 4.15 becomes α = α2 + α3. Because of their small
cτ (2.67 cm,7.89 cm for K0

s , Λ), most of these particles decay very close to
the collision vertex. In this case, α ∼ α3 ∼ K/p. Most of the particles have
the correct reconstructed momenta. But as they decay further away from
the vertex, the contribution from α2 becomes important and their daughter
particles may have large reconstructed momenta. Interestingly, at a certain
decay radius α may become zero. This condition is given by,

α = α2 + α3

=
∆p

p

r

R
+

K1

p
= 0. (4.17)

where K1 < K is the field integral from r to R. This happens when

r =
K1(r)

∆p
R (4.18)

For the K0
s → π+ + π− decay channel, ∆p =

√
m2

K/4−m2
π = 206 MeV/c,

which gives r ≈ 50 − 60 cm. Around this radius, the secondary pions can be
reconstructed with any pT . Fig. 4.20 shows the fractional differences between
the reconstructed pT and the true pT of the secondary particles from K0

s (left
panel) and Λ (right) as function of the decay vertex. At about 50-60 cm, the
reconstructed pT of decays πs from K0

s can become much larger than the true
value. For Λ → π + p, ∆p = 101MeV/c and the critical radius is about 100
cm.

Because of the differences in the decay kinematics the background match-
ing distributions at high pT are different for different sources. These differences
are shown in Fig. 4.21. We can distinguish three types of background sources
based on their matching distributions.

1. e+e− from photon conversions

As discussed earlier, most of the e+e− reconstructed at high pT have true
pT around 0.5 GeV/c. The opening angle of e+e− relative to the parent
photon are very small and most of them are generated close to or within
the DC. The residual magnetic field thus splits them in φ direction, but
not in z because the r component of the magnetic field Br is very small.
As a result, there are two distinct peaks in the D+

φ distribution but
only one centered around zero in D+

z . However, the width σ of the D+
z

distribution is about 50% larger than the one for signal tracks because
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of the strong multiple scattering of e+e−. Interestingly, since the D+
φ

distribution for conversion electrons is so broad, we can select almost
pure electron candidates by:

|D−
φ | < 2σ&&|D−

z | < 2σ&&|D+
z | < 2σ&&|zDC | < 40

&&NPMT > 0&&3σ < |D+
φ | < 9σ (4.19)

where NPMT is the number of PMTs fired in the RICH, which is used to
distinguish electrons and high pT pions from kaons and heavier hadrons
(see next section).

2. Secondary background from weak decays of the long lived strange
particles, K± and K0

L

The secondary pions or muons significantly deviate from the original
kaon flight direction, much more than conversion electrons. The residual
bend produces a similar double-peak structure in the D+φ distribution
as conversions, but the momentum kick from the decay somewhat smears
the distribution. On the other hand, the D+

z distributions are dominated
by the decay angle and the matching distribution is essentially flat [102].

3. Secondary background from weak decays of short lived strange
particles: Ks and Λ (including other hyperons) decay

No double-peak structure is observed in the D+
φ distribution. Since the

decays occur close to the vertex, the reconstructed momenta are usually
not very different from the true momenta (like a momentum smearing ef-
fect). Because of this, the secondary pion, muon and proton background
at high pT is very rigid. The particles are less influenced by the residual
magnetic field and have a narrow D+

φ match compared to the previous
two sources of background. The D+

z distribution, however, is about 50%
wider than for signal particles, most likely due to the momentum kick
from the decay.

4.5.2 Separation of Conversion and Decays

To distinguish between conversion background and decay background, we
take advantage of the RICH to tag electrons. Charged particles with velocities
above the Cerenkov threshold (γth = 35) emit Cerenkov photons, which are
detected by the photo multiplier arrays in the RICH (see Chapter 2.2.4 and
Ref. [78]). The average Cerenkov radiation length is about 120cm, which
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Table 4.3: Parameters of the electron NPMT distribution from data and
Monte-Carlo. Re is later used for background subtraction.

Monte-Carlo Data(min bias) Data(0-10%) Data(60-92%)
〈NPMT 〉 4.69 4.4 4.37 4.28

fraction of Random
subtracted - 6.3% 9.9% 1.4%

Re = NPMT≥5
NPMT≥0

58% 47.4% 48.6% 44.4%

leads to about 12 Cerenkov photons for every electron. We characterize the
Cerenkov photon yield for a charged particle by NPMT , the number of photon
multiplier tubes(PMT) with signals above threshold and within 3.4-12.8 cm
distance from the track projection point.

To study the electron’s NPMT distribution, we need a sample of pure
electrons. One way to obtain pure electrons is to use Eq. 4.19. The elec-
trons satisfying this condition come mostly from photon conversions and have
a mean pT of about 0.5 GeV/c. However, a small fraction of contamination
could result from random associations of charged tracks with RICH hits. This
contamination is again estimated using the “flip and slide” method introduced
in Chapter. 4.4.1. Fig. 4.22a shows the raw NPMT distribution6(solid line), to-
gether with the one for fake electrons from random association (dashed line).
After the random background is subtracted, the integral of the resulting distri-
bution is then normalized to 1. Fig. 4.22b shows the normalized distribution,
together with the distribution from simulation. Some of the parameters of
the NPMT distribution are summarized in Table 4.3. The average 〈NPMT 〉
from data is ≈ 4.4. Since the NPMT distribution follows Poisson statistics,
this corresponds to more than 99% probability to fire at least one PMT. The
〈NPMT 〉 value from simulation is larger, the reason is not completely known,
but could indicate that the “figure of merit” defined in Eq. 2.3 still needs some
fine tuning.

The Cerenkov threshold for pions is γthmπ = 4.8 GeV. The number of
Cerenkov photo electrons detected for a charged track is proportional to sin2θ
(see Eq.2.3), where θ = arccos(1/(βn)) is the Cerenkov angle. Since

sin2θ ≈ θ2 ≈ 2(1− βth

β
) ≈ 4

γ2
th

(1− γ2

γ2
th

) , (4.20)

6In PHENIX software, the fired NPMT are great or equal to zero. The NPMT

for hadrons which do not fire RICH is set to be -1.
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Figure 4.22: a) Raw NPMT distribution (solid line) and the estimated random
association background (dashed line). b) The probability distribution of NPMT

for data after subtracting random background(solid line) and for Monte-Carlo
(dashed line).

θ increases slowly as function of pT . Consequently, the number of associated
PMTs reaches its asymptotic value only well above 10 GeV/c7. Fig. 4.23 shows
the 〈NPMT 〉 distribution for charged pions as function of pT from Monte-Carlo.
The 〈NPMT 〉 increases from 1.4 at 6 GeV/c to 2.9 at 8 GeV/c and 3.7 at
10 GeV/c. Note that since the Monte-Carlo overestimated the 〈NPMT 〉 for
electrons, these values should be smaller for real data.

Based on the discussion above, we can split the charged track sample with
pT > 5 GeV/c using the RICH as following,

NA(all tracks) = NR(tracks with NPMT ≥ 0) + NNR(tracks with NPMT < 0)

NR = SR(signal π±) + Ne(conversions)

NNR = SNR(signal π±, K±, p±) + Ndecay(decays) (4.21)

The corresponding pT distributions for NA, NR, NNR are shown in Fig. 4.24.

7In addition, pions just above threshold have a very small ring radius. Since
NPMT is counted within 3.4-12.8 cm from the ring center, this further reduces the
NPMT for low pT pions.
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4.5.3 Conversion Background Subtraction

Tracks (NR) with at least one associated RICH PMT contain both con-
version electrons and real pions. The shoulder structure between 5-7 GeV/c
for NR tracks in Fig. 4.24 already indicates that there is a large fraction of
pions in this sample. For pions with pT < 10 GeV/c, 〈NPMT 〉 has not reached
its asymptotic value. So for the pT range of 5-10 GeV/c, a requirement of
NPMT ≥ 5 can reject most of the pions (see the later part of this section
starting from page 98.) while preserving a well-defined fraction

Re =
NNPMT≥5

e

Ne

, (4.22)

of the electrons, where NNPMT≥5
e is the number of electrons with NPMT ≥

5. Once Re is known, the total electron background can be calculated from
Eq.4.22 as

Ne =
NNPMT≥5

e

Re

. (4.23)

The the number of real pions in the RICH-associated sample is then obtained
by subtracting the electrons from NR,

SR = NR − NNPMT≥5
e

Re

. (4.24)

Fig. 4.25 shows the measured Rm
e = N

NPMT≥m
e

Ne
as function of pT below

11 GeV/c for different NPMT threshold, m. Electrons are selected based on
Eq. 4.19 and with random association background subtracted. From 5 to 11
GeV/c, the variation of Rm

e as function of pT for different NPMT cuts is very
small, specifically, the variation of Re = R5

e is less than ±3% (absolute error,
bracketed by the dashed line). The fitted value for NPMT ≥ 5 is 46.7± 0.8%.
As we extend the pT range as shown in Fig. 4.26, however, we do see a weak pT

dependence. The origin is not clear yet, but this variation is included in the
systematic error estimation of Re. Fig. 4.27 shows the Re values as function of
pT from Monte-Carlo simulation. Clearly, the simulation has a larger Re than
observed in real data.

Re also needs to be studied as function of centrality, Table 4.3 already
listed Re for several centrality classes. The complete centrality dependence
of Re is shown in Fig. 4.28. We have bracketed the variation of Re for all
centralities with ±4% absolute error. For peripheral collisions, Re values are
slightly different, but they still agree within 1σ statistical error 8

8For peripheral collisions, the measured spectra reach only about 7 GeV/c. At
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Figure 4.25: Rm
e as func-

tion of reconstructed pT for
different NPMT threshold m
for minimum bias data. The
definition of Rm

e is given in
the figure.
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and the dashed line indicates the estimated systematic uncertainties.

In conclusion, the measured value for Re is,

Re = 0.458± 0.03(pT dependent)± 0.04(Npart dependent) (4.25)

The Re is the average from Fig.4.28, the errors take into account the variation
as function of pT and centrality.

The conversion background subtraction based on Eq. 4.22–4.24 is pre-
sented in Fig. 4.29 for a sample range of 6 < pT < 7 GeV/c in the D+

φ

distribution. Also shown is the matching distribution for conversion electrons
from the Monte-Carlo simulation. The contributions from pions and electrons
are clearly distinguishable. The shape of the simulated electron background
matching distribution agrees with that from real data very well. In Fig. 4.30,
the raw minimum bias pT spectrum for tracks with RICH association is decom-
posed into the estimated electron spectrum and pion spectrum, the spectrum
for random association tracks is also shown.

With this method, a small fraction of genuine pions, which satisfy NPMT ≥
5, is subtracted. This fraction, Rπ, is negligible below 7 GeV/c, but increases
rapidly towards higher pT . We can estimate Rπ from a clean sample of high
pT pions, which are selected by requiring a NPMT > 0 and a 2 GeV/c energy
cut in EMCal. This cut removes most of the electron backgrounds, since most
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Figure 4.29: An illustration of the background subtraction in D+
φ for tracks

with associated RICH PMTs and 6 < pT < 7 GeV/c. The subtraction is
shown for minimum bias events and separately for positively (left) and neg-
atively (right) charged tracks. Since e+ and e− are deflected in opposite di-
rections by the fringe field, they are shifted to positive and negative direc-
tions, respectively. The first three distributions represent the raw counts for
all tracks with RICH association (solid line), the estimated conversion back-
ground based on Re method (dashed line) and the charged π (dot-dashed line)
that were obtained by subtracting the dashed line from the solid line. The
thin solid line represents the matching distribution of background electrons
from the Monte-Carlo simulation, arbitrarily scaled to match the data. The 2
σ matching window is illustrated by the vertical dashed line.

Figure 4.30: Back-
ground subtraction for
NR tracks. There are
very little random as-
sociates left at pT > 6
GeV/c.
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of the electrons have energies below 2 GeV/c (see Fig. 4.18). The Rπ values
are listed in Table. 4.4.9 Despite of the limited statistics, Rπ steadily increases

9Negative counts are an artifact of the random background subtraction procedure
on a distribution with limited statistics.
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Table 4.4: Yield of charged pions as function of pT with different NPMT , with
random background subtracted. Charged pions are selected with 2 GeV/c
energy cut in EMCal.

pT (GeV/c) NPMT Rπ(%)
0 1 2 3 4 ≥ 5

5-6 61 224 130 23 13 23 5
6-7 24 141 157 53 22 9 2.3
7-8 7 40 86 40 20 7 3.6
8-9 2 7 35 31 16 8 9
9-10 0 -1 16 16 9 6 15
10-20 1 -1 13 18 25 31 55

with pT as expected. Rπ is less than 5% for pT < 8 GeV/c and < 15% for
pT < 10 GeV/c (with some uncertainties due to the limited statistics).

The pion over-subtraction can also be estimated from Monte-Carlo sim-
ulation. Fig. 4.31 shows the RICH response for pions as function of pT . Rπ

continuously increases with pT until 20 GeV/c. Rπ is 0 at pT < 6 GeV/c,
3% for 6-7 GeV/c, 10% for 7-8 GeV/c, 17% for 8-9 GeV/c and 23% for 9-10
GeV/c. Since we know that our simulation overestimates Re, it is reasonable
to assume that it also overestimates Rπ, and the Monte-Carlo value can serve
as an upper limit on Rπ. From Re and Rπ, the over-subtraction of pions can
be readily calculated. First, similar to Eq. 4.23,

Nπ =
NNPMT≥5

π

Rπ

, (4.26)

where Nπ is the total number of pions. If the total number of tracks with
NPMT ≥ 5 is NNPMT≥5, then NNPMT≥5 = NNPMT≥5

e + NNPMT≥5
π , and the total

number of tracks SR after background subtraction is,

SR = Nπ − NNPMT≥5

Re

= Nπ(1− Rπ

Re

) , (4.27)

and the number of over-subtracted pions is

Nπ
Rπ

Re

= SR(
1

Re

Rπ
− 1

) . (4.28)

We only have limited information about Rπ from data and simulation.
We do know that the Monte-Carlo gives an upper limit on the Rπ value. So
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Figure 4.31: a) RICH efficiency for charged pions as function of generated pT .
b) Re and Rπ from the MC simulation as function of generated pT .

Table 4.5: The systematic error on SR, επ, due to pion over subtraction. The
first row is used in the analysis.

pT (GeV/c) < 6 6-7 7-8 8-9 9-10
επ (MC) < 1% 4% 13% 28% 55%
επ Data < 1% 4% 5% 18% 31%

the approach we follow here is to correct the measured yield up by 50% of the
estimated π over-subtraction estimated from Monte-carlo,

επ = 0.5× (
1

Re

Rπ
− 1

), (4.29)

and assign a 100% systematic error on the correction. The values of επ are
summarized in Table. 4.5, where the first row lists the values used in this
analysis.

Based on Fig. 4.31a, an NPMT ≥ 0 cut is > 95% efficient for pions in
the pT range of 7-10 GeV/c. So the pion spectra obtained after conversion
background subtraction, pion over-subtraction correction, and the full effi-
ciency correction (see Chapter 5) can be compared directly with published π0

spectra [54]. This comparison is shown in Fig. 4.32 for three centrality selec-
tions. The two spectra agree quite nicely, although the statistical error bar for
charged pions are quite large.
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Figure 4.32: Fully cor-
rected charged pion spec-
tra compared to π0 spectra
for three centrality classes.
The π0 data points have
been shifted to the right by
0.1 GeV/c for better dis-
tinction.
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4.5.4 Decay Background Subtraction

The tracks with no associated RICH PMT (NNR) includes π, K, p 10,
contaminated by the decay background. The two decay background sources,
K±, K0

L and K0
s , Λ, have very different decay kinematics and thus very different

matching distribution. To study them in detail, we run a large statistics
HIJING simulation (about 7 million central HIJING events) and propagated
events through the full PHENIX detector response simulation. For each of
the decay background sources, we obtain the input pT spectrum of the parent
particle and also the reconstructed pT spectrum for daughters. The HIJING
input spectra do not match exactly with the identified spectra measured by
PHENIX [103], we need to tune the simulation accurately.

Fig. 4.33a shows the primary charged kaon pT spectra together with the
spectra from parent kaons and secondary particles from the HIJING simula-
tion. As we change the threshold on the reconstructed pT of the daughter
particles from 5 to 10 GeV/c, the shape of the parent kaon pT distributions
does not change. This indicates that the background above 5 GeV/c is not
correlated with the true pT and thus the matching distributions should become
independent of reconstructed pT as confirmed in Fig. 4.33b.

Due to the isospin symmetry, the K0
s , K0

L, K+, and K− primary yields
should be equal to each other. Thus the K0

s decay contribution is better
constraint by comparing it relative to the primary K± yield. This is shown
in Fig. 4.34. The pT dependence of the K0

s decay background is similar to
the primary kaon distribution. This is different from Fig 4.33, where the
kaon decay spectra shape is insensitive to the actual kaon spectra at high
pT . The reason is that the matching distributions for K0

s decay products are

10At pT > 7 GeV/c, more than 95% of all charged π fire the RICH, so only a
negligible fraction of pions is included in NNR.
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Figure 4.33: a) Charged kaons and their decay particle pT distributions. b)
The matching distribution for decays in two different reconstructed pT ranges.

almost indistinguishable from those from signal tracks, because they decay
close to the vertex and the reconstructed pT is close to the true momentum.
The background from K0

s decays relative to K+ + K− is about 10% below 5
GeV/c, and increases up to 25% at 8 GeV/c and 50% at 10 GeV/c. The 10%
level at intermediate pT can be treated as an average feed down. The increase
towards high pT can be interpreted as an effective momentum smearing effect
due to the non-zero error on the momentum measurement. This error results
from the distance between the collision vertex and the K0

s decay point.

Similarly, the hyperon (mainly Λ and Λ̄) decay contribution is studied by
comparing with primary proton and anti-proton yields from HIJING. HIJING
gives Λ/p ∼ 0.5 at pT > 2 GeV/c. However, both PHENIX [103, 104, 105]
and STAR [106] have measured Λ/p ∼ 0.9. So we scaled the Λ, Λ̄ yields
from HIJING up by a factor of 1.64. The comparison of the reconstructed
background spectra with the primary p, p̄ is shown in Fig. 4.35. The hyperon
decays amount to 30% of the proton yield below 5 GeV/c, and the fraction
increases to 40% at 6 GeV/c, 70% at 8 GeV/c, and 120% above 9 GeV/c.

The background pT distributions from K0
s and hyperon decays closely

follow their parent pT distributions (represented by the open square marker in
Fig. 4.34 and 4.35). This kind of background, in contrast to background from
K± decays, falls quickly as function of pT . Although it is difficult to subtract
this from the matching distribution, we can estimate the contribution relative



104

(GeV/c)Tp
2 4 6 8 10 12

T
d

N
/d

p

1

10

10
2

10
3

10
4

10
5

10
6

±primary k

T Decay reco ps
0k

>1 GeV/c )T(reco pT ps
0k

(GeV/c)Tp
1 2 3 4 5 6 7 8 9 10

ra
ti

o

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7  (triangle/circle)±yield relative to k

Figure 4.34: Background level from K0
s decay relative to primary K±. The

left figure shows the reconstructed spectra from HIJING(except for the open
square marker, which represents the parent K0

s true pT distribution for daugh-
ter particles with reconstructed pT > 1 GeB/c). The right figure shows the
K0

s feed down contribution relative to the K± yield.

(GeV/c)Tp
2 4 6 8 10 12

T
d

N
/d

p

1

10

10
2

10
3

10
4

10
5

10
6

pprimary p,

Thyperon Decay reco p

>1 GeV/c)T(reco pThyperon p

(GeV/c)Tp
2 4 6 8 10 12

ra
ti

o

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

 (triangle/circle)pyield relative to p 
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Table 4.6: K0
s background relative to primary K± as function of reconstructed

pT for different input spectral shapes.
pT (GeV/c) < 4 4-5 5-6 6-7 7-8 8-9 9-10

εdecay
K0

s
(%) < 12 12 13 20 25 30 50

central εdecay
K0

s
(%) 9 12 20 35 40 30 40

peripheral εdecay
K0

s
(%) 10 12 15 25 35 40 70

to the parent’s yield (or particles with similar yield as the parent) as function
of the reconstructed pT . The input spectral shapes of the parent particles are
tuned to match those measured from real data. Two spectral shapes are used
for this study: one is a fit to central Au− Au charged hadron spectrum (0-5%
central), the second is a fit to a peripheral Au− Au charged hadron spectrum
(60-70% central).11 For both spectral shapes we determine a pT dependent
background from K0

s relative to K±, and background from hyperons relative
to p + p̄. The results are presented in Fig. 4.36 and Fig. 4.37. We define

εdecay
K0

s
(pT ) =

yield from K0
s decay

yield of primary K+ + K− , (4.30)

to quantify the background contribution from K0
s decay and

εdecay
hyperon(pT ) =

yield from hyperon decay

yield of primary p + p̄
, (4.31)

to quantify the background contribution from hyperon decays. We calculate
for each input spectral shape the εdecay

K0
s

and εdecay
hyperon as function of pT , the

results are shown in the right panels of Fig. 4.36 and Fig. 4.37. The back-
ground contributions are sensitive to the weight used. We summarize them in
Table. 4.6 and Table. 4.7.

The decay background subtraction is performed in two steps. First, most
of the decay background, mainly from K± and K0

L, is subtracted from the track
D+

φ distribution. Then the remaining decay background, mainly from K0
s , Λ, Λ̄

and other hyperon decays, is estimated using the results from Table. 4.6 and
4.7.

To estimate the decay matching distribution, a sample of almost pure
decay background tracks is selected by requiring 10 < pT < 20 GeV/c and

11This procedure is iterative. The results presented here use fits to the final
spectra.
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(pT )(Eq. 4.30), for different fits.
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Figure 4.37: a) Primary p + p̄ reconstructed pT spectra with various fits. b)
The ratios of different fits to the power-law fit of the HIJING input. c) The
hyperon background relative to p + p̄, εdecay

hyperon(pT )(Eq. 4.31), for different fits.

NPMT < 0. Once the shape of the decay background’s D+
φ distribution is

established from this sample, we can subtract the decay background statisti-
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Table 4.7: Hyperon background relative to primary p± as function of recon-
structed pT for different input spectral shapes.

pT (GeV/c) < 4 4-5 5-6 6-7 7-8 8-9 9-10

εdecay
hyperon(%) 30 30 40 60 70 110 90

central εdecay
hyperon(%) 30 35 60 90 90 120 70

peripheral εdecay
hyperon(%) 30 32 50 70 80 125 100

cally. Fig. 4.38 shows the pT distribution of tracks without associated RICH
hits (NNR), and the estimated contribution from signal tracks for pT > 6
GeV/c. The shape of the signal track distribution is assumed to be the same
as measured for π0 in p + p collisions at

√
sNN = 200 GeV from Ref. [29].

The signal distribution is normalized to NNR at 7 GeV/c and extrapolated
to higher pT

12. The estimated integrated signal is 5% within 10-20 GeV/c.
However, since the decay background at 7 GeV/c is already about 50%, so the
integrated signal is only about 2.5% of NNR within 10-20 GeV/c.

Figure 4.38: The pT dis-
tribution for tracks without
RICH hits (NNR) for min-
imum bias collisions, the
curve is the upper limit of
the extrapolation of the sig-
nal shape to high pT .
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We determine a ratio RNR, defined as the number of tracks within |D+
φ | <

2σ relative to the number of tracks in the interval 3σ < |D+
φ | < 9σ:

RNR(pT ) =
NNR(|D+

φ | < 2σ)

NNR(3σ < |D+
φ | < 9σ)

(4.32)

Since NNR = SNR + Ndecay, it becomes

RNR(pT ) = RS
NR + Rdecay , (4.33)

12We can do this because above this pT , NNR contains all protons and kaons, and
small fraction of pions (see Fig. 4.31. Also the correction function is independent of
pT (see Chapter 5.1).
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where RS
NR is defined as

RS
NR =

SNR(|D+
φ | < 2σ)

NNR(3σ < |D+
φ | < 9σ)

, (4.34)

and Rdecay is defined as

Rdecay =
Ndecay(|D+

φ | < 2σ)

NNR(3σ < |D+
φ | < 9σ)

≈ Ndecay(|D+
φ | < 2σ)

Ndecay(3σ < |D+
φ | < 9σ)

(4.35)

The last relation is true since the number of signal tracks in 3σ < |D+
φ | < 9σ

is negligible. Since the integrated signal yield is negligible at pT > 10 GeV/c
(see Fig. 4.38), we also have RNR(10− 20GeV/c) ∼ Rdecay(10− 20GeV/c).

Fig. 4.39a shows RNR as function of pT from data. RNR is consistent
with 0.43 ± 0.03 at 10 < pT < 20 GeV/c. Below 10 GeV/c, RNR increases
mainly because of the rapid increase of the signal yield. Fig. 4.39b shows both
RNR and Rdecay as function of pT from Monte-Carlo simulation. We notice
that RNR and Rdecay increase towards lower pT . The increase of Rdecay comes
from the increase of the feed down contribution from K0

s and hyperons (see
Fig. 4.34 and Fig. 4.35). The faster increase of RNR is due to the increase of
signal.

In the pT range from 10 to 20 GeV/c, RNR ≈ Rdecay and is approximately
constant around 0.424±0.04. We calculate this constant level for different cen-
trality classes and plot it in Fig. 4.40. No apparent centrality dependence is ob-
served. The measured value is fitted as RNR = 0.424±0.03. This value agrees
well with the value determined from simulation, RNR = 0.45± 0.02(stat).

The final Rdecay value measured between 10-20 GeV/c is

R
10<pT <20
decay = 0.424± 0.04 (pT dependent)± 0.03 (Npart dependent) . (4.36)

From this result, we estimate the decay contribution as a function of pT

to be NNR(3σ < |D+
φ | < 9σ) × R

10<pT <20
decay and the number of signal tracks is

calculated as

SNR = NNR(|D+
φ | < 2σ)−

NNR(3σ < |D+
φ | < 9σ)×R

10<pT <20
decay . (4.37)

The decay background subtraction based on Eqs. 4.35–4.37 in D+
φ is pre-

sented in Fig. 4.41 for a sample range of 6 < pT < 7 GeV/c. Also shown
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is the matching distribution for decay particles from Monte-Carlo simulation.
Outside the signal window, the shape of the estimated background matches
the data rather well, the average difference is at the 10% level and is taken into
account in the error estimation of R

10<pT <20
decay . In Fig. 4.42, the raw minimum

bias pT spectrum for tracks without RICH association is decomposed into the
estimated decay spectrum and signal spectrum.
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Figure 4.41: Background subtraction in D+
φ for tracks without an associated

RICH PMT and with 6 < pT < 7 GeV/c. The subtraction is shown for min-
imum bias events and separately for positively (left) and negatively (right)
charged tracks. The first three distributions represent the raw counts for all
tracks without a RICH association (solid line), estimated decay background
based on the Rdecay method (dashed line), and signal tracks (dot-dashed line)
that were calculated as the difference of the first two distributions. The
thin solid line represents the matching distribution of decay background from
Monte-Carlo simulation, arbitrarily scaled to match the data. The 2 σ match-
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Figure
4.42: Background sub-
traction for NNR tracks
(Eq. 4.37) in minimum
bias events.
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The fact that Rdecay in Fig. 4.39b increases towards low pT indicates that
background inside the matching window, mainly from K0

s , Λ, Λ̄, increases faster
than outside the matching window. Since a constant Rdecay is assumed in
Eq. 4.37, we under-subtract the decay background. The amount of remaining
background is estimated from the same MC simulation. Fig. 4.43 shows the
result. The fraction of background subtracted from Rdecay method, εdecay

subtracted,
is close to 80% around 9 GeV/c, but rapidly decreases towards lower pT . Since
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Figure 4.43: a) Signal tracks (closed circles) and remaining background tracks
(open circles). b) The fraction of background subtracted (close stars), and
remaining background relative to all tracks after subtraction (open stars).

Table 4.8: Remaining K0
s background relative to K± as function of pT for

different input spectral shapes.
pT (GeV/c) < 4 4-5 5-6 6-7 7-8 8-9 9-10
εremain
K0

s
(%) < 11.3 10.6 10.4 12 11.3 10.5 17.5

central shape εremain
K0

s
(%) 9.4 10.6 12 15 15.8 14 24.5

peripheral shape εremain
K0

s
(%) 9.4 10.6 12 15 15.8 14 24.5

the fraction of decay background from K0
s and Λ relative to the signal increases

towards high pT (see Fig. 4.34 and 4.35), the fraction of remaining background
is almost constant at a level of 20-30% relative to the primary K±, p, p̄.

The remaining background can be calculated as,

εremain
K0

s
= εdecay

K0
s

× (1− εdecay
subtracted) (4.38)

for K0
s , and

εremain
hyperon = εdecay

hyperon × (1− εdecay
subtracted) (4.39)

for hyperons. εremain
K0

s
and εremain

hyperon can be calculated from Table. 4.6 and 4.7.
The results are listed in Table. 4.8 and 4.9.
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Table 4.9: Remaining hyperon background relative to p, p̄ as function of pT

for different input spectral shapes.
pT (GeV/c) < 4 4-5 5-6 6-7 7-8 8-9 9-10
εremain
hyperon(%) 28.2 26.4 32 36 31.5 38.5 31.5

central shape εremain
hyperon(%) 28.2 30.8 48 54 40.5 42 24.5

peripheral shape εremain
hyperon(%) 28.2 28.2 40 42 36 43.8 35
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Figure 4.44: Amount of background estimated as function of pT for minimum
bias collisions. The left figure shows the arbitrarily normalized spectra for
the signal (filled squares), e+e− from conversion (open squares) and decays
(open triangles). The right figure shows the signal to background ratio. Only
statistical errors are shown.

4.5.5 Systematic Errors on Background Subtraction

Fig. 4.44 shows the total signal, obtained from SR + SNR, with the decay
and conversion backgrounds subtracted. The right hand shows the signal-to-
background ratio. The background increases with increasing pT . At 4 GeV/c
the signal-to-background ratio is about 10. It decreases to 1 at 7.5 GeV/c and
to ∼0.3 at 10 GeV/c. Fig. 4.45 shows the relative contributions of NPMT ≥ 0
tracks (SR) and NPMT < 0 tracks (SNR) to the total background subtracted
spectra. At pT > 7 GeV/c, where most of the pions are included in SR, the π
fraction is about 60%, while K±, p, p̄ contribute about 40%.

Tab. 4.10 summarizes the systematic errors on the background subtrac-
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Figure 4.45: a) The signal spectra decomposed into NPMT ≥ 0 (SR) and
NPMT < 0 (SNR). b) The fraction of these two samples relative to the total
raw signal yield.

tion. These systematic errors have been adjusted to 1σ errors 13 14. These
errors are correlated with pT and are presented relative to the charged hadron
yield. There are three types of errors:

• The uncertainty of the pion-loss is δπloss (see Table. 4.5). This error
is re-scaled by the fraction of signal tracks with RICH association, i.e.
SR/(SR + SNR) ∼ 0.6 from Fig. 4.45.

• δRe⊕Rdecay
accounts for systematic errors due to the uncertainties on Re

and Rdecay, with Re = 0.458 ± 0.05 and Rdecay = 0.424 ± 0.05. Both
quantities are varied up and down within their errors and propagated
as an uncertainty in the final yield. The resulting uncertainties on the
charged yields are then added in quadrature to obtain δRe⊕Rdecay

.

• The uncertainty of the K0
s , Λ, and Λ̄ feed-down subtraction is denoted

by δfeeddown. As summarized in Table. 4.8 and Table. 4.9, the final feed-
down contribution depends sensitively on the choice of the Λ and K0

s pT

spectra and of their yields in the high pT range where they are not mea-
sured. Both the yields and their spectral shapes are varied within limits

13The error quoted so far in the text are full extent errors, they have to be divided
by
√

3 to obtained 1σ errors.
14From now on, all errors quoted in tables for the charged hadron analysis are 1σ

errors.
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Table 4.10: Systematic errors on background subtraction. All errors are given
in percent and are quoted as 1σ errors. These errors are correlated with pT .

pT (GeV/c) δπloss (%) δRe⊕Rdecay
(%) δfeeddown (%) total(%)

< 5 0.3 0.3 5 5
5 - 6 0.6 1.8 5 5.3
6 - 7 1.4 4.1 8.5 9.5
7 - 8 4.6 7.1 7.8 11.5
8 - 9 9.9 17.6 6 21.1
9 - 10 19.4 23.5 6 31.1

imposed by the NPMT < 0 spectrum. The average feed-down contribu-
tion depends on pT and varies between 6 to 13% relative to the total
charged hadron yield; it is subtracted from the charged spectra. The
systematic uncertainties are estimated from the spread of the feed-down
contributions obtained with different assumptions. The uncertainties are
approximately 60% of the subtraction, and depend on pT and centrality.
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Chapter 5

Corrections and Systematic Uncertainties

After background subtraction, the charged hadron raw pT spectra have
to be corrected for

1. Geometrical acceptance and decay losses

2. Matching cut efficiency

3. Reconstruction efficiency

4. Momentum resolution and scale

5. Run-by-run variation

6. Occupancy dependent efficiency loss

These corrections are determined using a GEANT [100] Monte-Carlo sim-
ulation of the PHENIX detector in which simulated tracks are reconstructed
using the same analysis chain applied to the real data. For each of π+, π−,
K+, K−, p, p̄ species, 5 million tracks are generated uniformly in event vertex
(−30 < zvtx < 30cm), rapidity (−0.6 < y < 0.6), azimuth (0 < φ < 2π),
and pT (0 < pT < 10 GeV/c). The procedure for calculating the correction
function is iterative. Initially, the generated particles are assigned a weight
such that the input spectrum matches the charged hadron raw spectral shape.
The ratio of the input pT spectrum to the reconstructed pT spectrum gives the
first correction function, which in turn gives the first corrected spectrum. The
generated particles are then assigned a new weight such that the input spec-
trum matches the first corrected charged hadron spectrum. This new weight
is then used to obtain a new correction function, which in turn gives a new
corrected charged hadron spectrum. This procedure is repeated until the final
spectrum does not change. The weighting procedure is necessary to take into
account the momentum resolution effect and other detector smearing effects
which are sensitive to the spectral shape.
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5.1 Geometrical Acceptance and Decay Losses

Fig. 5.1 show the geometrical acceptance for charged hadrons as function
of pT . Due to the strong magnetic field, charged tracks with pT < 0.15 GeV/c
originating from the vertex will not reach the Drift Chamber. For the same
reason, the track reconstruction efficiency strongly depends on pT for pT < 2
GeV/c. However, the pT dependence becomes relatively small above 2 GeV/c.

Figure 5.1: Geo-
metrical acceptance for
charged particles in az-
imuth φ as function of
pT .
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The dominant measured charged hadrons are π±, K±, p, and p̄. Since
they have different decay probabilities and multiple scattering, the efficiency
correction depends on particle species but not on charge. This is reflected in
Fig. 5.2, where the correction functions averaged separately over π+ and π−,
K+ and K−, and p and p̄ are shown. For pT < 3 GeV/c, the kaon correction
function is significantly larger than those for pions and protons, reflecting the
relatively short lifetime. This difference become less than 15% at pT > 3
GeV/c. The input pT distributions for different particle species are weighted
by the measured pT -dependent particle composition from Ref. [103]: 1

input = pion + λ1 × kaon + λ2 × proton (5.1)

where λ1 is the yield ratio of charged kaons to charged pions, and λ2 is the yield
ratio of protons to charged pions. The final correction function is obtained as
the ratio of the weighted input pT spectra to the reconstructed pT spectra. To
account for the centrality dependence of the particle composition, λ1 and λ2

are determined for one central (0-5%) and one peripheral (60-70%) centrality

1Note that because charged hadron yield is measured per unit of peusdo-rapidity,
the pion, kaon, and proton yields are converted from dN/dy to dN/dη before calcu-
lating the ratio.
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Figure 5.2: Averaged correction functions for π+ and π−, p and p̄, and K+

and K−.

class. There is some difference in λ1 and λ2 for the two sets of weights as
shown in Fig. 5.3. However, since the correction functions are similar for pions
and protons, the combined correction function is insensitive to changes in λ2.
Below 1 GeV/c, the kaon correction is significantly larger than that for pions
and protons, but the kaon yield is small and λ1 is much less than 1. Above
2 GeV/c, λ1 increases, but the difference between the correction functions for
pions and kaons decreases. Combining all these dependencies, the variation
of the particle composition for the two centrality classes leads to less than
2% difference in the combined correction functions at pT > 0.5 GeV/c. Since
no kaon data are available above 2 GeV/c, we assume a constant K/π ratio
within ±10% from the value observed at 2 GeV/c. This assumption leads to
an additional 2.5% systematic error in the combined correction function above
2 GeV/c.

5.2 Matching Cut Efficiency

To correctly estimate the efficiency of various cuts, the same analysis cuts
used in the real data analysis must also be applied to the simulated tracks, and
the variables describing the cuts in the simulation have to be tuned to match
those from the data. The matching parameters are among these variables and
have to be tuned to the data. In particular, the widths of the D+

φ , D−
φ , D+

z ,
and D−

z distributions have to be similar for data and simulation, and any
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Figure 5.3: The K/π and p/π ratio for central (panel a) ) peripheral (panel
b) ) collisions.

remaining differences have to be included in the systematic error estimation.

In both real data and simulation, a 2σ matching cut is applied on D+
φ , D−

φ , D+
z ,

and D−
z . The widths of the matching distributions in the simulation have been

tuned to match those from the data within 10%. The systematic errors due to
the remaining differences are given by the change of the hadron yields when
simultaneously widening and narrowing all four matching variables by 10%.
The results of this study are shown in Fig. 5.4. The differences between the
data (open symbols) and the simulation (solid symbols) reflect the differences
in the width of the matching variables. The error bars on each set of points
are obtained by simultaneously enlarging/narrowing the matching window by
10%, which creates a ±3% variation. The Monte-Carlo cut efficiency is 4%
higher than that from data at pT < 1 GeV/c, but both values agree within 2%
above 2 GeV/c. In the end, the matching systematic error, σmatch, is estimated
to be 4⊕ 3(MC)⊕ 3(data)% = 6% for pT < 1 GeV/c, and 2⊕ 3⊕ 3% = 5%
for pT > 1 GeV/c.

As a consistency check, the full analysis procedure, including background
subtraction and Monte-Carlo correction, is repeated with different matching
cuts. The ratios of the fully corrected spectra for two different matching cuts to
the default matching cuts (1.6σ/2σ and 2.5σ/2σ) are presented in Fig. 5.5 for
central (0-5%) and peripheral (60-92%) collisions. The variation for different
matching cuts is less than 10%.
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Figure 5.5: The ratio of fully corrected spectra for different matching windows
for central(left) and peripheral(right) events.

5.3 Reconstruction Efficiency

The reconstruction efficiency refers to the probability to find a track lo-
cated in the active area of the tracking detectors used in this analysis. The
Drift Chamber tracking efficiency is well above 99% in its active area (Chap-
ter. 3.1.3). The PC1, PC2 and PC3 also have very good efficiency in their
active area (99% for PC1, 98% for PC2 and PC3). Thus we quote the system-
atic errors on the tracking efficiency as: σtrack = 1⊕ 1⊕ 2⊕ 2% = 3.2%.



120

5.4 Momentum Resolution and Scale

The measured momentum resolution is accurate within 10% (see Chap-
ter 3.3). The systematic errors due to the momentum resolution are checked
by a simple Gaussian smearing of the measured pT spectra according to the
following two limits of resolution:2

δp

p
= 0.5%⊕ 0.8%p

δp

p
= 0.9%⊕ 1.2%p (5.2)

The result is shown in the bottom panel of Fig. 5.6. The difference is ±1% at
5 GeV/c and ±3% at 10 GeV/c.

Since the momentum smearing effect depends sensitively on the steep-
ness of the spectra, as a second check, we have fitted the spectra for central
and peripheral collisions and used these fits as the weights to determine the
correction. The results are shown in the upper panel of Fig. 5.6. The differ-
ences again are small but become significant above 5 GeV/c. The difference
increases from about ±1% at 8 GeV/c to ∼ ±5% at 10 GeV/c.

Figure 5.6: Systematic checks
of correction functions. Top
panel shows the variations us-
ing fits to pT spectra from min-
imum bias (middle curve), cen-
tral (bottom curve) and periph-
eral (top curve) data as weight-
ing functions. The bottom
panel compares corrections ob-
tained by varying the momen-
tum resolution by ±20%.
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The momentum scale is known within 0.7% (Chapter 3.3.2). The sys-
tematic errors due to this uncertainty are estimated from the change in yields

2Since the data could have momentum smearing that is non-Gaussian, we vary
the resolution by 20% to give an upper limit on the systematic errors.
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resulting from shifting the measured pT up and down by 0.7%× pT . The cal-
culated errors depend on pT and the local spectral shape. Although the pT

shift due to the momentum scale error is small at low pT , the change in yield
can be enhanced due to a steeper spectral shape at low pT compared to high
pT . Fig. 5.7 shows the fractional variation of the yields for central (solid) and
peripheral (open) collisions. The maximum change is about ±6.8% around 4
GeV/c and the difference between central and peripheral collisions is ∼ 2%.
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Figure 5.7: Upper and lower limit on the yield assuming a 0.7% momentum
scale error for central (solid marker) and peripheral (open marker) collisions.

The average pT within a given bin of the spectrum is not at the center
of the bin because the spectra are steeply falling. The deviation from the
bin center depends on the bin width and the local inverse slope and needs
to be corrected. In the charged hadron analysis, we use a slightly different
but equivalent approach. Instead of shifting the data points to the correct
average pT value, the yields are reduced by an amount calculated from the
local spectral shape to reflect the correct yield at the center of the pT bin.
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Figure 5.8: Raw spectra for a given run divided by raw spectra for the full
data set. a) Ratios of good runs to the full data set. b) Ratios of bad runs to
the full data set.

5.5 Run-by-Run Variation and Acceptance Nor-

malization

The performance of the tracking detectors is not uniform over the whole
RUN-2 period. The degradation of the west arm DC performance and high
voltage problems in PC2 and PC3 create run-by-run dependent inactive area
and thus effectively reduces the acceptance for the full data set. This is cor-
rected by introducing an overall scale factor on the spectra.

For minimum bias events, Fig. 5.8a shows the ratios of the raw pT dis-
tributions for several good runs to that for all runs (normalized per event).
The ratio of spectra from good runs to spectra from the full data set is around
1.135± 0.02, and there is no observable difference in the slope of the spectra.
Similar ratios are plotted in Fig. 5.8b for some of the “bad” runs which have
additional inactive area. There is an effective overall reduction of the yield. It
is this reduction of 13.5% that leads to the 13.5% run-by-run correction.

In addition to the run-by-run variation of the acceptance, we also need
to make sure that the acceptance for good runs correctly match the one from
Monte-carlo. In order to do that, we compare the spatial distribution of tracks
from good runs (run 31868, 32440, 32525, 32934 from Fig. 5.8) to the same
distribution for simulated tracks as shown in Fig. 5.9. For normalization,
we picked regions in φ where the DC has high tracking efficiency and the
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Table 5.1: Ratio data/MC for different φ reference ranges.
φ range [-0.45,-0.41] [-0.34,-0.25] [0.48,0.51] [0.7,0.77]

North side 0.98± 0.04 0.94± 0.05 1.08± 0.06 1.04± 0.04
South side 0.94± 0.04 1.04± 0.05 1.02± 0.06 0.96± 0.04

corresponding PC1, PC2 and PC3 acceptance contains no inactive area. The
north side yield and south side yield in those φ regions are also required to be
roughly equal. From Fig. 5.9, we have identified four such φ ranges:
[−0.45,−0.41], [−0.34,−0.25], [0.48, 0.51], [0.7, 0.77]

Fig. 5.10 shows φ distributions for data (solid line) and Monte-Carlo
(dashed line), separately for tracks in the north (left panel) and south (right
panel) side of the DC. These distributions are obtained by projecting the track
acceptance distributions shown in Fig. 5.9 to the vertical axis. The Monte-
Carlo curves in Fig. 5.10 have been scaled to have the same total integral as
the data. For each of the selected φ ranges, the ratio of the integrals between
data and Monte-carlo are calculated and listed in Table. 5.1. Any deviation
from 1 will reflect an uncertainty in the overall normalization. We find that
the acceptance from Monte-Carlo agrees with that for the good runs within
±3%.
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runs (left) and Monte-Carlo simulation (right).
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5.6 Occupancy Dependent Correction

An effect that is difficult to avoid in for high multiplicity environments,
such as in heavy-ion collisions is a loss in tracking efficiency due to limitations
associated with the pattern recognition algorithms and due to hit merging
effects. Although these losses are small for peripheral collisions, they are
sizable in central collisions. The multiplicity(or occupancy) dependent track
reconstruction efficiency is estimated by embedding single simulated tracks
into real events. The merged events are then reconstructed and the probability
of finding the embedded track is evaluated. The main reason for the decrease
in tracking efficiency is the merging of hits in the Drift Chamber and the Pad
Chambers. Also the inability of the pattern recognition software to find tracks
in the high occupancy environment. Due to the merging, the hit is either lost
(associated to another track) or it is shifted in location. Thus the embedded
tracks either are not reconstructed, or lose it’s associated hits in PCs.

The occupancy dependent efficiencies are shown for four different cen-
trality classes in Fig. 5.11. The efficiencies are almost constant as function
of pT for pT > 1.5 GeV/c, but first increase then decrease towards lower pT .
The increase is due to the fact that at low pT , the PC2 and PC3 2σ match-
ing windows are larger to account for multiple scattering (see Eq. 3.5). Thus
tracks are less vulnerable to hit merging at PC2 and PC3, and the efficiency
increases. However, at very low pT (< 0.4 GeV/c), the bending angle becomes
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very large. The track segments inside the DC become longer (≈ 40cm/cos(α)).
These tracks have a larger probability of being distorted by other tracks. This
results in a decrease of the efficiency3.
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Figure 5.11: The occupancy dependent efficiency as function of pT for four
centrality classes.

The observed pT dependence at low pT has been taken into account by
applying a slightly smaller, pT -dependent, occupancy correction for pT < 1.5
GeV/c, given as:

ε(pT , Npart) = ε0(Npart) + (1− ε0(Npart))e
−1.7pT (5.3)

For pT > 1.5 GeV/c, the multiplicity dependence correction ε0 only depends
on centrality.

The values of ε0 for various centrality classes are summarized in Table. 5.2.

5.7 Systematic Uncertainties

The final correction functions used are summarized in Fig. 5.12. The
combined single particle correction function determined from π±, K±, p and p̄

3However, since the charged hadron spectra start at 0.5 GeV/c, this decrease is
irrelevant.
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Table 5.2: Multiplicity dependent efficiency for various centrality classes.
Centrality minbias 0-5% 5-10% 10-15% 15-20% 20-30% 30-40%

ε0 (%) 80± 1.5 70± 3 73.6± 3 78.2± 3.1 82± 3.2 87± 2.6 90.2± 2.7
Centrality 40-50% 50-60% 60-70% 70-80% 80-92% 0-10% 60-92%

ε0 (%) 95± 2.8 95.8± 2.8 97.5± 3 99.3± 2 99.7± 2 71.4± 3 98± 3

is plotted in Fig. 5.12a. This correction function can be simply parameterized
as

c(pT ) =
4.0165

pT

+ 23.52− 0.3135pT + 0.0108pT
2 (5.4)

for pT < 10 GeV/c. The sharp rise below 2 GeV/c is due to a loss in acceptance
and decays in flight. Above 2 GeV/c, the correction decreases only slowly with
pT . For pT > 4 GeV/c, the correction varies by less than ±5%. Fig. 5.12a
also shows the systematic error on the correction function. This error includes
not only the errors on the correction itself, but also the uncertainty due to the
background subtraction procedure.

Fig. 5.12c shows the ratio of the correction functions for central and pe-
ripheral collisions. The ratio is above 1 indicating that central collisions have
a larger occupancy correction. However, as Fig. 5.12c shows, the occupancy
correction is independent of pT within a ±3% systematic uncertainty from 1.5
to 10 GeV/c. The full correction is thus factorized into a centrality-dependent
(i.e. detector occupancy dependent) correction function, c(Npart) = 1/ε0, and
a pT -dependent correction function, c(pT ). The centrality-dependent correc-
tion function, c(Npart), is shown on the upper right panel of Fig. 5.12.

Finally, the inclusive charged hadron spectra are obtained by multiplying
the full correction function with the background subtracted raw spectra, and
dividing by the number of events for every centrality class:

dN

2πpT dpT dη
=

1

Nevents

× c(pT )× c(Npart)× (
dN

pT dpT

)bgr−subtracted (5.5)

The systematic errors on the spectra, which are common to all central-
ity classes, are listed in Table. 5.3. Sources of systematic uncertainties are:
the matching cuts (δmatch), normalization (δnorm), particle composition (δmix),
momentum resolution (δreso), momentum scale (δscale), and background sub-
traction (δbgr) from Table. 4.10. The normalization error is independent of
pT . All other errors vary with pT but are highly correlated bin-to-bin, which
means that points in neighboring pT bins can move in the same direction by
similar factors.
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Figure 5.12: Functions used to correct the charged particle pT spectra. The
upper left panel shows the pT dependent correction, c(pT ). The upper right
panel shows the centrality dependent correction, c(Npart). Systematic uncer-
tainties are indicated by the dashed lines. The two corrections factorize at
pT > 1.5 GeV/c, so that for any centrality the full correction function is given
by c(pT ) × c(Npart). The accuracy of this factorization is demonstrated in
the lower panel. The ratio of the full correction for central collisions (5%
most central) to the correction for single particle events varies by less than 3%
above 1.5 GeV/c (the error bar is the statistical error from the Monte-Carlo
calculation).

The centralitydependent systematic errors are quantified in terms of the
central-to-peripheral ratio, Rcp, shown in Table. 5.4. Besides the uncertainty of
the occupancy correction (δoccupancy) illustrated in Fig. 5.12b, the background
subtraction procedure has a centrality-dependent uncertainty. As shown in
Eq.4.25 and Eq. 4.36, the errors on Re and Rdecay reflect the pT and centrality
dependencies. The centrality dependent part contributes about half of the er-
ror on both Re and Rdecay, and hence does not cancel in Rcp. Since the errors on
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Table 5.3: Systematic errors on the hadron yields. All errors are quoted as 1σ
errors. They are either normalization or are pT correlated errors, but do not
dependent on centrality.

pT (GeV/c) δmatch(%) δnorm(%) δmix(%) δreso(%) δscale(%) δbgr(%) total(%)
< 1 3.5 3.2 2.4 0.6 0.6 5 7.3
1 - 5 3 3.2 2.4 0.6 3 5 7.6
5 - 6 3 3.2 1.8 0.6 3.6 5.3 7.9
6 - 7 3 3.2 1.8 0.6 3.3 9.5 11.1
7 - 8 3 3.2 1.8 0.6 3.1 11.5 12.8
8 - 9 3 3.2 1.8 0.9 3.1 21.1 21.9
9 - 10 3 3.2 1.8 5.3 3.1 31.1 32.1

Table 5.4: Systematic errors on the central/peripheral ratio. All errors are
given in percent and are quoted as 1σ errors. Most of the systematic errors
listed in Table. 5.3 cancel in this ratio. Only those errors that are uncorrelated
with centrality are shown here.

pT (GeV/c) δoccupancy(%) δfeeddown(%) δRe⊕Rdecay
(%) total(%)

< 6 5 5 1.8 7.3
6 - 7 5 5 4.1 8.2
7 - 8 5 5 7.1 10
8 - 9 5 5 17.6 19
9 - 10 5 5 23.5 24.6

Re and Rdecay are independent, the uncertainty on Rcp is approximately equal
to δRe⊕Rdecay

from Table. 4.10. Finally, δfeeddown is the centrality-dependent
error from the feed-down subtraction.

5.8 Comparison with Identified Charged Hadron

Spectra

Recently, PHENIX has published spectra of identified charged hadrons [103].
The charged hadron spectra can be compared to the sum of π±, K±, p and p̄
to check the accuracy of our systematic error analysis. Since the kaon spectra
are measured only up to 2 GeV/c, this comparison is also limited to 2 GeV/c.
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Figure 5.13: The comparison between the sum of the identified charged hadron
spectra and unidentified charged hadron spectra from the same experiment for
four centrality classes. The errors shown are statistical only.

The result of the comparison is shown in Fig. 5.13. The identified hadron
spectra have been converted from dN/dy → dN/dη before the summation.
From Ref. [103], the typical systematic errors for the identified hadron spectra
is 8-14% (1σ), depending on particle species. So, the error on the summed
spectra is around 10%. From Table. 5.3, the total error on the charged hadron
spectra is about 5% for pT < 5 GeV/c. This gives 10 ⊕ 5 ≈ 11% error on
the difference between charged hadron and the summed spectra. As Fig. 5.13
shows, the overall agreement between the two spectra is indeed better than
10%.
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Chapter 6

Results and Discussion

6.1 Inclusive Charged Hadron pT Spectra

Fig. 6.1 shows the inclusive charged hadron pT spectra for various central-
ity classes. All spectra exhibit power-law tails at high pT . But for peripheral
collisions, the power-law shape is more concave than for central collisions.
More details of the centrality dependence of the spectral shape can be seen
from Fig. 6.2, which shows for each centrality class the ratio of the spectra
to the minimum-bias spectrum. In these ratios, most systematic errors cancel
or affect the overall scale only. The characteristic centrality dependence of
the shape already observed in

√
sNN = 130 GeV Au− Au collisions [51, 52]

is more apparent at
√

sNN = 200 GeV. In peripheral collisions, the ratio de-
creases up to pT ∼ 2 GeV/c and then rises up to about 4 GeV/c. The trends
are reversed in the most central collisions. In the range above 4–5 GeV/c, all
ratios appear to be constant as function of pT , which would imply that they
have a similar centrality independent shape.

Based on the different trends observed in Fig. 6.2, we can distinguish three
pT regions: 0.5–2, 2–4.5 and > 4.5 GeV/c. The different centrality dependence
of the spectral shape in these regions can be quantified by a truncated average
pT :

〈ptrunc
T 〉 ≡

∫ 8 GeV/c

pmin
T

pT · dN/dpT

∫ 8 GeV/c

pmin
T

dN/dpT

− pmin
T , (6.1)

which is insensitive to the normalization of the spectra. The upper bound of 8
GeV/c in the integral is given by the limited pT reach for peripheral centrality
classes as shown in Fig. 6.1. In Fig 6.3, the values of 〈ptrunc

T 〉 for the three pmin
T

values are plotted as function of centrality, represented by the average number
of participating nucleons (Npart) for each centrality class.
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Figure 6.1: pT spectra of charged hadrons for minimum bias collisions along
with spectra for 9 centrality classes. The minimum bias spectrum has been
multiplied by 5 for visibility. Only statistical errors are shown in the spectra.
Most of the pT dependent systematic errors are independent of centrality and
are tabulated in Table. 5.3.

For pmin
T = 0.5 GeV/c, where particle production is expected to be gov-

erned by soft physics, 〈ptrunc
T 〉 increases with Npart . This trend is also seen for

the average pT of identified charged hadrons, and reflects the increased radial
flow of soft particles in more central collisions [103]. For pmin

T = 2 GeV/c,
the trend is significantly different. For peripheral collisions, 〈ptrunc

T 〉 is sub-
stantially larger than the value obtained with pmin

T = 0.5 GeV/c due to the
presence of the power-law tail. With increasing Npart , 〈ptrunc

T 〉 for pmin
T = 2

GeV/c decreases and the values obtained with pmin
T = 0.5 and 2 GeV/c ap-

proach each other, which indicates an almost exponential spectrum in central
collisions around ∼ 2 GeV/c. For the highest pT range (pmin

T = 4.5 GeV/c),
〈ptrunc

T 〉 is approximately constant. This implies that the shape of the spec-
trum is nearly independent of centrality, as would be expected if this region is
dominated by hard scattering.

However, the yields at high pT do not scale with the number of nucleon-
nucleon collisions; they are suppressed comparing to the binary collision scaling
expected for hard scattering processes. This can be clearly seen from Fig. 6.4,
which shows Rcp, the ratio of yields for central and peripheral collisions nor-
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Figure 6.2: Ratios of centrality selected pT spectra to the minimum bias spec-
trum. Ratios for peripheral classes are scaled up for clarity. For the pT range
shown, most of the systematic errors cancel in the ratio. The remaining sys-
tematic errors that can change the shape are less than 10% (see Table. 5.4)
and are correlated bin-to-bin in pT .

malized to the average number of nucleon-nucleon collisions in each event sam-
ple. The ratio is below unity for all pT . The three pT regions show different
trends as outlined in the discussion of Fig. 6.3: (i) In the “soft” region with
pT < 2 GeV/c, the ratio increases as function of pT . (ii) In the “hard” region
with pT > 4.5 GeV/c, the suppression appears to be constant at ∼ 0.3, which
again indicates that the spectra have a similar shape, but with the yield in
central collisions being suppressed by a constant factor from 4.5 to 10 GeV/c.
(iii) In the transition region from 2 to ∼4.5 GeV/c, the ratio decreases as a
function of pT .

6.2 Suppression of High pT Hadrons

At finite Q2, nuclear modifications of the parton distribution [40] and ini-
tial [33, 59] and final state [22] interactions of the scattering partons can mod-
ify the high-pT hadron production rates in hard scattering processes. Medium
modifications of hadron spectra are often quantified by the “nuclear modifica-
tion factor” RAA, which we calculate for each centrality class as the ratio of the
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T (see
Eq. 6.1). Shown are 〈ptrunc

T 〉 values for three pmin
T cuts, with pmin

T = 0.5, 2 and
4.5 GeV/c respectively. Only statistical errors are shown.

yield per nucleon-nucleon collision in Au− Au to the yield in nucleon-nucleon
collisions:

RAA(pT , η) =

(
1

Nevt

d2NA+A

dpT dη

)
/

(〈Ncoll〉
σN+N

inel

d2σN+N

dpT dη

)
(6.2)

〈Ncoll〉/σN+N
inel is the average Glauber nuclear overlap function, 〈TAuAu〉, for each

centrality class. In order to calculate RAA, we need a reference spectrum for
nucleon-nucleon collisions. Due to the lack of charged hadron data with suffi-
cient reach in pT from our own experiment, we construct the N −N reference
for charged hadrons from the π0 spectra in p− p collisions at

√
s = 200 GeV/c

measured by PHENIX [29], and the charged hadron to pion ratio observed in
other experiments, as described below.
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Figure 6.4: Ratio of charged hadron yields per nucleon-nucleon collision be-
tween central (0-10%) and peripheral (60-92%) Au− Au collisions. In this
ratio, most of the systematic errors cancel. The solid error bars on each data
point are statistical. The error bar on the left hand side of the figure is the
overall scale error relative to 0.5, which is the quadrature sum of (i) the uncer-
tainty of 〈Ncoll〉 (see Table. 4.1.4) and (ii) the uncertainty on the occupancy
correction (δoccupancy). The shaded error band on each data point is the pT de-
pendent systematic error from δRe⊕Rdecay

and centrality dependent feed down
correction (δfeeddown) as given in Table. 5.4.

The PHENIX π0 spectrum from p− p collisions is measured out to 14 GeV/c.
These data can be parameterized by a power-law function,

d2σπ0

N+N

σN+N
inel dpT dη

=
A

σinel

(
p0

p0 + pT

)n

, (6.3)

with A = 386 mb/GeV2, p0 = 1.219 GeV, and n = 9.99 [29]. Fig. 6.5a shows
the pT spectra for neutral pions and the power-law fit (Eq. 6.3) to the data.
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Figure 6.5: a) PHENIX π0 spectrum from p− p collisions at
√

s = 200 GeV
together with the power-law fit Eq. 6.3. b) Ratio of the data to the fit together
with the systematic error band.

Fig. 6.5b shows the ratio of the data to the power-law fit. At larger pT , the
power-law fit underestimates the data. To estimate the uncertainty of the
parameterization, the following errors are added in quadrature,

1. Statistical errors and pT correlated systematic errors from [29, 107] are
added in quadrature. Below pT ≤ 10 GeV/c the statistical errors are
negligible, but they dominate at higher pT . The combined errors increase
with pT .

2. The absolute normalization error is 9.6% [108], plus 4% uncertainty of
the geometrical acceptance [107].

3. The systematic deviation of the data from the power-law fit at pT > 8
GeV/c is compensated by an offset, which we add to the systematic
error. The offset is calculated by fitting the ratio with a second order
polynomial.

The resulting total systematic error is < 15% at pT < 10 GeV/c, and increase
towards higher pT .

In p− p experiments at the ISR, the h/π ratio was measured to be
1.6 ± 0.16, independent of pT from 1.5 to 5 GeV/c, and independent of

√
s

from 23 to 63 GeV [27]. Below 1.5 GeV/c, h/π decreases towards lower pT .
The ISR data are consistent with data on π, K, p production from the FNAL
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E735 experiment [109] at
√

s = 1.8 TeV. The h/π ratio computed from these
data increases with pT and reaches a value of 1.6 at the end of the measured
pT range, ∼1.5 GeV/c. At high momentum, an h/π ratio of ∼ 1.6 is also
observed for quark and gluon jet fragmentation in e+e− collisions at LEP by
the DELPHI Collaboration [63]. Finally, charged hadron data measured by
PHENIX in p− p collisions and UA1 [110] in p̄ + p collisions, both at

√
s =

200 GeV/c, give consistent h/π ratios when compared to the PHENIX p− p π0

data. These agreement are summarized in Fig. 6.6, where the 10% systematic
error bands on the h/π ratio are shown.
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Figure 6.6: a) ISR data from Ref. [27]. π,K,p are summed to give the h/π
ratio. b) h/π ratio as function of momentum found in quark and gluon jets
in DELPHI [63]. c) Ratio of PHENIX π0 data and UA1 [110] charged data
to the PHENIX power-law fit. The fit to the UA1/power-law ratio is used to
correct the power law to represent the charged hadron reference for 200 GeV.
d) Same as c), but using the PHENIX data.

Based on these findings, we assume that h/π is constant above 1.5 GeV/c
in p− p collisions at RHIC and that we can scale up the π0 cross section
(Eq. 6.3) by this factor to obtain a reference for charged hadron production.
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To be consistent with the data described above, we correct this reference below
1.5 GeV/c using,

r(pT ) =

{
Rh/π − a(pmax − pT )2 for pT ≤ pmax

Rh/π for pT > pmax
, (6.4)

where Rh/π = 1.6, pmax = 1.6 GeV/c and a = 0.28 GeV−2. This function is
obtained from the fit to the UA1/power-law-fit ratio as shown in Fig. 6.6c.
As shown in Fig. 6.6a,b, and c, this correction together with 10% error bands
covers the variations from different data sets. However, there are some de-
viations at low pT in Fig. 6.6d, these deviations are covered by introducing
an asymmetric systematic error. This error is shown by the dashed line for
pT < 2 GeV/c.

Finally, the charged hadron reference used in this analysis is given by the
product of the power-law function from Eq. 6.3 and the empirical correction
from Eq. 6.4 as:

d2σh++h−
N+N

σN+N
inel dpT dη

=
A

σinel

(
p0

p0 + pT

)n

× r(pT ) . (6.5)

The final charged hadron reference is compared with PHENIX and UA1 data
in the left panel of Fig. 6.7. A more quantitative comparison is obtained by
dividing the data by the reference, and is shown in the right panel of Fig. 6.7.

The 1σ systematic errors on the charged hadron N −N reference are
summarized in Table. 6.1. The main sources of uncertainties include: (i)
the systematic errors on the absolute normalization of the PHENIX π0 data

(δπ
0

norm), which are independent of pT , (ii) uncertainties due to the power-law fit

to the π0 data (δπ
0

fit ), and (iii) uncertainties on Rh/π (δh/π), which are estimated
from the spread of Rh/π obtained from different data sets used to constrain
h/π0.

Fig. 6.8 shows the nuclear modification factor RAA(pT ) for charged hadrons
from minimum bias and nine centrality classes. The systematic errors on RAA

are described in the figure captions. At low pT , the charged hadron RAAs
increases monotonically up to 2 GeV/c for all centrality classes. At pT > 2
GeV/c, the RAAs remains constant and close to unity for the most peripheral
centrality class. However, in central collisions, it decreases at higher pT , down
to an approximately constant value of 0.2–0.3 for pT > 4–5 GeV/c. This is
consistent with Fig. 6.4, where the central to peripheral ratio also saturates
above 4–5 GeV/c. This approximately pT independent suppression pattern
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Figure 6.7: a) PHENIX charged hadron data compared with UA1 [110] and
neutral pions from PHENIX [29] scaled by 1.581. Also shown is the N −N
reference and its systematic uncertainty. b) Ratio of the data to the reference.
The lines indicates the systematic uncertainty on the reference distribution.

Table 6.1: Systematic errors on the charged hadron N −N reference spectrum.
All errors are given in percent and are quoted as 1σ errors. Most of the errors
are correlated with pT .

pT (GeV/c) δπ
0

norm(%) δπ0

fit(%) δRh/π
(%) total (%)

0.75 10.4 -3.9 + 9.1 -15.1 + 5.9 -18.7 + 15.0
1.00 10.4 -4.1 + 8.9 -14.4 + 5.9 -18.3 + 14.9
1.50 10.4 -4.6 + 8.3 -11.6 + 5.9 -16.3 + 14.6
2.00 10.4 -5.1 + 7.7 -7.9 + 5.9 -14.0 + 14.2
2.50 10.4 -5.5 + 7.2 -5.9 + 5.9 -13.1 + 13.9
3.00 10.4 -5.9 + 6.7 -5.9 + 5.9 -13.3 + 13.7
3.50 10.4 -6.4 + 6.4 -5.9 + 5.9 -13.5 + 13.5
4.50 10.4 -7.5 + 6.5 -5.9 + 5.9 -14.1 + 13.6
5.50 10.4 -8.9 + 7.9 -5.9 + 5.9 -14.9 + 14.3
6.50 10.4 -10.7 + 10.5 -5.9 + 5.9 -16.0 + 15.9
7.50 10.4 -12.9 + 14.3 -5.9 + 5.9 -17.6 + 18.7
8.50 10.4 -15.8 + 19.4 -5.9 + 5.9 -19.8 + 22.8
9.50 10.4 -19.3 + 25.9 -5.9 + 5.9 -22.7 + 28.5
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has been interpreted as a result of the detailed interplay between the Cronin
effect, nuclear shadowing, and partonic energy loss [58].

Also shown in Fig. 6.8 are RAA for neutral pions from ref. [54]. The
neutral pion RAA values also seem to reach a maximum around 2 GeV/c, but
the changes are smaller than those for charged hadrons. Except for the most
peripheral bin, the neutral pion RAA is always below the charged RAA in the
range of 2 < pT < 4.5 GeV/c. However, at pT > 4.5 GeV/c, RAA for both
neutral pions and hadrons saturates at roughly the same level, indicating a
similar suppression for neutral pions and charged hadrons at high pT .

The fact that the neutral pion RAA values are smaller than the inclusive
charged hadron RAA at intermediate pT (2 < pT < 4.5 GeV/c) has already
been observed at

√
sNN = 130 GeV [50]. This difference can be explained

by the large p/π ratio observed in the same pT range in central Au− Au
collisions [60, 61]. This large relative proton and anti-proton yield indicates a
deviation from the standard picture of hadron production at pT > 2 GeV/c,
which assumes that the hadrons are created by the fragmentation of energetic
partons. Such a deviation has led to models of quark coalescence [64] or baryon
junctions [111] as the possible mechanisms to enhance the proton production
rate at medium pT . Both models predict that baryon enhancement is limited
to pT < 5 GeV/c, beyond which jet fragmentation should eventually become
the dominant production mechanism for all particle species. In that case,
one would expect a similar suppression factor for charged hadrons and π0, in
agreement with the data at pT > 4.5 GeV/c. Recently, the difference of RAA

between charged hadrons and pions was also argued as the consequence of
centrality and particle species dependent 〈kT 〉 broadening effect [112].

If hard-scattering dominates charged hadron production at pT > 4.5
GeV/c, the particle composition should be determined by the jet fragmenta-
tion function, similar to nucleon-nucleon collisions. Fig. 6.9 shows h/π0 for all
centrality classes. The systematic errors are explained in the figure captions.
In the most peripheral collisions, the h/π0 ratio is consistent with the p− p
values down to pT = 2 GeV/c. In central collisions, the h/π0 ratio is enhanced
by as much as 50% above the p− p value in the region 1 < pT < 4.5 GeV/c.
This enhancement gradually decreases towards more peripheral collisions and
reflects the difference of RAA between the charged hadrons and π0s, which is
due to the large baryon contribution. The enhancement also strongly depends
on pT : It reaches a maximum between 2.5 and 3.5 GeV/c, then decreases. At
pT > 4.5 GeV/c, the h/π0 ratios for all centralities reach an approximately con-
stant value of 1.6, which is consistent with the h/π value observed in p− p [27]
collisions and in jet fragmentation in e+e− [63] collisions. The similarity of the
spectral shape and of the particle composition between Au− Au and p− p
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collisions suggest that fragmentation of hard-scattered partons indeed is the
dominant mechanism of particle production in Au− Au collisions above pT of
4–5 GeV/c, regardless of the fact that the yields do not scale with Ncoll .

Since RAA values for charged hadrons and π0s are approximately constant
at pT > 4.5 GeV/c, we can quantify the centrality dependence of the RAA value
by calculating it from yields integrated above 4.5 GeV/c. The upper panel of
Fig. 6.10 shows RAA for pT > 4.5 GeV/c as function of Npart . The RAA values
for charged hadrons and π0 agree for all centrality classes within errors. In
peripheral collisions with Npart < 50, RAA is consistent with binary collision
scaling. With increasing Npart , RAA decreases monotonically, reaching a value
of 0.23± 0.03 (0-5% most central) for charged hadrons and 0.24± 0.02 (0-10%
most central) for π0s. There is an additional 14% error common to charged
hadrons and π0s, which originates from the uncertainty on the NN reference
and Ncoll.

To address suggestions that the yield of high pT hadrons in Au− Au
collisions may be proportional to Npart instead of Ncoll [59, 113], we have
investigated a different ratio,

R
Npart

AA = 2〈Ncoll〉/〈Npart〉 ×RAA . (6.6)

R
Npart

AA for pT > 4.5 GeV/c is shown in the lower panel of Fig. 6.10, together
with solid (or dashed) bands representing the allowed range if the data follow
binary collision (or participant) scaling. As discussed above, for peripheral

collisions, R
Npart

AA follows more closely the binary collision scaling. Above 50

participants, R
Npart

AA varies by only ±20%. However, it peaks at 〈Npart〉 = 100
and decreases monotonically towards more central collisions.

The decrease of R
Npart

AA could be a natural consequence of energy loss of
hard scattered partons in the medium [113]. If the energy loss is large, hard
scattered partons may only escape near the surface of the reaction volume.
In a cylindrical collision geometry, for which the number of collisions from
the surface is proportional to Npart , binary collision scaling is reduced to an
approximate participant scaling. Detailed calculations show that in this case,
R

Npart

AA slightly decreases with Npart depending in details on how the energy
loss is modelled [113]. This interpretation is also consistent with our previ-
ous conclusion that, above 4.5 GeV/c, hadron production is dominated by
hard-scattering although the yield does not scale with the number of binary
collisions. Gluon saturation scenarios [59] also suggest approximate partici-

pant scaling. However, the same models suggest a 30% increase in R
Npart

AA over
the pT range 4.5–9 GeV/c in central collisions that is not observed in the data
(compare with the upper right panel in Fig. 6.8).
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Figure 6.8: RAA for (h++h−)/2 and π0 as function of pT for minimum bias and
9 centrality classes according to the “Fine” type of centrality classes defined
in Table. 4.1.4. The error bars on the π0 data points include statistical and
systematical errors on the Au− Au data and the N −N reference. The error
bars on (h+ + h−)/2 data points are statistical errors only. The normalization
errors on the reference common for charged hadrons and π0s are added in
quadrature with the uncertainty on 〈Ncoll〉 and are indicated by the black bar
on the left side of each panel. This error ranges from 15% to 36% from central
to peripheral collisions and can shift all points in the charged and neutral
pion RAA up and down together. The shaded band on charged RAA includes
the remaining systematic errors on the charged N −N reference summed in
quadrature with the systematic errors from the Au− Au spectra. This error
amounts to -12.5% – +18% at low pT and changes to ±12.5% at pT = 4.5
GeV/c and ±18.5% at pT = 8 GeV/c.
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Figure 6.9: Charged hadron to π0 ratios for minimum bias events and 9 cen-
trality classes according to the “Fine” type of centrality classes defined in
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point-by-point systematic errors from (h+ + h−)/2 and π0. The shaded band
shows the percent normalization error (dominantly from (h+ + h−)/2 data)
common to all centrality classes. The dashed line at 1.6 is the h/π ratio
measured in p− p [27] and e+e− [63] collisions.
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the bottom panel), plotted as function of 〈Npart〉. “Fine” and “Coarse” types
of the centrality classes defined in Table. 4.1.4 are used for (h+ + h−)/2 and
π0, respectively. Following errors are shown in both figures: i). The bands
denoted by solid (dashed) lines represent the binary collision (participant pair)
scaling. The width of the bands represent the systematic errors due to the
normalization errors common to (h+ +h−)/2 and π0 added in quadrature with
the uncertainty on 〈Ncoll〉 (〈Npart〉). These errors can move (h+ + h−)/2 and
π0 up and down together in centrality correlated way, and are the same as the
black error bars discussed in Fig. 6.8. ii). The error bars for each (h+ +h−)/2
data point are statistical error. The pT correlated systematic errors from
Au− Au and the rest of the systematic errors on the charged hadron N −N
reference are represented by the brackets, within which the charged hadron
data points can move up or down relative to π0. iii). Dark shaded error
bands around each π0 data point include both statistical and point-to-point
systematic errors on Au− Au and the π0 N −N reference.



144

6.3 Energy Dependence and xT Scaling

The inclusive charged hadron and π0 pT spectra and h/π0 ratios sug-
gest that fragmentation of hard scattered partons is the dominant production
mechanism of high pT hadrons not only in p− p but also in Au− Au colli-
sions. For p− p collisions this fact was demonstrated on general principles
well before the advent of QCD by the method of “xT -scaling”. This method
does not depend on whether the initial projectiles are protons or Au ions, so
it should be directly applicable to Au− Au collisions. Since our data show a
suppression of high-pT particles in central Au− Au collisions with respect to
point-like scaling from p− p and peripheral Au− Au collisions, it is important
to investigate whether the production dynamics of high-pT particles in central
(and peripheral) Au− Au collisions are the same or different from those in
p− p collisions. We first review the xT -scaling method in p− p collisions and
then apply it to the present Au− Au data.

The idea of hard-scattering in N −N collisions dates from the first in-
dication of point-like structure inside the proton, in 1968, found in deep in-
elastic electron-proton scattering [114], i.e. scattering with large values of
4-momentum transfer squared, Q2, and energy loss, ν. The discovery that the
Deep Inelastic Scattering (DIS) structure function

F2(Q
2, ν) = F2

(
Q2

ν

)
(6.7)

“scales”, or in other words, depends on the ratio

x =
Q2

2Mν
(6.8)

independent of Q2 as suggested by Bjorken [115], led to the concept of a proton
being composed of point-like “partons”. Since the partons of DIS are charged,
and hence must scatter electromagnetically from each other in p− p collisions,
a general formula for the cross section of the single-particle inclusive reaction

p + p → C + X (6.9)

was derived [116] using the principle of factorization of the reaction into parton
distribution functions for the protons, fragmentation functions to particle C
for the scattered partons and a short-distance parton-parton hard scattering
cross section (see Fig. 1.5).

The invariant cross section for the single-particle inclusive reaction (Eq. 6.9),
where particle C has transverse momentum pT near mid-rapidity, was given
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by the general scaling form [117]:

E
d3σ

dp3
=

1

pn
T

F

(
2pT√

s

)
where xT = 2pT /

√
s . (6.10)

The cross section has 2 factors: a function F which depends only on the ratio
of momenta, and a dimensioned factor, p−n

T , where n depends on the quantum
exchanged in the hard-scattering. For QED or Vector Gluon exchange [116],
n = 4. For the case of quark-meson scattering by the exchange of a quark [117],
n=8. The discovery of high pT pions in p− p scattering at the CERN-ISR, in
1972 [118, 119, 120], at a rate much larger than predicted by electromagnetic
scattering, but with the scaling form of Eq. 6.10, proved that the partons of
DIS strongly interact with each other.

Inclusion of QCD [121] into the scaling form led to the xT -scaling law
(Eq. 6.10),

E
d3σ

dp3
=

1
√

s
n(xT ,

√
s)

G(xT ) , (6.11)

where the “xT -scaling power” n(xT ,
√

s) should equal 4 in lowest order (LO)
calculations, analogous to the 1/q4 form of Rutherford Scattering in QED. The
structure and fragmentation functions, which scale as the ratios of momenta
are all in the G(xT ) term. Due to higher order effects such as the running of the
coupling constant, αs(Q

2), the evolution of the structure and fragmentation
functions, and the initial state kT , measured values of n(xT ,

√
s) in p− p

collisions are in the range from 5 to 8.
The compilation of single particle inclusive transverse momentum spectra

at mid-rapidity from p− p and p − p̄ collisions at c.m. energy
√

s from 23
to 1800 GeV [27, 28, 110] is shown in Fig. 6.11a for (h+ + h−)/2, and in
Fig. 6.12a for π0 [122, 123, 124, 125, 29]. The spectra exhibit a characteristic
shape: an exponential part at low pT ≤ 1 GeV/c which depends very little
on
√

s (soft physics), and a power-law tail for pT ≥ 2 GeV/c which depends
very strongly on

√
s (hard physics). The high pT part of the spectra shows a

characteristic scaling behavior indicative of fragmentation of jets produced by
hard-scattering of the quark and gluon constituents of the proton as described
by QCD [126, 127, 128].

The xT -scaling of the single particle inclusive data is nicely illustrated by
a plot of

√
s

n(xT ,
√

s) × E
d3σ

dp3
= G(xT ) , (6.12)

as a function of xT , with n(xT ,
√

s) = 6.3. The (h+ + h−)/2 data (Fig. 6.11b)
show an asymptotic power law with increasing xT . Data at a given

√
s fall
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Figure 6.11: (a) CDF, UA1 and ISR transverse momentum dependence of the
invariant cross section at seven center of mass energies from different exper-
iments [27, 28, 110]. (b) The same data multiplied by

√
s

6.3
, plotted as a

function of xT = 2pT /
√

s.

below the asymptote at successively lower values of xT with increasing
√

s,
corresponding to the transition region from hard to soft physics in the pT

range of 1–2 GeV/c. The π0 data (Fig. 6.12b) show a similar xT -scaling but
without the deviation at low xT , since all available data are for pT larger than
1–2 GeV/c. For xT ≥ 0.3, a value of n = 5.1 [122, 129] improves the scaling
for the 3 lower c.m. energies,

√
s = 38.7, 52.7 and 62.4 GeV. It will be a

challenge at RHIC to obtain data in this xT range to see whether the value
of n ∼ 5 is the asymptotic limit for inclusive single particle production or
whether n reaches the (LO) QCD value of 4. xT -scaling has also been studied
in jet production at

√
s = 630 and 1800 GeV [130], where n = 4.45 is observed

in the jet xT range 0.15–0.3.

In Au− Au collisions, xT -scaling should work just as well as in p− p col-
lisions and should yield the same value of n(xT ,

√
s) if the high pT particles

are the result of hard-scattering according to QCD. This is because the struc-
ture and fragmentation functions in Au− Au collisions should scale, so that
Eq. 6.11 applies, albeit with a different G(xT ). Thus, if the suppression of
high-pT particles with respect to point-like scaling from p− p collisions is due
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Figure 6.12: (a) Transverse momentum dependence of the invariant cross sec-
tion for π0 at five center-of-mass energies from different experiments [122, 123,

124, 125, 29]. (b) The same data multiplied by
√

s
6.3

, plotted vs xT = 2pT /
√

s.

to shadowing of the structure functions [40] or gluon saturation [59], which
are basically scaling effects 1, rather than due to a final state interaction with
the dense medium, the cross sections (Eq. 6.11) at a given xT (and central-
ity) should all exhibit the same suppression. The initial state shadowing may
cause G(xT ) to change with centrality, but n(xT ,

√
s) should remain constant.

In the case of the interaction with the dense medium, xT -scaling may or may
not hold, depending on the details of the energy loss, for instance, whether
or not the energy loss of the hard-scattered parton scales with its energy. It
is also conceivable that the high pT particles observed in Au− Au collisions
at RHIC have nothing to do with QCD hard-scattering [64, 111, 131]. In this
case, striking differences from Eq. 6.11 and the systematics observed in p− p
collisions should be expected.

To test xT -scaling in Au− Au collisions, we plot the quantities defined

1There is a slight non scaling effect of the structure functions [40] since for fixed
xT , Q2 changes by a factor of 2.4 between the

√
sNN= 130 and 200 GeV.
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by Eq. 6.12 in Fig. 6.13 for charged hadron and π0 data from
√

sNN = 130
GeV and 200 GeV for central (0-10%) and peripheral (60-80%) collisions. For
the power n, we use the same value n(xT ,

√
s) = 6.3 that was used for the

p− p data shown in Fig. 6.11b and Fig. 6.12b. The data are consistent with
xT -scaling over the range 0.03 ≤ xT ≤ 0.06 for π0 and 0.04 ≤ xT ≤ 0.075 for
(h+ + h−)/2.

According to Eq. 6.11, the ratio of inclusive cross sections at fixed xT

equals (200/130)n. Thus, the power n(xT ,
√

s) is related directly to the loga-
rithm of the ratio of invariant hadron yield at fixed xT as:

n(xT ) =
log(yield(xT , 130GeV )/yield(xT , 200GeV ))

log(200/130)
. (6.13)

The power n′s for both neutral pions and charged hadrons for central and
peripheral collisions are shown in Fig. 6.14. While the π0 data in central and
peripheral collisions and charged hadron data in peripheral collisions seem to
favor a similar power n, the charged hadron data from central collisions require
a larger value of n.

For a more quantitative analysis, the Au− Au data for a given centrality
and hadron selection are fitted simultaneously for

√
sNN = 130 and 200 GeV

to the form, (
A√
s

)n

(xT )−m , (6.14)

where we have approximated Eq. 6.11 by using a constant power n(xT ,
√

s)
and a power-law, x−m

T , for G(xT ) over a limited range in xT . The fit results
and errors are quoted in Table. 6.2. The corresponding ratios of yields are
presented by lines in Fig. 6.14, where the fit ranges (0.03 ≤ xT ≤ 0.06 for π0s
and 0.04 ≤ xT ≤ 0.074 for charged hadrons) are indicated by the length of the
line.

For peripheral collisions the fitted values for the power are n = 6.33±0.54
and n = 6.12 ± 0.49, for π0 and charged hadrons respectively, which are in
quantitative agreement with the expectation from p− p collisions. Approx-
imate xT -scaling in peripheral Au− Au collisions with the same power as
observed in p− p collisions indicates that hard-scattering is the dominating
production mechanism for high pT particles. In central collisions, neutral pi-
ons also exhibit xT -scaling with a similar power, n = 6.41 ± 0.55. Thus, it
seems that high-pT π0 production is consistent with hard-scattering for all
centralities.

For charged hadrons, the power found for central collisions is n = 7.53±
0.44. Most of the systematic errors are common and cancel between central and
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Table 6.2: Results of the simultaneous fit to
√

sNN = 130 and 200 GeV data us-
ing Eq. 6.14. The fit ranges are 0.03 ≤ xT ≤ 0.06 for π0 and 0.04 ≤ xT ≤ 0.074
for charged hadron. Only statistical and point-to-point systematic errors on
the data points are included in the fit, which gives the statistical error on n.
The normalization errors and other pT correlated systematic errors are not
included in the fit but are directly translated into a systematic error on n.

Fitting results for π0 over 0.03 < xT < 0.06
parameters 0-10% centrality bin 60-80% centrality bin

A 0.973± 0.232 0.843± 0.3
m 8.48± 0.17 7.78± 0.22
n 6.41± 0.25(stat) 6.33± 0.39(stat)

±0.49(sys) ±0.37(sys)
Fitting results for h+ + h− over 0.04 < xT < 0.074

A 2.30± 0.44 0.62± 0.27
m 8.74± 0.28 8.40± 0.43
n 7.53± 0.18(stat) 6.12± 0.33(stat)

±0.40(sys) ±0.36(sys)

peripheral collisions, thus the difference of the two powers found for charged
hadrons, ∆n = ncent − nperiph = 1.41 ± 0.43 compared with that for neutral
pion ∆n = 0.09± 0.47, is significant.

This difference is consistent with the large proton and anti-proton en-
hancement in central Au− Au collisions for intermediate pT seen at

√
sNN =

130 and 200 GeV, which appears to violate xT -scaling. The xT range 0.04 ≤
xT ≤ 0.074 corresponds to 4 < pT < 7.4 GeV/c at

√
sNN = 200 GeV, but

it corresponds to 2.6 < pT < 4.8 GeV/c at
√

sNN = 130 GeV. If protons are
enhanced at 2 < pT < 4.5 GeV/c in central collisions at both

√
sNN = 130

GeV and 200 GeV, then ncent will be larger than nperiph in the measured xT

range. Since the
√

sNN = 200 GeV data indicate that the proton enhancement
is limited to the medium pT range, based on the equality of RAA for charged
hadrons and π0 at pT > 4.5 GeV/c (Fig. 6.8), this difference should go away
at larger xT .
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Figure 6.13: xT scaled spectra for central collisions and peripheral collisions
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√

sNN = 130 and 200 GeV. The left figure shows the π0 xT spectra, and
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(0-10%) and peripheral (60-80%) collisions. The solid (and dashed) lines indi-
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√
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errors on xT spectra are 20.7% (15.9%) for π0 xT spectra ratio in central (pe-
ripheral) collisions, and 18.6% (15.7%) for (h+ + h−)/2 xT spectra ratio in
central (peripheral) collisions. These type of errors propagate into the system-
atic errors on xT scaling power n listed in Table. 6.2.
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6.4 Model Comparisons

The results on high pT hadron production from Au− Au collisions at√
sNN = 130 and 200 GeV are intriguing. The observation of a factor of 4–5

suppression of hadron yields at pT > 4–5 GeV/c in central Au− Au collisions,
which is absent in high energy p− p, p− A or low energy heavy-ion collisions,
points to strong medium effects present in central Au− Au collision. A variaty
of theoretical models has been proposed in recent years to explain such a high
pT effect, and it is the focus of this section to compare those model calculations
with the results presented in previous sections.

The dominating models for high pT hadron suppression are based on the
multiple scattering and induced gluon radiation energy loss of partons in a
QGP phase. The predictions of RAA at high pT depends on the energy loss,
∆E =

∫
dxdE/dx. In early studies, the modellings of radiative energy loss

was very crude. The medium is assumed to be statistic and “thick”, and inter-
ferences effects from successive radiation(the Laudau-Pomeranchuk-Migdal or
LPM effect) was not included. The estimated dE/dx [132] varies widely from
energy independent to dE/dx ∝ E. The first predictions for the magnitude
of the suppression was made based on the HIJING event generator as shown
in Fig. 6.15 [133]. HIJING is a two component model, where high pT hadron
production is modelled by minijets and hard scattered jets with pT > p0 = 2
GeV/c computed through the PYTHIA code. The soft beam jet fragments
are computed via a hybrid LUND and Dual Parton model algorithm. Jet
quenching is implemented by a simplified gluon splitting algorithm to simu-
late induced gluon radiation. The jet energy loss in the plasma is assumed to
be simply dE/dx = 2 GeV/fm. The middle panel of Fig. 6.15 shows that up
to an order of magnitude suppression of charged hadrons was expected around
pT ∼ 5 GeV/c.

Later developments of energy loss models take into account the finite size
and expansion properties of the plasma. In addition, the basic formation time
physics of the LPM effect are taken into account. The energy loss in these
models are controlled by different, but related properties of the plasma in the
initial state [134]: i) large initial gluon densities dN g/dy ∼ 1000, ii) large
”transport coefficients” q̂0 ∼ 3.5 GeV/fm2, iii) high opacities L/λ ∼ 3-4,
or iv) effective parton energy losses of the order of dE/dx ∼ 14 GeV/fm.
There are mainly two types of models for treating the radiation processes
q → qg and g → gg due to multiple scattering. The first type includes various
asymptotic approaches such as BDMCS/SW [23, 135], which are designed for
applications to thick or macroscopic media at asymptotic jet energies. As
shown in Fig. 6.16 [136], the phenomenological applications of the asymptotic
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Figure 6.15: HIJING predictions[133] of the inclusive charged hadron spectra
in central Au − Au and p + Au collisions at

√
sNN = 200 GeV. The com-

peting effects of minijet production (dash-dotted), gluon shadowing (dashed)
(assuming that gluon shadowing is identical to that of quarks), and jet quench-
ing (solid) with dE/dx = 2 GeV/fm are shown. RAB(pT ) is the ratio of the
inclusive pT spectrum of charged hadrons in A−B collisions to that of p− p.
In contrast to Au− Au, no significant quenching is expected in p− A (or
d− Au), since only the initial state shadowing effects (about ∼ 20%) and
Cronin effects can modify the charged hadron spectrum at high pT .

expressions tend to overpredict quenching at RHIC energy and leads to a too
small RAA for pT < 10 GeV/c, which falls with decreasing pT . The data
do not support these trends, however, the BDMPS approach is only valid at
asymptotic energy.

The second type of models includes the GLV [137] and WOGZ/WW [138,
139] approaches, which provide a systematic way to compute ∆E via an opac-
ity or higher twist expansion in finite and expanding nuclear matter. In the
GLV approach, multiple scattering in initial states (kT broadening) and fi-
nal state (elastic and radiation loss) are naturally included in the calculation.
Fig. 6.17 [58] shows the main results for central Au− Au reactions, which in-
cludes three important nuclear effects, i.e. the Cronin effect, shadowing effect
and jet quenching. At SPS energy, although there is room for energy loss,
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Figure 6.16: RAA calculated from the BDMPS model [136] compared with
PHENIX data.

RAA is dominated by the Cronin effect. At RHIC energy, jet quenching dom-
inates, but the inclusion of kT broadening and shadowing effects reproduces
the approximately constant suppression pattern.

The WOGZ/WW [138, 139, 142] approach generalizes the twist expansion
of multiple parton scattering through a modified parton fragmentation func-
tion. In this approach, the quadratic dependence of the modification of the
fragmentation functions and the effective parton energy loss on the nuclear
size is caused both by the LPM interference and the specific form of gluon
radiation spectra in QCD. The predicted nuclear modification of the fragmen-
tation function for both the energy and the nuclear dependence, is found to
agree very well with DIS in cold nuclear targets [142]. In heavy-ion collisions,
the modified fragmentation function can be simplified as [143],

D̃a→h(z) ≈ 1

1−∆z
Da→h

(
z

1−∆z

)
(6.15)

with ∆z to account for the fractional parton energy loss. Shown in Fig. 6.18
are the calculated RAA(pT ) curves at RHIC energies [48]. Shadowing and
kT broadening are also taken into account. Below 4 GeV/c, the predicted
RAA agrees with π0 data. At large pT , however, the predicted RAA using
the energy-dependent energy loss obtained from cold nuclear matter gives a
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Figure 6.17: The calculated nuclear modification factor RAA(pT ) for neutral
pions at

√
sNN = 17 and 200 GeV from Ref.[58]. Solid (dashed) lines corre-

spond to the smaller (larger) effective initial gluon rapidity densities at given√
s that drive parton energy loss. Data on π0 production in central Pb−Pb at√
sNN = 17.4 GeV from WA98[140] and on π0 and charged hadrons in central

Au− Au at
√

sNN = 200 GeV from PHENIX are shown.

suppression factor that increases with pT in contradiction with the data at√
sNN = 200 GeV. This increase is similar to the results from the asymp-

totic BDMCS/SW [23, 135] approaches mentioned before. This discrepancy
is removed by including in the model the detailed balance of stimulated gluon
emission and thermal absorption in the calculation of energy loss [139]. Ther-
mal absorption leads to a reduced energy loss for low pT partons and at the
same time increases the energy dependence. Effectively this leads to an energy
independent suppression at pT < 10 GeV/c.

In Fig. 6.19, we compare the calculated centrality dependence of the R
Npart

AA

at high pT from BDMPS [113] and WOGZ/WW [145] with the PHENIX data
integrated for pT > 4.5 GeV/c. Both models reproduce the approximate Npart

scaling behavior seen in the data. But both miss the details at peripheral
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Figure 6.18: a) Calculated nuclear modification factor of π0 pT spectra for
d + Au and central Au + Au collisions at

√
s = 130 (solid) and 200 GeV

(dashed) as compared to PHENIX data. The lower dashed line [144] uses the
energy loss including thermal absorption [139]. Figure from [48] b) The calcu-
lation for central Au− Au collisions at

√
sNN = 200 GeV from [145]including

thermal absorption compared with charged hadron and neutral pion data from
PHENIX.

collisions, namely the increase of R
Npart

AA with centrality at Npart < 50. The
solid line is our jet absorption model calculation (see Chapter. 6.7). This
model can reproduce the centrality dependence of the data quite nicely.

In addition to the high pT hadron suppression, jet quenching has also
been proposed to account for the azimuthal anisotropy [146, 147, 57] and the
disappearance of dijets observed in Au− Au collisions at RHIC [57]. Quanti-
tative studies indicate, however, that a more precise extraction of the parton
energy loss from the hadron suppression in A−A collisions requires a precise
knowledge of the initial state before hard scattering occurs. The main initial
state effects include the initial kT broadening effect [148, 149, 150] and mod-
ifications of the nuclear structure function, in particular the shadowing effect
(see Chapter. 1.2.2).

A very different interpretation of the suppression observed in central
Au− Au collisions is based on initial-state parton saturation effects [59]. The
gluon density is expected to saturate for momenta below a scale Q2

s, which
is calculated to be Q2

s = 2 GeV2 [151]. Below Q2
s, particle production should

be proportional to Npart. The saturation model has been rather successful
in describing the charged particle multiplicity and its centrality, rapidity, and
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The thin dashed line at 1 represents the participant scaling, and the thin solid
line represents the collisions scaling.

√
sNN dependence in Au− Au collisions [13, 152]. Recently, it was proposed

that gluon saturation phenomena alone may account for a significant part of
the observed high pT hadron suppression pattern [59]. It was argued that sat-
uration not only affects the region around Qs, but also affects region at much
higher momenta, naively as large as Q2

s/ΛQCD. For central Au− Au collisions,
this new momentum scale is O(5–10 GeV/c) at RHIC energies. The predicted

R
Npart

AA as function of centrality for several pT bins is shown in Fig. 6.20 [59].

Whether the observed suppression is an initial or final state effect could
not be judged from the Au− Au data alone. The initial state effects can
be isolated in e − A, p − A or d − A collisions, where no final state medium
is present. Recent results from d− Au collisions at

√
sNN = 200 GeV thus

provide a decisive test on whether the observed suppression is due to initial



158

0
1
2
3
4
5
6

100 200 300 0
1
2
3
4
5
6

100 200 300

0
1
2
3
4
5
6

100 200 300

pt = 1.5 GeV

W = 200 GeV

 (
 2

/N
p

ar
t )

 *
 P

ar
ti

cl
e 

Y
ie

ld pt = 3  GeV

W = 200 GeV

pt = 4.5 GeV

W = 200 GeV

pt = 6 GeV

W = 200 GeV

Npart

0
1
2
3
4
5
6

100 200 300

Figure 6.20: Saturation model calculation of the centrality dependence of
hadron yields in Au− Au collisions for different pT at

√
sNN = 200 GeV.

The band is the results from the calculation, and the thin line indicate the
collision scaling.

state or final state effect. If the observed suppression pattern in Au− Au
is due to jet quenching in the final state, the Cronin effect is predicted to
dominate over shadowing in the x > 0.01 range accessible at RHIC. Thus an
10-30% enhancement of the hadron yields relative to binary scaled p− p is
expected. If the strong suppression seen in Au− Au collisions is due to gluon
saturations, a 30% suppression of the hadron yields is expected at high pT [59].
In the next section, we shall discuss the charged hadron results from d− Au
collisions, and their implications on Au− Au results.
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6.5 Comparison to Charged Hadron Produc-

tion in d− Au Collisions

For d− Au collisions, the nuclear modification factor, which quantifies
the nuclear medium effects on high pT production, is defined similar to the
Au− Au case as,

RdAu(pT , η) =

(
1

Nevt

d2Nd−Au

dpT dη

)
/

(〈Ncoll〉
σNN

inel

d2σN−N

dpT dη

)
(6.16)

The inclusive charged hadron yield for minimum bias d− Au collisions
and the corresponding RdAu as function of pT are shown in Fig. 6.21. The
N −N reference used to calculate RdAu is the same as the one used for
Au− Au collisions. It is scaled by 〈Ncoll〉 and is shown in the left panel
together with its systematic error band indicated by the dashed lines. In the
right panel, RdAu is compared with RAA for 0-10% central Au− Au collisions,
together with the predictions from a saturation model for both data sets [59].
The uncertainties plotted in the right panel are i) error bars represent the
quadrature sum of statistical errors and those systematic errors which vary
point-to-point in pT , ii) the bands represent the systematic errors on the abso-
lute yield and those systematic errors that are correlated in pT . All errors are
taken from Table.A.4 and are presented as 1σ values as in the Au− Au case.

The saturation model predictions are taken from Fig. 6.20, which gives
RAA ∼ 0.38 at pT = 6 GeV/c for the 0-10% most central Au− Au collisions,
and is shown by the light solid line. According to the same author, the RdAu

value can be simply calculated as the square root value of the RAA, which gives√
0.38 = 0.62 for central collisions and is indicated by the dark solid line. The

d− Au data clearly indicate a lack of suppression of charged hadron produc-
tion up to pT ∼ 8 GeV/c, contradicting the expectation from the saturation
model. Instead, an enhancement of the inclusive charged hadron production
is observed for pT > 2 GeV/c. This enhancement is similar to what was ob-
served in p−A collisions at previous fixed-target experiments [33, 155] and is
known as Cronin effect. Due to the rapid increase of hard-scattering cross sec-
tion, Cronin effect usually decreases with increasing

√
sNN , and the predicted

values from various calculations at RHIC energy usually ranges from 1.1 to
1.4 [149, 150, 156, 38], depending on the implementation of initial multiple
scattering and the assumptions on nuclear effects. Fig. 6.22 shows the com-
parison of RdAu with the predictions from [150] and [156]. These calculations
qualitatively describe the magnitude of RdAu. However, the data are flat for
pT > 2 GeV/c, which is not predicted, but the differences between data and
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Figure 6.21: a) Inclusive charged hadron yield at mid-rapidity for minimum
bias d− Au events, scaled by 〈Ncoll〉. b) Minimum bias RdA compared with
RAA for the 10% most central Au− Au collisions, together with the saturation
model predictions (CGC) shown by the solid line. Figure taken from [153, 154].

predictions are within the 1σ systematic errors. It should be pointed out that
the charged hadron spectrum includes baryons and antibaryons, which may
have a different nuclear enhancement than mesons [33]. The predictions shown
agree better with π0 RdA.2

The centrality dependence of d− Au collisions provides additional valu-
able information about various initial state effects. If saturation effects dom-
inate particle production at high pT , then the charged hadron yields should
be suppressed more in central collisions than in peripheral collisions. On the
other hand, if the Cronin effect is responsible for the enhancement of RdAu at
pT > 2 GeV/c, this enhancement should be strongest in central collision, where
the Au nucleus on average is the thickest for incoming deuterons. Fig. 6.23
shows the PHENIX preliminary results on the centrality dependence of the
RdAu values side-by-side with the RAA from Au− Au collisions. Obviously,
the centrality dependence of RdAu is opposite to that of RAA. This again in-
dicates that the current saturation models can not explain the suppression of
RAA and the enhancement of RdAu simultaneously. On the other hand, the
increase of RdAu towards more central collisions may indeed indicate that the
initial state multiple scattering is responsible for the enhancement.

2A comparison of RdAu values between charged hadrons and π0 can be found in
Ref. [153].
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6.6 Cronin Effect in Au− Au Collisions ?

In the discussion of the charged hadron RAA, we have observed a char-
acteristic pT dependence of the RAA in central Au− Au collisions, namely a
increase of RAA up to 2 GeV/c, followed by a decrease to 4.5 GeV/c, then
a flattening at a value around 0.23. The suppression of RAA, as argued in
the previous section, is due to final state jet quenching. Since energy loss oc-
curs on the parton level, it should produce a species independent suppression.
The domination of jet quenching in central Au− Au collision can also obscure
other competing initial state effects like the Cronin or shadowing effects, but
does not imply that these effects are not present. On the contrary, the same
initial state effects that exist in d− Au collisions should also be present in
central Au− Au collisions and have similar magnitude. In particular, the kT

broadening due to multiple scattering in central Au− Au collisions should at
least be at the same magnitude as in d− Au collision. Since the Cronin effect
in central d− Au collisions could result in an enhancement of up to 50% for
charged hadrons( see Fig. 6.23), we should expect a similar enhancement in
central Au− Au collisions for charged hadrons but less enhancement for neu-
tral pions. This can qualitatively explain the peak structure around 2 GeV/c
in RAA for both charged hadron and neutral pions.

The Cronin effect is known to be larger for baryons than for mesons [33].
Recently, an attempt has been made [112] to explain the large h/π ratio in
Au− Au as shown in Fig. 6.9. In these calculations, a particle mass dependent
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Figure 6.23: Comparison between RdAu and RAA for four centralities. The
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kT broadening is assumed. The proton, due to its larger mass, has on average
a larger ŝ (the energy involved in the partonic cross section) than that for
pions. Larger ŝ allows for a larger phase space for intrinsic kT . Thus it
leads to a larger Cronin effect for protons. This mass dependent Cronin effect
can simultaneously describe the h/π ratio at intermediate pT (2 < pT < 4.5
GeV/c) for both d− Au and Au− Au collisions. The calculations for Au− Au
collisions are presented in Fig. 6.24 3. The calculation for RdA is shown in
Fig. 6.25.
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Figure 6.24: h/π ratios for dif-
ferent centralities in Au− Au
collision compared with the cal-
culation from[112].

The Cronin effect is expected to decrease as
√

s increases. The energy
density increases from 130 to 200 GeV only by 10-15% [13]. The final state sup-
pression effect could be similar. Fig. 6.26 compares the central-to-peripheral
ratio, Rcp, between 130 and 200 GeV for charged hadrons and π0. Most of the
systematic errors cancel in this ratio. The error bars on the π0 includes both

3This model can’t describe the absolute value of RAA since it is dominated by
the jet energy loss.
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statistical errors and systematic errors that don’t cancel in the ratio. Rcp for
the two energies agree with each other within errors. For charged hadrons,
the remaining systematic errors on the differences of Rcp at the two energies
is only 10%. We observe a ∼ 30% decrease of Rcp from 130 to 200 GeV,
qualitatively consistent with the decrease of the Cronin effect. The differences
between charged hadrons and π0 could also indicate the relative importance
of radial flow at 130 and 200 GeV [103]. The radial flow velocity is similar for
the two energies [103]. However, the hard-scattering yield increases from 130
to 200 GeV by more than factor of 2 4 in peripheral collisions, leading to a
smaller Rcp. Of cause, it remains to be seen whether a more solid model cal-
culation can explain the the pT dependence of Rcp and its energy dependence
at intermediate pT for charged hadrons (2 < pT < 4.5 GeV/c).

4This increase can simply be calculated assuming that the pQCD cross section
follows the xT -scaling with a power of 6.3, i.e. Eq. 6.12. The yields for the two c.m
energies

√
s1 and

√
s2 are related to each other by:

Ed3σ
dp3

√
s1

(pT )

Ed3σ
dp3

√
s2(pT )

=
Ed3σ
dp3

√
s1

(xT )

Ed3σ
dp3

√
s2(xT )

×
Ed3σ
dp3

√
s2

(xT )

Ed3σ
dp3

√
s2(
√

s1xT /
√

s2)

=
(√

s2√
s1

)6.3

×
Ed3σ
dp3

√
s2

(xT )

Ed3σ
dp3

√
s2(
√

s1xT /
√

s2)
(6.17)

This ratio at 5 GeV/c can be calculated from the parameterization given by Eq. 6.3
as,

Ed3σ
dp3

200

Ed3σ
dp3

130 =
130
200

6.3

×
(

(1.219 + 200/130× 5)
(1.219 + 5)

)9.99

= 2.41
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6.7 Collision Geometry and Jet Absorption

The results from Au− Au collisions at RHIC reveal rich new information
on high pT phenomena. For the first time, particle production has been studied
in many dimensions. In addition to the standard single spectra studied as
function of pT , centrality, particle species and

√
s, double differential spectra

from anisotropic flow, and jet correlations also become available. The most
striking observations are the apparent “jet quenching” in central collisions
as discussed in Chapter. 6.2, and a suppression of the hadron back-to-back
correlation strength by a factor of 5-10 [65], compared to expectations based
on the underlying nucleon-nucleon collisions. The absence of these phenomena
in d− Au collisions suggests that the observed suppression in central Au− Au
collisions is indeed an effect of the dense medium created during the collisions,
consistent with parton energy loss in dense medium [153, 157, 158, 159].

Both the suppression of the high pT hardon yield and the back-to-back
angular correlations show a characteristic centrality dependence, which seems
to be independent of pT for pT > 4.5 GeV/c [54, 56]. Interestingly, in this
pT range, particle production seems consistent with jet fragmentation, despite
the suppression. Specifically, experiments have observed:

1. An identical spectral shape compared to p− p collisions within system-
atic errors.

2. A similar suppression for charged hadrons and π0’s from PHENIX (Fig. 6.8)
and for charged hadron, Λ, and K0

s from STAR [56].

3. An h/π0 ratio consistent with values observed in p− p collisions, in-
dicating a similar particle composition in p− p and Au− Au at high
pT [61].

4. Strength, width, and charge composition of near angle correlation con-
sistent with jet fragmentation [65].

5. PHENIX preliminary results shows a similar jet fragmentation trans-
verse momentum jT (∼ 400 MeV/c) in p− p, d− Au, and Au− Au
collisions [160].

6. Scaling of the pion production cross section with xT in Au− Au from√
sNN=130 to 200 GeV similar to p− p collisions.

The data suggest that produced jets are slowed down or absorbed in the
medium and then fragment outside in vacuum.
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The strong suppression implies a large initial gluon density [58, 57] and
a large dE/dx [142]. The large radiative energy loss effectively thermalizes
the initial state hard partons generated in the center of the collision zone
and the remaining high pT jets would come only from the surface. In this
picture, since no jets from the center of the collision zone can escape (or if they
survive, their energy is so much reduced that high pT particle production is still
dominated by surface emission), the jet quenching picture can be simplified
as a simple jet absorption picture, in which a jet is absorbed with one single
radiation process. Since the jet surviving probability depends on the amount
of matter it traverses, the surface emission picture also naturally leads to a
larger suppression of the away side jet and an anisotropy of high pT particle
emission with respect to the reaction plane.

In this section, we show that a simple model of jet absorption in an
extremely opaque medium is consistent with the data. We demonstrate that
the centrality dependence of the high pT suppression of the yield and of the
back-to-back correlation can be described naturally by jet absorption and the
collision geometry. We also discuss the sensitivity of our results on the jet
absorption pattern and different collision geometry assumptions.

6.7.1 The Model

In order to keep the model simple, we limit the discussion to the pT range
from 4.5 to 10 GeV/c. Based on the fact that the hadron suppression is
independent of pT in this region (see Chapter.6.2), we assume that the parton
energy loss can be modelled as a pT independent absorption of partons in
dense matter. Furthermore, since hadron production in this pT region seems
to be consistent with vacuum jet fragmentation, we neglect the fragmentation
step and assume that the suppression found for partons is identical to the one
for jets and thus also to the one observed for hadrons, in accordance with
parton-hadron duality.

The collision geometry is modelled by a Monte Carlo simulation of Au− Au
collisions based on the Glauber approach [15] similar to that discussed in
Chapter.4.1.3. We use a Woods-Saxon density distribution for the Au nucleus,
with radius R = 6.38fm and diffusivity a = 0.53fm [15]. In the simulation the
collision impact parameter b is chosen randomly. For each Au− Au collision
we calculate the underlying number of nucleon-nucleon collisions (Ncoll) and
the number of participating nucleons (Npart), with the assumption that the
nucleon-nucleon cross section is σinel

NN = 42mb.
Centrality classes are defined according to the fractional cross section,

where we determine the fraction by cuts on the correlation between forward
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going neutrons and the number of participants. This choice is similar to the one
used by the PHENIX collaboration [54]. However, the results are insensitive to
the specific cuts and consequently other methods give similar results [51, 161].
We tabulate the average number of participants, nucleon-nucleon collisions
and impact parameter for different centrality selections in Table.6.3. For each
centrality selection we determine the participant density ρpart(x, y) and the
nucleon-nucleon collision density ρcoll(x, y) per unit area in the plane trans-
verse to the beam direction. The result is shown in Fig. 6.27 for central and
peripheral collisions. The peak values for each centrality class are also given
in Table.6.3.

0

2

4

6

8

10

12

14

16

18

20

y(
fm

)

-10

-8

-6

-4

-2

0

2

4

6

8

10

]2
/f

m
co

ll
 [

N
co

ll
ρ

0-5%

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

y(
fm

)

-10

-8

-6

-4

-2

0

2

4

6

8

10

]2
/f

m
p

ar
t

 [
N

p
ar

t
ρ

0-5%

x(fm)
-10 -8 -6 -4 -2 0 2 4 6 8 10

]2
/f

m
co

ll
 [

N
co

ll
ρ

0

2

4

6

8

10

12

14

16

18

20

x(fm)
-10 -8 -6 -4 -2 0 2 4 6 8 10

]2
/f

m
p

ar
t

 [
N

p
ar

t
ρ

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5 0

0.2

0.4

0.6

0.8

1

y(
fm

)

-10

-8

-6

-4

-2

0

2

4

6

8

10

]2
/f

m
co

ll
 [

N
co

ll
ρ

75-80%

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

y(
fm

)

-10

-8

-6

-4

-2

0

2

4

6

8

10

]2
/f

m
p

ar
t

 [
N

p
ar

t
ρ

75-80%

x(fm)
-10 -8 -6 -4 -2 0 2 4 6 8 10

]2
/f

m
co

ll
 [

N
co

ll
ρ

0

0.2

0.4

0.6

0.8

1

x(fm)
-10 -8 -6 -4 -2 0 2 4 6 8 10

]2
/f

m
p

ar
t

 [
N

p
ar

t
ρ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Figure 6.27: Collision density ρcoll(x, y) (left) and participant density
ρpart(x, y) (right) in transverse plane for central (0-5%) and peripheral
(75-80%) collisions.

In the following we assume that the matter density is proportional to
the participant density. This is motivated by the recognition that the bulk
particle production scales approximately with the number of participants [16,
13, 17, 161]. In a later section we study the dependence of our results on this
assumption. To give the participant density a physical scale we relate it to
the energy density using the Bjorken estimate [10]. For central collisions we
approximate Eq. 1.1 as:

εbj ∝ Npart

τ0πr2
0

(
Npart

2

)2/3
(6.18)

where τ0 = 1fm/c is the typical formation time, r0 = 1.2fm is the nucleon
radius, and Npart is the number of participating nucleons. For central collisions
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Table 6.3: Glauber parameters calculated for a Woods-Saxon nuclear profile.
Centrality 〈Npart〉 〈Ncoll〉 〈b〉 ρmax

part ρmax
coll εmax

bj A(εbj > 1)
(fm) fm−2 fm−2 (GeV/fm3) (fm2)

0-5% 353 1091 2.2 4.2 18.9 8.5 138
15-20% 215 537 6.2 3.8 15.0 7.6 94.7
30-35% 125 250 8.5 3.1 10.3 6.3 64.7
45-50% 66.7 103 10.2 2.4 6.2 4.9 41.6
60-65% 30.2 35 11.7 1.5 2.7 3.1 23.2
75-80% 11.1 9.7 13 0.76 0.9 1.5 6.9
90-95% 4.1 2.8 14.5 0.3 0.23 0.61 0

the experimentally observed value of εbj is ∼ 5 GeV/fm3 [12]. With approx-
imately 350 participants the scale factor to convert participant density to εbj

is 2 GeV/fm. The peak values for εbj are given in Table.6.3.

Binary scaling of hard scattering assumes that the incoming parton distri-
bution in Au− Au collisions is a superposition of the individual nucleon parton
distribution functions. According to the factorization theorem the probability
for a hard scattering process in Au− Au is then proportional to ρcoll. There-
fore, we generate back-to-back parton pairs with isotropic azimuthal angular
distribution in the transverse plane with a distribution following ρcoll(x, y).
These partons are then propagated through the nuclear medium with den-
sity ∝ ρpart(x, y). The probability with which a parton produced at (x, y)
penetrates the matter along in direction (nx,ny) is calculated as

f = exp(−κI) , (6.19)

where κ is the absorption strength, which is the only free parameter in the
model, and I is the matter integral along the path of the parton. For I we
choose:

I =

∫ ∞

0

dll
l0

l + l0
ρ(x + l × nx, y + l × ny) (6.20)

This parameterization corresponds to a quadratic dependence of the absorp-
tion (∝ ∫

ldl) in a longitudinally expanding medium ( l0
l+l0

). Here we assume
that partons move with the speed of light and that they sense the dense matter
after a formation time of 0.2 fm/c; this results in l0 = 0.2 fm. However, the
results presented in this work do not depend strongly on the choice of l0.

We fix the absorption strength κ for central collisions to reproduce the
observed hadron suppression of 4–5 for pT > 5 GeV/c reported by PHENIX
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(see Fig. 6.10) and STAR [56]. In the following we use κ=0.6, which gives a
suppression factor of 4.35 as measured for the 0-5% most central events by
PHENIX (see Fig. 6.10). The κ value corresponds to an absorption length of
λ ∼ 3.4 fm. For central collisions Fig. 6.28 shows the (x, y) position of partons
that escape the medium. As expected partons emitted in the center of the
overlap region have to traverse more matter and thus suffer larger absorption
than those generated near the surface. Therefore, a short absorption length
naturally leads to approximate surface emission of jets and thus of high pT

hadrons.

Figure 6.28: Origination point
distribution in the transverse
plane for jets that escape from
the overlap region.

x(fm)
-10 -8 -6 -4 -2 0 2 4 6 8

y(
fm

)

-10

-8

-6

-4

-2

0

2

4

6

8

10

6.7.2 Centrality Dependence Compared to Data

Once κ is determined, the survival rate of jets, the probability to find back-
to-back jets, and also the azimuthal anisotropy in jet emission with respect to
the reaction plane is fixed for any centrality selection. In Fig. 6.29 we compare
the results of our model calculation with three compilations of experimental
data:

1. The ratio of the observed hadron yield per participant pair relative to the
expected yield from the underlying nucleon-nucleon collisions as function
of centrality. Charged hadron and π0 data from PHENIX (Fig. 6.10) and
charged hadron data from STAR [56] are plotted on the top panels ( a)
and (b) of Fig. 6.29. The pT ranges are chosen to be above 4.5 GeV/c
for PHENIX and 6 GeV/c for STAR.
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2. The back-to-back correlation strength can be defined as: [57]

DAA(ptrig
T ) =

∫ ptrig
T

p0

dpT

∫ |φ1−φ2|>φ0

dφ
dσh1h2

AA /d2ptrig
T dpT dφ

dσh1
AA/d2ptrig

T

(6.21)

for an associated hadron h2 with pT in the back-side direction of a
hadron h1 with ptrig

T . The bottom left panel (c) gives the strength of
back-to-back angular correlation, DAA, measured for charged particles
with 4 < ptrig

T < 6 GeV/c and associated hadrons with pT > p0 = 2
GeV/c and |φ1 − φ2| > φ0 = 2.24 as function of centrality. The correla-
tion is normalized to the expectation form p− p collisions corrected for
combinatorial random background and the azimuthal anisotropy of bulk
particle production [65].

3. The azimuthal anisotropy of charged particles emission can be quantified
by v2, the second coefficient of a Fourier decomposition of the dN/dφ
distribution, is shown in the bottom right panel (d). The PHENIX
data are measured for 4 < pT < 5 GeV/c with respect to the reaction
plane [68]. The v2 values from STAR data were determined from 2
particle cumulant [163] for 4 < pT < 5 GeV/c and 4 particle cumulants
for 5 < pT < 7 GeV/c [162].

The results of our model calculation are shown as thick solid lines on
all panels. Once the absorption strength is normalized to the most central
collisions, the centrality dependence of the normalized yield is well reproduced.
For peripheral collision the normalized yield increases as expected from scaling
with the number of nucleon-nucleon collisions (thin line). Only a small fraction
of the partons is absorbed since the matter density and volume are small. As
the centrality increases both matter density and volume increase. For collisions
with more than 100 participants, the absorption overwhelms the increase due
to point like scaling and the normalized yield decreases with centrality.

The jet absorption model reproduces the magnitude and centrality depen-
dence of the back-to-back correlations. The calculated suppression is negligible
for peripheral collisions, increases continuously and reaches a suppression fac-
tor of 7 for the most central bin, consistent with the data. Interestingly, the
data suggest that the suppression of back-to-back correlations is almost a fac-
tor of 2 stronger than that for the single inclusive hadron yield5. In the jet
absorption model, partons are produced back-to-back in the transverse plane.

5In the 0-5% centrality bin, STAR data show a factor of 3.3 suppression of the
charged hadron yield, while the back-to-back suppression factor is 7.
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Figure 6.29: Centrality dependence of single hadron suppression, back-to-back
suppression, and v2 at high pT . In all four panels, the thick solid line indicates
the prediction from calculations based on Eqs. 6.19-6.20. a,b) RAA (left) and

R
Npart

AA (right) for charged hadron and π0 from PHENIX (Fig. 6.10) and charged
hadrons from STAR [56]. The thin solid line indicates the Ncoll scaling, and
the dashed line indicates the Npart scaling limit. c) suppression of the charged
hadron back-to-back correlation measured by STAR [65]. d) v2 measured by
PHENIX [68] using the BBC reaction-plane method, v2 measured by the 2
particle cumulant in 4 < pT < 5 GeV/c [163] and the 4 particle cumulant in
5 < pT < 7 GeV/c [162] by STAR.

But due to the strong absorption in central events, in most cases, only one
parton survives. This naturally leads to a stronger suppression of the back-to-
back correlation. It should be noted that in our model, by construction, the
near angle jet strength is always 1.

Due to the asymmetry of the overlap region of the two nuclei, the average
amount of matter traversed by a parton depends on its azimuthal direction
with respect to the reaction plane. Therefore, the average integral I depends
on the azimuthal angle, which leads to an azimuthal asymmetry in jet produc-
tion [147]. This anisotropy is small for peripheral and central collisions, and
reaches a maximum for mid-central collisions with ∼ 100 participants. Though
our calculation reproduces the centrality dependence of v2, the magnitude is
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smaller than measured values from reaction plane or 2 particle cumulant meth-
ods, but is within 1σ error from 4 particle cumulant result. Larger values of
v2 could be obtained with larger absorption parameter κ. In the absence of
absorption, there is no azimuthal anisotropy, while increasing absorption in-
creases v2. In Woods-Saxon nuclear profile, v2 reaches maximum at certain κ,
but then decrease to 0 as κ → ∞ because the only surviving jets come from
the “halo” of the overlap, which is azimuthally symmetric. As we demonstrate
in Chapter. 6.7.3, the calculated v2 values are also very sensitive to the actual
nuclear profile used. The Wood-Saxon gives the minimum v2.

6.7.3 Discussions

Dependence on Absorption Pattern

Parton energy loss is the most popular model for high pT suppression, but
it was argued that final state hadronic interaction [131] could be responsible
for suppression seen at RHIC, in this case, the energy loss will be proportional
to l instead to l2. We repeated the same calculation for two additional types
of absorption patterns,

I2 =

∫ ∞

0

dl
l0

l + l0
ρ(x + l × nx, y + l × ny)

I3 =

∫ ∞

0

dllρ(x + l × nx, y + l × ny) (6.22)

I2 assumes a longitudinal expanding source and absorption ∝ l; I3 assumes
a static source and absorption ∝ l2. It is also worth pointing out that I
calculated from Eq. refeq:2 may also be interpreted as absorption proportional
to the path length in a static medium, and we will denote it as I1.

The results are compared in Fig. 6.30. The centrality dependence of the
normalized yield is very similar among the three different absorption patterns.
The differences in the DAA in most central collisions and the v2 values in all
centralities are quite different between different absorption patterns. Due to
the quick drop of the matter density towards peripheral collisions, the pure
expansion scenario (I2) tends to localize the absorption in the region ≈ l0 from
the jet creation point. In this case, the suppression is dominated by the initial
matter profile (t l0) and is insensitive to the later evolution of the system.
This naturally leads to a similar suppression for the high pT hadron yield and
the back-to-back correlation. The surviving jets also become more isotropic
resulting in a much smaller v2.
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On the other hand, the absorption in a static medium with quadrat path
length dependence (I3) has a stronger dependence on the jet path. The ab-
sorption happens along the full trajectory of the jet inside the medium. Thus
both the suppression and v2 have a stronger dependence on the global property
of the overlap region. In particular, one observes a stronger centrality depen-
dence of RAA, reduced back-to-back correlation, and enhanced anisotropy. The
resulting magnitude of v2 agrees with the 4-particle cumulant.

It is not surprising that the predictions for the more realistic absorption I1

are between I2 and I3. In our approach, the suppression of the single particle
yield is not sensitive to the absorption pattern used, while the suppression
of the back-to-back correlation in central collisions and the v2 values vary by
almost a factor of 2. This indicates that the back-to-back correlation central
collisions and v2 are more sensitive to the collision geometry.
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Figure 6.30: Calculation of RAA (a) R
Npart

AA (b), DAA (c), and v2 (d) using a
Woods-Saxon nuclear profile for I1 (solid line), I2 (dashed line), and I3 (dotted
line) types of jet absorption.

Dependence on Density Profile

We have assumed ε ∝ ρpart in previous calculations. However, data in-
dicates that both ET and the particle multiplicity [166, 13, 165] scale faster
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than Npart . In two component models, this was attributed to minijet [167]
production. In order to test the sensitivity of our model to the initial energy
density profile, we repeated the calculation from Chapter 6.7.3, assuming that
the energy density is proportional to the collision density ρcoll(x, y). The re-
sults of the calculation are presented in Fig. 6.31. There is little sensitivity
between different absorption patterns. One also notices that the centrality de-
pendence and magnitude of v2 are similar to Fig. 6.30, indicating that the two
density profiles produce an almost identical anisotropy. However, the suppres-
sion of RAA (or R

Npart

AA ) and DAA is significantly reduced, especially around
Npart ∼ 50 − 100. The reason is the following: As shown in Fig. 6.27, the
average density 〈ρcoll(x, y)〉 has a much stronger centrality dependence than
〈ρpart(x, y)〉. 〈ρcoll(x, y)〉 changes by factor of 20 from peripheral to central
collisions, while 〈ρpart(x, y)〉 only changes by factor of 5. Since the absorption
strength κ is fixed for the most central collisions, and subsequently applied
for all other centrality bins, a larger decrease of 〈ρcoll(x, y)〉 leads to a reduced
suppression for peripheral collisions.

The second difference between the two matter densities is shown in Fig. 6.32.
The ρcoll profile gives a more pronounced jet emission surface than that for
ρpart (compare with Fig. 6.28). This is due to the fact that the ρcoll(x, y) profile
has a larger variation, thus there is more matter on the surface volume than
for ρpart(x, y).

Dependence on Nucleus Profile

In heavy-ion collisions, often simplified nuclear distributions is used for
nuclei. In addition to the Woods-Saxon distribution, some models assume
hard-sphere [57] or cylindrical nuclear distributions [59, 164, 113] to simplify
the calculation. However, it should be pointed out that the physics predictions
are sensitive to the actual nucleus profile one uses. An example is v2, where
vcylindrical

2 > vsphere
2 > vwoods−saxon

2 [147].

Fig. 6.33 shows the calculations for a hard-sphere nuclear distribution in
the top panel and a cylindrical nuclear distribution in the bottom panel. In
both cases, all three absorption scenarios miss the centrality dependence trend
for RAA. The calculated suppression from the spherical geometry shows a bet-
ter agreement with the data than from cylindrical geometry, but both predict
a suppression that sets in at rather peripheral collisions, in contradiction with
the data.

On the other hand, both cylindrical and spherical profiles are able to
reproduce v2 in reasonable agreement with the data from the 4-particle cu-
mulant. Similar calculations have been done before in Ref [168] for a hard
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Figure 6.31: Calculation of RAA (a), R
Npart

AA (b), jet correlation (c), and v2 (d)
assuming ε ∼ ρcoll. The three curves are for I1 (solid line), I2 (dashed line),
and I3 (dotted line) types of jet absorption, respectively.
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Figure 6.32: Origination point distributions in the transverse plane for jets
that escape from the overlap region assuming a ρcoll density profile. The three
panels are for I1 (left), I2 (middle), and I3 (right), respectively.

sphere with a ρcoll density profile. The reason is that while the Woods-Saxon
profile has a very diffuse surface, both cylindrical and hard-sphere geometry
have sharp surfaces. Their surfaces have an asymptotically large eccentricity,
which would lead to a large finite v2 [170].
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Figure 6.33: Calculation of R
Npart

AA , jet correlation, and v2 for a hard-sphere
nuclear profile (top panels) and a cylindrical nuclear profile (bottom panels)
using the I1 (solid line), I2 (dashed line), and I3 (dotted line) form of jet
absorption.
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Chapter 7

Summary and Outlook

We have presented a systematic study of the pT and centrality dependence
of charged hadron production for |η| <0.18 at

√
sNN = 200 GeV. The yields

per nucleon-nucleon collision in central Au− Au collisions are significantly
suppressed compared to peripheral and nucleon-nucleon collisions. The sup-
pression is approximately independent of pT above 4.5 GeV/c for all centrality
classes, suggesting a similar spectral shape for Au− Au and p− p collisions.
For pT > 4.5 GeV/c, charged hadron and neutral pion production are sup-
pressed by a similar factor. The ratio h/π0 is ∼ 1.6 for all centralities, similar
to the h/π value measured in p− p and e+e− collisions. The similar spectral
shape and particle composition at high pT are consistent with jet fragmenta-
tion as the dominating mechanism of particle production in Au− Au collisions
for pT > 4–5 GeV/c. For both charged hadrons and neutral pions, the suppres-
sion sets in gradually from peripheral to central collisions, consistent with the
expectation of partonic energy loss and surface emission of high pT hadrons.
xT -scaled hadron yields are compared between

√
sNN = 130 GeV and

√
sNN

= 200 GeV Au− Au collisions. We find that the xT scaling power n calcu-
lated for neutral pions in central and peripheral collisions and charged hadron
in peripheral collisions is 6.3 ± 0.6, similar to p− p collisions. This again
points towards similar production dynamics, i.e. hard-scattering processes as
described by QCD. However, n is 7.5±0.5 for charged hadrons in central colli-
sions, indicating a strong non-scaling modification of the particle composition
of charged hadron spectra compared to that of p− p at intermediate pT , i.e.
2–4.5 GeV/c. This is consistent with the large h/π0 ratio observed over the
same pT range in central collisions.

The suppression pattern observed in Au− Au collisions are then com-
pared with results from d− Au. An enhancement in d− Au collisions is ob-
served. The enhancement sets in at intermediate centrality and increases to-
wards more central collisions, reaching a 50% enhancement around 2 GeV/c
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relative to the Ncoll scaled yield in p− p collisions, and is consistent with the
initial state Cronin effect. This enhancement indicates that the suppression
in central Au− Au collisions is not a final state effect, nor does it arise from
nuclear shadowing. A similar amount of Cronin enhancement should also be
expected in central Au− Au collisions, though it may be overwhelmed by the
large suppression from jet energy loss.

We also discussed the interpretation of the characteristic centrality de-
pendence of the suppression of hadron yield, suppression of back-to-back cor-
relation, and the anisotropic flow (v2) based on collision geometry and jet ab-
sorption. Our model quantitatively describes the centrality dependence of the
suppression of hadron yields and back-to-back correlation. This may indicate
that in central collisions the initial hard scattered partons may be completely
thermalized in the medium and the surviving jets come from the surface. In-
clusive hadron suppression is not very sensitive to the absorption pattern while
the back-to-back correlations are sensitive to the detailed modelling of the ab-
sorption, indicating that the experimentally measured centrality dependence
of back-to-back correlations can be used to constrain different energy loss as-
sumptions. On the other hand, the calculated v2 qualitatively describes the
experimentally measured centrality dependence, but the predicted magnitude
is smaller than the measured v2 for a Woods-Saxon nuclear profile. However,
for either hard-sphere or cylindrical nuclear profiles, the predicted v2 values
are closer to or even exceed the experimentally measured v2 from the 4-particle
cumulant method. This indicates that the initially formed dense matter might
be different from the Woods-Saxon profile. Thus the experimentally measured
v2, after carefully removing the non-geometric effect, can help to understand
the shape and evolution of the dense matter created in the Au− Au collisions.

Since the suppression of high pT hadrons due to final state medium modifi-
cation has been firmly established from the first three year’s of RHIC running,
it is important to ask what the future of the heavy-ion high pT physics is at
RHIC? In author’s personal opinion, there are several important next tasks:

• An energy scan is required. From SPS (
√

sNN = 17 GeV) to RHIC
(
√

sNN = 200 GeV), the energy density only increases by 50%. However,
high pT hadron production changes from a factor of 4 enhancement at
SPS to a factor of 4-5 suppression at RHIC. Does the SPS result imply
no suppression or is the suppression totally overwhelmed by the Cronin
effect? Is the dense matter produced at SPS has a similar opacity as that
created at RHIC? Future RHIC Au− Au runs at a set of various energy
points with sufficient statistics can help the experiments to map out the
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detailed energy dependence of the suppression pattern, and allows the
extrapolation of the suppression pattern to lower

√
sNN .

Fig. 7.1 shows the jet absorption model prediction of the
√

sNN depen-
dence of RAA for high pT hadron production in most central collisions.
In this calculation, the absorption strength is fixed by RAA at

√
sNN =

200 GeV. The measured dET /dy values (left panel) have been used to
calculate the energy density profiles at different

√
sNN , which in turn

give the RAA as different
√

sNN . The jet absorption model predicts a
rather smooth

√
sNN dependence. Even at SPS energy, the jet still has

a factor of 3 suppression 1
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Figure 7.1: a) dET /dy|y=0 per pair of participants vs.
√

sNN for the most
central collisions (the Npart are almost identical for all energies). Figure taken
from [13]. b) The calculated RAA as function of

√
sNN using the Woods-Saxon

nuclear profile for the I1 type of absorption (see Eq. 6.20).

• Inclusive hadron spectra should be measured out to the highest pT ,
preferably pT & 20 GeV/c, at which pT the jets are so penetrating that
RAA should come back to 1. The PHENIX Level-1 and Level-2 high pT

hadron triggers using EMCal and RICH can help to extend the pT range
and achieve this goal in RUN-4.

• More detailed study of the medium modifications is needed. In particu-
lar, measurements of the back-to-back correlations and v2 for identified

1We assume a constant absorption strength. However, the absorption strength
could decrease towards smaller

√
sNN , which will lead to a smaller suppression.
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hadrons and RAA for baryons out to ≈ 10 GeV/c are missing. This can
help to understand the origin of high pT hadrons and the flavor depen-
dence of the medium modification. This goal can also be achieved in
RUN-4 due to the significantly increased statistics and the various high
pT Level-1 and Level-2 triggers.
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Appendix A

Charged Hadron Analysis for 130 GeV

Au− Au and 200 GeV d− Au Collisions

There are four independent charged hadron analysis in PHENIX. They
are:

• RUN-1: Charged Hadrons in Au− Au collisions at
√

sNN = 130 GeV [171]

• RUN-2: Charged Hadrons in Au− Au collisions at
√

sNN = 200 GeV

• RUN-3: Charged Hadrons in d− Au collisions at
√

sNN = 200 GeV [154,
172, 173]

• RUN-2: Charged Hadrons in p− p collisions at
√

sNN =200 GeV [174]

In Chapter.6, we compare the charged hadron results from the second
analysis with selected results from the first and third analysis. For complete-
ness, in this appendix, we discuss briefly the first and third analysis, focus-
ing on the differences from the second analysis, which we have discussed in
Chapters.3–5.

So far, the first three analysis have been published [50, 52, 55, 103]. All
four analysis uses similar techniques. However, there are differences in terms
of the centrality selection, available statistics, the tracking detectors involved,
and the detector performances. These differences lead to different strategies
for data analysis and efficiency correction. The main features for three analysis
are listed in Table.A.1.
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Table A.1: The comparison between different charged hadron analysis.
Au− Au at 130 GeV Au− Au at 200 GeV d− Au at 200 GeV

Tracking detectors East arm West arm Both arms
DC, PC1, PC3 DC, PC1, PC2, PC3 DC, PC1, PC3

Statistics 1.67 M 27.2M 11.9M
Momentum resolution 0.6⊕ 3.6%p 0.7⊕ 1%p 0.7⊕ 1.1%p

δp/p
pT range 0.2-5 GeV/c 0.5-10 GeV/c 0.5-8 GeV/c

Trigger efficiency 91± 1% 92.2± 1% 88± 1%
DC active area ∼ 50% ∼ 80% ∼ 90%

|zvtx| < 30cm |zvtx| < 30cm |zvtx| < 20cm
Cuts |zDC | < 40cm |zDC | < 40cm

all quality tracks high quality tracks high quality tracks
Matching 2σ at PC3 2σ at PC2,PC3 2.5σ at PC3

Random background Yes No No
Background subtraction No Yes Yes

A.1 Charged Hadron Analysis in Au− Au Col-

lisions at
√

sNN = 130 GeV

The main differences between the 130 and 200 GeV analysis come from the
differences in the detector systems involved. Because the PC2 and PC3 in the
west arm are missing in RUN-1 (see Fig. 2.2a), the 130 GeV Au− Au analysis
uses DC, PC1, PC3 in the east arm for track reconstruction and background
rejection. Due to the limited statistics, the 130 GeV results focus on the
hadron suppression in the intermediate pT region 2-4 GeV/c, and discuss in
detail the centrality dependence of the yield and the spectral shape [50, 52].

One of the main differences between RUN-1 and RUN-2 is the DC mo-
mentum resolution. The RUN-1 resolution is a factor 3 worse than RUN-2
because i) the DC internal wire alignments were not performed, ii) low quality
tracks, where tracks have hits only in one of the two X wire nets, were used1.
Those tracks have much worse momentum resolution. Due to the momentum
smearing effect, this poor momentum resolution leads to a momentum depen-
dent correction (decreasing as function of pT ) as shown in Fig. A.1. The poor
DC alignment and the use of low quality tracks also lead to a large matching
width to outer detectors. The matching widths for RUN1 and RUN-2 have

1In RUN-1, the DC has more than 50% inactive area. A large fraction of the
tracks are low quality. In RUN-2 and RUN-3, the inactive area is less than 20%,
and > 90% tracks are high quality tracks, so the low quality tracks are not used.
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Figure A.1: Correction function for the RUN-1 charged hadron analysis [52],
the decrease at high pT is a result of poor momentum resolution.

been compared in Table. 3.4. The matching window for PC3 in RUN-1 is
almost 50% as wider as in RUN-2 2.

The background sources at high pT are also different. Due to limited
statistics, RUN-1 charged hadron spectra only go out to 5 GeV/c. In cental
collisions, although the conversion and decay background is already significant
around 4-5 GeV/c, the dominating background after 2σ matching cuts comes
from randomly associated background. Since the PC3 matching window is 50%
larger than in RUN-2, the random background is also larger than the estimate
in Fig. 4.11 for RUN-2. This random background is shown in Fig. A.2 for
minimum bias collisions.

Finally, the occupancy efficiency correction is also different from that in
RUN-2. This efficiency was evaluated separately for high quality and low
quality tracks. Since low quality tracks have only half of the hits compared
to high quality tracks, they are much easier to get destroyed in central events.
The occupancy efficiency for these two sets of tracks are shown in Fig. A.3.
The final occupancy efficiency is the weighted sum of these two efficiencies.

The pT dependent systematic errors on the charged hadron spectra is
summarized in Table. A.2. [52]. Here δtrack includes the uncertainties of the

2In RUN-1, this feature is used to calculate the difference of the momentum
resolution for high quality and low quality tracks. (see [87])
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197

Table A.2: Upper bounds of the systematic error on the pT dependent single
particle correction function. This error table is taken from [52].

pT (GeV/c) δtrack (%) δdecay (%) δreso (%) δbgr (%) total
1 ±13.5 + 10 ± 0 0 -13.5 +16.4
2 ±13.5 + 5 ± 1 0 -13.7 +14.4
3 ±13.5 + 2.5 ± 4 -1.6 -14.2 +14.2
4 ±13.5 + 1.25 ± 9 -11.5 -20 +16
5 ±13.5 + 0.6 ± 15 -40 -45 +20

acceptance, inactive area, track matching cuts, and the track reconstruction
efficiency. The δdecay term accounts for the uncertainty of the decay correction.
The effect of the momentum resolution contributes with δreso to the systematic
error. Uncertainties due to potentially un-subtracted background are quanti-
fied by δbgr. The total systematic error given in the last column is calculated
as quadrature sum of the individual contributions. It is calculated separately
for positive and negative errors.

A.2 Charged Hadron Analysis in d− Au Col-

lisions at
√

sNN = 200 GeV

The detector performance during the RUN-3 d− Au run is slightly better
than in RUN-2. There are less inactive areas in the DC (about 10%), and the
DC momentum resolution remains essentially the same. The main differences
in the analysis come from the difference in the colliding species. d− Au colli-
sions on average have much less (factor of 13) tracks in the central arms. So no
occupancy correction is needed. In fact, since the random background is neg-
ligible, only the PC3 matching is used to include statistics from the east arm.
The minimum bias trigger efficiency in d− Au collisions is lower due to the
reduced multiplicity in the BBC. The accuracy with which one can determine
the Ncoll, Npart and impact parameter b is worse because the event-by-event
fluctuations are much larger than in Au− Au collisions.

In the following, we will discuss the two main differences between d− Au
and Au− Au analysis, i.e. centrality selection and matching cuts.
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Figure A.4: a) Distance distribution between the neutron and the proton
inside a deuteron. b) The momentum distribution of the nucleons inside a
deuteron [176].

A.2.1 Centrality Selection

A deuteron is a loosely bound system of one neutron and one proton. It’s
binding energy is only 2.24 MeV, thus the size of the deuteron is large. From
the wave function from Hulthèn [175], one obtains the following probability
distribution for rnp

Pd(rpn) =
2αβ(α + β)

(α− β)2
(e−2αrpn + e−2βrpn − 2e−(α+β)rpn). (A.1)

with α = 0.228fm−1 and β = 1.18fm−1, where rnp is the distance between
the proton and the neutron. The distance distribution rnp and the momentum
distribution of nucleons inside the deuteron is shown in Fig. A.4.

Based on a similar procedure as discussed in Chapter.4.1, the BBC trigger
efficiency for events with |zvtx| < 20cm is found to be 88%±1%. This efficiency
is lower than that in Au− Au collisions due to a smaller dN/dy in the BBC
acceptance in d− Au collisions.

The centrality selection techniques [172, 177] are different from those used
for Au− Au collisions. Only the south BBC (BBCS)(Au ions go towards
south) is used to define the centrality selection. The same Glauber code as for
Au is used to determine the number of participants in the gold nucleus. The
following assumptions are made about the BBCS response [173]:
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• The number of hits in the BBCS (NBBCS
hits ) follows a Negative Binomial

Distribution (NBD) given by the formula,

P (n, µ, k) =
Γ(n + k)

Γ(k)n!

(µ/k)n

(1 + µ/k)n+k
. (A.2)

where µ is NBBCS
hits for one participant, k is related to the width of the

distribution by (σ/µ)2 = 1/k + 1/µ.

• The observed NBBCS
hits is proportional to the number of participants in

the Au ion, µ ∝ NAu
part.

Since both NAu
part and the BBC multiplicity are small, the NBD distribu-

tion is necessary in order to taken into account the event-by-event fluctuation.
The centrality classes are defined by slicing the NBBCS

hits distribution into bins
containing equal number of events. Each bin is then assigned a percentage
range within [0-88%], where 88% is the overall BBC trigger efficiency. These
bins are then grouped to form larger centrality bins. Fig. A.5 shows the BBCS
multiplicity distribution for the 4 centrality classes used in the d− Au analy-
sis 3.

Figure A.5: The four
centrality classes used
in the d− Au analysis.
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For each centrality class, the corresponding NAu
part and Ncoll are determined

from the Glauber simulation. The procedure is the following: i) For a collision
with a given impact parameter, NAu

part and Ncoll are calculated in the Glauber
model. The corresponding number of BBC hits is calculated according to a
NBD distribution with parameters µ×NAu

part and k×NAu
part. ii) The simulated

BBCS hit distribution is then fitted to the data to obtain the coefficients µ

3Note that there are the so called “tagged-neutron” events, where only the proton
from the deuteron participates in the collisions, while the spectator neutron proceeds
and is detected by the North ZDC. The analysis procedure for this sample of events
is similar to minimum bias events. More details can be found in Ref. [172].
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Figure A.6: a) NBD distribution for BBCS hits from simulation. b) The
BBCS hits distribution from real data, different curves represents events with
different number of PC1 hits from real data. [173].

and k. iii) Combined with the Glauber model, these µ and k values are then
used to determine 〈Npart〉 and 〈Ncoll〉.

An example of the NBD distribution from simulation and the number of
hits in BBCS from data for different number of PC1 hits is shown in Fig. A.6.
PC1 is used as a simple way to select centrality for real data. The measured
distribution is broader than the simulated distribution due to additional fluc-
tuations from the PC1, but the general trend agrees very well.

The simulated NBD distributions are then fitted to the data. Fig A.7
shows the fit to the BBCS hits distribution for minimum bias collisions. The
general agreement is good. However, the simulated NBD distribution is above
the data for a small BBCS signal. This difference indicates an inefficiency of
the BBCS for events with small multiplicities.

Figure A.7: Results
of NBD fits to BBCS
charges for minimum
bias data. Figure from
[173].
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By dividing the data by the simulated NBBCS
hits distribution, we obtained

the BBC efficiency as function of NBBCS
hits . This is shown in Fig. A.8a. Since for
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Figure A.8: a) Minimum bias trigger efficiency given by measured over cal-
culated NBBCS

hits distribution. b) Efficiency as a function of Ncoll. Figure from
[173].

each NBBCS
hits value, we have a number for Ncoll from the Glauber simulation, the

efficiency can also be plotted as function of Ncoll. This is shown in Fig. A.8b.
For Ncoll = 1, the efficiency is equal to 57% which is close to 52% measured
in p− p collisions [29, 174]. This efficiency distribution results into an 88.5%
efficiency for minimum bias spectra with 〈Ncoll〉 = 8.4, consistent with the
efficiency value obtained in [177].

The NBD distributions as function of Ncoll for the centrality classes de-
fined in Fig. A.5 are then plotted in Fig. A.9. The final values for all centrality
classes used in the d− Au analysis are summarized in Table A.3. The system-
atic error quoted comes from i) vertex dependence of the BBCS trigger effi-
ciency, ii) dependence on nucleon cross section, σnn, iii) centrality dependence
of the BBCS trigger efficiency, iv) model assumptions and NBD fits, and v)
variation of Woods-Saxon parameters [172, 173]. Many of these systematic
checks are similar to those discussed in Chapter.4.1.3. The results of the sys-
tematic variations are shown in Fig. A.10. The solid line shows the sum of all
different types of variations.

Finally, the Glauber model also determines the total cross section in
d− Au collisions to be [178]

σtotal
dAu = 2.25± 0.1b (A.3)

assuming an N −N cross section of σnn = 42mb.
In peripheral d− Au collisions, events with the same Ncoll can have very

different multiplicity. This event-by-event fluctuation of the number of charged
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Figure A.9: Ncoll dis-
tributions for different
centrality classes.[173]
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Table A.3: 〈Ncoll〉 and it errors and BBC trigger bias (see following discus-
sion) for minimum bias collisions and the four centrality classes shown in
Fig. A.5.[173]

centrality 〈Ncoll〉 Ratio to most Bias correction
peripheral class

0-88 8.5± 0.4 - > 0.99
0-20 15± 1 4.6± 0.5 > 0.99
20-40 10.4± 1.7 3.2± 0.2 > 0.99
40-60 6.9± 0.6 2.1± 0.1 0.974± 0.01
60-88 3.2± 0.3 1.0 0.885± 0.04

tracks in the BBC acceptance leads to a trigger bias, where events with the
same Ncoll but larger multiplicity have a higher probability to be triggered by
the BBCS.

This bias effect was first studied in p− p collisions using high pT π0 trig-
gers (ERT trigger) [108]. It triggers on the events with high pT photons from
π0 → γγ decays independent of the BBC trigger decision. It was found that
the BBC triggers on εBBC

trig ≈ 50% of the inelastic collisions, but these collisions
include a higher fraction (εBBC

π0 ≈ 75%) of the events for which a π0 is detected

by the ERT trigger. εBBC

π0 was found to be constant at pT > 1.5 GeV/c, and

slightly decreases towards lower pT . A similar study was performed later for
charged hadrons [174]. The efficiency of the BBC trigger for charged hadrons
(εBBC

h± ) was found to be almost identical to that for π0’s. Fig. A.11 shows the
efficiency of the BBC trigger for π0 (left) and h+ + h− (right) in the central
arms.
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Figure A.10: Relative errors introduced by different systematic errors as func-
tion of centrality for most peripheral (left panel) and for most central (right
panel) collisions.[173]
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Figure A.11: Efficiency of the BBC trigger for π0 (left) [29] and charged
hadrons (right) [174].

The correction factor for the p− p case, where Ncoll = 1, is simply,

c1 =
εBBC
trig

εBBC
h±

=
0.5

0.75
= 0.667. (A.4)

For the case where Ncoll = n, the BBC trigger efficiency can be calculated
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according to simple binomial statistics. The efficiency of the BBC trigger for
inelastic collisions is 1− (1− εBBC

trig )n, and the efficiency for charged hadrons is
1− (1− εBBC

h± )(1− εBBC
trig )n. The correction factor then is,

cn =
1− (1− εBBC

trig )n

1− (1− εBBC
h± )(1− εBBC

trig )n
. (A.5)

The final correction for a given centrality class is calculated as the weighted av-
erage from the Ncoll distribution in Fig. A.9, with the weight given by Eq. A.5.
The calculated correction values for all centrality classes are shown in the last
column of Table.A.3.

A.2.2 Matching Cuts and Background

Although only the PC3 matching cut is used in thed− Au charged hadron
analysis, the background subtraction method is still robust. Fig. A.12 shows
the background subtraction in 5 < pT < 6 GeV/c for negative particles. The
left (right) panel shows the subtraction for NPMT ≥ 0 ( NPMT < 0) tracks,
respectively. The black line represents the original distribution, the red line
represents the estimated background, and the blue line represents the signal
distribution. The estimated Re and Rdecay values are,

Re =
NR(NPMT ≥ 5)

NR(NPMT ≥ 0)
= 0.45± 0.05

Rdecay =
NNR(DPC3

r-φ < 2.5σ)

NNR(4σ < DPC3
r-φ < 10σ)

= 0.62± 0.09 (A.6)

Re should not depend on the matching window used, since it is a property of
the RICH and its radiator gas. So its value is similar to that determined for
Au− Au. For Rdecay, the amount of decay background inside and outside the
signal window depends on the matching cut. Since a 2.5 σ matching cut is
used in d− Au, which is wider than the cut used in Au− Au (2 σ), Rdecay is
larger in d− Au than in Au− Au as expected.

A.2.3 Systematic Errors on Inclusive Spectra

In addition to the systematic errors on the BBC trigger from Table. A.3,
we also need to estimate the systematic errors for tracking. The procedure
for this type of error estimation is almost identical to that used for the charge



205

φpc3sd
-10 -5 0 5 10

0

10

20

30

40

50

West 5-6GeV/c

zed<40cm

negtive

N     >= 0PMT

-10 -5 0 5 10
0

2

4

6

8

10

12

14

16
N     < 0PMT

φpc3sd

Figure A.12: The background subtraction for d− Au minimum bias events for
a sample pT range of 5 < pT < 6 GeV/c. a) conversion background subtrac-
tion for NPMT ≥ 0 tracks, b) decay background subtraction for NPMT < 0
tracks.[154]

hadron analysis at
√

sNN = 200 GeV Au− Au as discussed in Chapter.5. We
simply quote the values in the Table A.44.

Table A.4: Lists of all systematics uncertainties for charged hadron spectra in
d− Au collisions. All errors have been estimated as full extent errors. The
total errors are the quadrature sum of all errors sources. To derive 1σ errors,
all values should be divided by 1.73.

pT (GeV/c) pT independent < 4 4 5 6 7
PC3 Match Yes 4% 4% 4% 4% 4%
Acceptance Yes 5% 5% 5% 5% 5%

MC correction No 6.7% 6.2% 6.2% 6.2% 6.2%
Momentum resolution No << 1% << 1% < 1% 1% 2%

Momentum scale No < 5.5% 5.5% 5.8% 6.0% 6.3%
Background Subtraction No < 1% 1% 3% 6.5% 14%

π over subtraction No << 1% << 1% << 1% 3% 8%

4The details can be found in Ref. [154].
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Appendix B

Definition of Glauber Variables

• Thickness function TA

The nuclear density profile for a nucleus A in the plane perpendicular to
the beam axis z,

TA(~s) =

∫
dzρA(z, ~s) , (B.1)

is called the thickness function for nucleus A, where ~s is a 2-d vector
from the center of the nucleus.

• Nuclear overlap integral TAB

For an interaction of nucleus A with nucleus B at an impact parameter
~b, the nuclear overlap integral TAB(~b) is defined as

TAB(~b) =

∫
d2sTA(~s)TB(~b− ~s) , (B.2)

where d2s = 2πsds is the 2-dimensional area element.

• Cross section

The total (geometrical) cross section for the interaction of nucleus A
with nucleus B is:

∫
d2b = σAB

int = π(RA + RB)2 . (B.3)

The inclusive hard cross section is related to the N −N hard cross sec-
tion via,

σhard
AB = ABσhard

NN . (B.4)
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• Number of binary collisions Ncoll

The meaning of Eq. B.2 can be understood by considering a nucleon in
A at (zA, ~s) and calculating the chance of a collision (equivalent to the
expected number of collisions) with the nucleons from B at the same 2-d

position (~b− ~s in coordinates from the center of B)

Ncoll(~s,~b) = σinel
NN ×

∫
dzB ρB(zB,~b− ~s) = σinel

NN × TB(~b− ~s) , (B.5)

where σinel
NN is the total inelastic cross section in N −N collisions.

Integrating over all the nucleons in A yields:

Ncoll(~b) = σinel
NN ×

∫
d2sTA(~s)TB(~b− ~s)

= σinel
NN × TAB(~b) . (B.6)

• Eccentricity Ecc

The overlap region of the nucleus A and B for b > 0 has an almond shape.
The eccentricity describes the deviation of that shape from spherical

Ecc =
〈sy〉2 − 〈sx〉2
〈sy〉2 + 〈sx〉2

(B.7)

The average is performed only in the overlap region. e.g.

〈sy〉2 =
∫ TA(~s)TB(~b−~s)>0

d2s s2
y (TA(~s) + TB(~b− ~s))

• Number of participant Npart

The number of participating nucleons refers to the number of nucleons
in the overlap region

Npart =

∫ TA(~s)TB(~b−~s)>0

d2s (TA(~s) + TB(~b− ~s)) (B.8)


