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Quantum Chromodynamics (QCD) stands as a cornerstone of the standard model

and describes interactions occurring at nuclear length scales with the distinctive con-

cepts of color charge, asymptotic freedom, and confinement. As a consequence of these

features, a nuclear phase composed of quarks and gluons rather than their composites is

predicted to exist at extremely high temperatures and densities, which are nevertheless

achievable in the lab through relativistic nuclear collisions.

The experimental observation of this strongly-coupled quark gluon plasma (sQGP)

phase of matter is of fundamental scientific interest for reasons including its presence in

the early stages of the universe. Much information about the density of the sQGP, the

nature of its coupling, and its transport properties can be inferred through the energy

loss of fast partons generated by hard scattering processes in situ concurrently with the

sQGP. These strongly-interacting particles radiate and scatter in their passage through

the material before fragmenting into jets of observed color-neutral hadrons, and mea-

surements of the correlated hadron production over a large event sample provide clues

about the nature of partonic energy loss and its deposition into the hot nuclear material.

In this analysis, azimuthal correlations between neutral pions at moderate to

high transverse momentum (pT = 4-12 GeV/c) and associated unidentified charged

hadrons (pT = 0.5-7 GeV/c) are presented in Au+Au and p+p collisions at
√
sNN =

200 GeV. Interpretation of the correlations is simplified by the exclusive use of π0

trigger particles, which reduces potential influences of recombination effects compared

to unidentified dihadron correlations. In central Au+Au collisions, an alteration is
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observed in comparison to a p+p reference as partner pT increases. In the direction

opposing moderate-momentum leading π0s (4 < pT < 7 GeV/c), a medium-modified

shape and enhanced yield evolves toward a suppressed but unmodified jet peak shape.

At higher trigger pT , however, the jet shape maintains consistency with p+p over the

entire partner pT range, although a similar trend from enhancement toward suppression

in the jet pair yield modification remains. The same-side correlations indicate a weak

modification in the jet yield at low trigger and partner pT , while the jet peak shape

reflects no discernible medium influences. The quantitative description of these trends

over a broad momentum range provides new constraints on energy loss, fragmentation,

and medium response scenarios attempting to describe the data.
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Chapter 1

Introduction: the strong force, color, and phases of nuclear matter

1.1 The standard model

The standard model of particle physics has been unfortunate to acquire such a

prosaic name, given that it represents the most comprehensive and successful scientific

theory in history and includes rich, precisely-verified concepts that were far from stan-

dard just decades ago. Relying on symmetries in nature and their deep connection with

conserved quantities, it represents the unification of electromagnetism, special relativ-

ity and quantum mechanics. Notably, gravity remains excluded (figure 1.1). A small

collection of quarks, leptons, and gauge bosons economically describes all visible matter

and the interactions therein. They exist in a three-generation mass heirarchy as the

quanta of symmetry-breaking fields in their excited states.

Figure 1.1: The intellectual her-
itage of general relativity and
quantum field theory, the two
primary but incompatible com-
ponents of modern physics. The
standard model is fundamen-
tally rooted in quantum field
theory, but does not include
gravity. The strong interaction
is well described by the QCD
sector of the standard model.

The electroweak sector of the SM incorporates quantum electrodynamics (QED)

as a calculational framework to account for nongravitational macroscopic forces and
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the weak interactions governing radioactive decays and neutrino physics. Using per-

turbation theory, QED has exploited the small size of the electromagnetic coupling

αEM ≈ 1/137 with compelling success. For example, QED calculations involving αEM

and precise measurements of the electron’s mass and anomalous magnetic dipole mo-

ment have demonstrated agreement between theory and experiment to the tune of one

part in a billion, making it one of the most precisely verified theories ever.

The Higgs mechanism [47] is incorporated in the electroweak sector to render the

elementary particles massive. In the advent of the Large Hadron Collider era, there is

considerable excitement surrounding the possibility of directly observing the quanta of

the Higgs field, whose place in the SM is currently justified on theoretical grounds only.

In an important sense, however, the Higgs mechanism is only a small part of the

story. Over 99% of the mass in the visible universe is composed of protons and neutrons,

and only about one percent of this mass is attributable to the light quarks that compose

them. That tiny fraction is obtained from spontaneous electroweak symmetry breaking

via the Higgs mechanism or from the process of chiral symmetry breaking [54]. The

remainder comes instead from the energy of interaction (m = E/c2) between the partons

(quarks and force-carrying gluons) confined within nuclei. These interactions dominate

at nuclear and sub-nuclear length scales, and are in fact well described by quantum

chromodynamics (QCD), the theory inhabiting the strong sector of the standard model.

1.2 Quantum chromodynamics

QCD is cut from the same theoretical cloth as QED, but it contains an essential

difference. All of the kinematics and dynamics of the theory are compactly encapsulated

in the Lagrangian density [43]:

LQCD = iψ̄γµ∂µψ − gψ̄γµψAaµ −mψ̄ψ −
1

4
F aµνF

µν
a (1.1)
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The fermion fields ψ are 4-component Dirac spinors representing quarks, and F aµν =

∂µA
a
ν − ∂νAaµ − gfabcAbµAcν . Summation over flavors a is implied. The Lagrangian of

QED has a very similar structure to equation 1.1, but the gauge potential Aµ is a

real-valued massless scalar field (the photon) that couples to electric charge. In QCD

this quantity is instead a 3 × 3 matrix gluon field able to interact with three color

charges. The symmetry thus belongs to the SU(3) gauge group as opposed to SU(2) ×

U(1) for the electroweak theory. The final term in Fµν is a commutator which vanishes

in QED, but not in QCD. The physical consequence of this non-Abelian behavior is

that while photons do not couple to other photons, gluons interact with each other and

even themselves. This unique feature is ultimately responsible for all the remarkable

phenomena of QCD.

Many aspects of QCD are understood well enough to calculate the light hadron

masses to excellent agreement with experiment [40], as shown in figure 1.2. Such calcu-

lations provide compelling evidence that QCD is on the right track as a correct theory

of the strong force.

Figure 1.2: Light hadron mass
spectrum as measured by exper-
iment (dark lines and bands)
and as calculated by lattice
QCD simulations (red) [40].
The calculational inputs mud

and ms were set from the π, K
and Ξ masses. With the cou-
pling strength as the only ad-
ditional input, excellent agree-
ment is obtained with measured
masses.

1.2.1 Confinement and asymptotic freedom

Quantum field theory prescribes the existence of antiparticles, which constantly

appear ephemerally in pairs with their ordinary counterparts in accordance with the
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uncertainty principle. Thus the vacuum is a busy, dynamic place, and is not “empty”

in a strict sense as dictated by classical theory. This is one reason gravity is now

incompatible with the standard model: general relativity offers a smooth, geometrical

description of spacetime that does not account for these roiling microscopic fluctuations.

Strongly-interacting particles interact with the vacuum fluctuations in an inherently

different way than do the particles of QED, with profound consequences.

Since the transient particle-antiparticle pairs populating the vacuum resemble

dipoles, the vacuum itself becomes polarized in the presence of charge, effectively screen-

ing the source and imparting a distance dependence to the measured charge, and a

“running” of the coupling parameter. In QED this charge screening effect reduces the

apparent field at greater distance, or equivalently, at smaller 4-momentum transfer Q2.

Conversely, greater probe energies resolve details closer to the charge source, and a

stronger charge is measured. In QCD, however, color charges behave in the opposite

manner such that harder interactions expose a weaker coupling than softer probes (fig-

ure 1.3). This anti-screening effect is connected to gluon self-interaction and implies two

Figure 1.3: Evolution of the strong
coupling parameter αs as a function
of center-of-mass beam energy from
the JADE experiment at DESY and
LEP at CERN [42]. The red curve
depicts a prediction from pertur-
bative QCD. In contrast to elec-
trodynamics, the coupling becomes
weaker at higher observational en-
ergies according to the phenomenon
of asymptotic freedom. At lower en-
ergies, the growth of the coupling
diminshes the efficacy of perturbative
QCD, and lattice computations are
of greater avail.
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critical features, which are the cornerstones of QCD. These features, first described in

1971 by Gross, Politzer and Wilczek, are confinement and asymptotic freedom [73]. As

probe energies increase to levels sufficient to resolve features at the femtometer scale, αs

becomes weak, and perturbation theory faithfully describes the data. Thus asymptotic

freedom says that the partons are free in the sense that they do not notice each other

when observed at energies asymptotically approaching infinity.

Confinement is the other side of the same coin: stronger coupling is observed at

greater interquark distances, for instance those corresponding to lower beam energies in

figure 1.3. The energy between quarks increases with separation as for an outstretched

spring, and the partons remain bound at the fermi scale as color-neutral hadrons, either

in pairs as mesons or in triplets as baryons. If quarks are forced apart by a violent

collision, the energy of separation in the gluon fields can exceed the threshold for pro-

duction of new quanta, and the particles regroup into additional hadronic states in a

process known as jet fragmentation. Isolated quarks or gluons have thus never been

directly observed, but their presence is inferred from the hadronization that occurs in

hard scattering events such as the one in figure 1.4.

Figure 1.4: Event display of 2-jet pro-
duction from the DELPHI experiment
at CERN. The outgoing tracks com-
posing the jets are imaged in the de-
tector as the hadronic remains of a
fragmented qq̄ pair from the decay of
a Z0 boson produced in a

√
s = 205

GeV e+e− collision at LEP.

1.2.2 Lattice gauge theory

Due to the large coupling, perturbation theory becomes unreliable as the confine-

ment regime is approached. Lattice gauge theory was developed to numerically simulate

QCD statistical ensembles at equilibrium, providing an effective but computationally
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expensive means of calculating aspects of QCD that are inaccessible to perturbation

theory.1 The full equations of QCD are directly integrated on a spacetime grid, and

the results are extrapolated to a continuum limit. Implementations of lattice QCD typ-

ically involve transforming a discretized form of the action corresponding to LQCD into

Euclidean space (eq. 1.1 is in Minkowski space) and evaluating the partition function

between each lattice site n:

Z =

∫ ∏
n

dψ̄(n)dψ(n)dUµ(n) exp (−SE) (1.2)

There are three fermion fields ψ at each lattice point, one for each color degree of free-

dom. The Euclidean action on the lattice is expressed in terms of the so-called link

variables Uµ(n) which serve as the gauge fields Aµ in the simulation. The variables of

a thermal QCD system can then be calculated as derivatives of ln Z, or expectation

values can be obtained by including operators within the integral. Due to difficulties

in accounting for higher-order effects such as qq̄ loops, lattice calculations often involve

significant approximations. For example, the integral in equation 1.2 requires the eval-

uation of the determinant of a large spacetime matrix, which is replaced by a constant

in the so-called quenched approximation, or it can be expanded in inverse powers of the

quark masses as an improvement, which can involve unrealistically large mass scales.

Despite such approximations, major refinements have been introduced in both compu-

tational techniques and algorithms since lattice gauge theory was initially developed.

The result shown in figure 1.2 represents a major triumph of the systematic precision

that has recently been achieved in lattice QCD calculations.

1.2.3 Partonic fragmentation in e+e− and pp collisions

Because the fragmentation process occurs as the partonic separations extend be-

yond the ∼ 1 fm confinement scale, the large coupling at such lengths precludes a

1 See [69] for a good introduction.
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perturbative description, despite the high energies associated with jets. Moreover, lat-

tice techniques have offered little direct help, since fragmentation is not modeled well

as a thermal system. Instead, fragmentation is parametrized by using fits to data in an

approach not unlike the extraction of PDFs, the functions describing parton momentum

distributions within hadrons from processes like deep inelastic scattering. A distribution

Dh
q (z) of the fragmentation variable z = Eh/Eq represents the probability that a final-

state hadron carries a fraction z of the parton’s momentum or energy. Hard-scattering

processes involving hadrons in the final state are known to be factorizable into a per-

turbative component describing the initial state and a fragmentation component [38].

This suggests that the fragmentation depends only on the properties of the outgoing

partons and is independent of the initial-state process that produces them. Therefore,

e+e− data are preferred over interactions involving composite particles for extracting

fragmentation functions from measured differential cross sections. For example [47], in

electron-positron collisions, the quark energy is simply half the center of mass collision

energy, and the calculable 2 → 2 component can be removed from measurements of the

process

dσ(e+e− → hX)

dz
=
∑
q

σ(e+e− → qq̄)
[
Dh
q (z) +Dh

q̄ (z)
]

(1.3)

to reveal the fragmentation functions. They are then fit with a parametrization such as

Dh
q (z) = N

(1− z)n

z
. (1.4)

Since fragmentation functions are normalized probability distributions, jet multiplicities

can be estimated from the relation

nh =
∑
q

∫ 1

zmin=2mh/
√
s

dz
[
Dh
q (z) +Dh

q̄ (z)
]

(1.5)

Parametrizations such as eq. 1.4 suggest that hadron multiplicities grow logarithmically

with beam energy.

Fragmentation functions have been measured over a broad kinematic range in

many different experiments. A compilation of inclusive e+e− fragmentation functions
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is plotted in figure 1.5. The left panel shows that the slopes of D(z) are comparable

Figure 1.5: Inclusive e+e− fragmentation functions from [24] (a) as a function of x =
2Eh/

√
s, scaled for clarity by 10i, where i = 0 . . . 13 for

√
s = 12 . . . 202 GeV. (b):

fragmentation functions for various x ranges vs. beam energy.

for z > 0.2 for the different collision energies. At lower z values, this scaling behavior

is broken for two reasons. The first is that gluons are radiated in the final state at

higher orders, and the probability for this to happen increases with Q2. The gluons

have a softer fragmentation, so their contribution at low z increases with beam energy.

Secondly, as the threshold for charm and beauty production is crossed, their contribution

at low z becomes substantial as well.

It is possible to obtain some information about the flavor of the parton from the

final state from charge and isospin, as well as whether the parent parton is a quark or

a gluon. For instance, gluons are not emitted at leading order in e+e− annihilation, so

gluon fragmentation functions can only be extracted in reactions where a hard gluon is

radiated, a phenomenon manifested in three-jet events.

Armed with the universally-applicable fragmentation information from e+e− data,
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it is possible to move to the more complicated proton-(anti)proton case, where the

initial-state quarks carry a fraction x of the proton’s momentum as given by the PDFs.

The number of possible processes increases since there the initial state can be a combi-

nation of quarks and antiquarks of various flavors as well as gluons.

Jet fragmentation is a key mechanism for the production of hadrons in collider

experiments, but in hadronic collisions, particularly collisions of heavy ions, other pro-

duction mechanisms may become relevant. In particular, the phenomenon of recombi-

nation, is believed to come into play when nuclear matter is subjected to extraordinary

conditions and experiences a phase transformation to a new state. The physics of this

process is described here with a motivation based on the multiplicity of hadronic mass

states.

1.3 Phases of nuclear matter and the quark-gluon plasma

By the 1960’s, the number of newly discovered hadronic resonances had grown

rapidly in step with the energy of the accelerators that produced them. This prolifer-

ation led to questions about how to explain such large variety, and what, if any, the

limitations are in the number of states. When degeneracies due to spin, charge, angular

momentum, etc. were taken into account, the number of hadronic states was found to

rise exponentially with mass (see figure 1.6 for a modern accounting). Several creative

ideas emerged as attempts to explain the hadron spectra, but a simple and compelling

line of reasoning by R. Hagedorn showed that the energy of a thermal hadron gas, given

by the integral of this exponential density of states ∼ em/T0 with its Boltzmann factor,

diverged as the temperature approached a limiting value. He concluded [45]:

It follows that T0 is the highest possible temperature—a kind of ‘boiling
point of hadronic matter’ in whose vicinity particle creation becomes
so vehement that the temperature cannot increase anymore, no matter
how much energy is fed in.
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Figure 1.6: A recent accounting of the number of hadronic mass states with increasing
mass [35]. The trend remains exponential as observed in the 1960’s by R. Hagedorn,
implying the existence of an upper bound on the temperature of hadronic matter.

This directly implied a change in the number of fundamental degrees of freedom of the

system. Instead of remaining as a gas of hadrons, a superheated system would melt

into a phase with simpler constituents at a temperature near T0, now known as the

Hagedorn temperature. Using the best data available, he extrapolated from the known

spectra to obtain a value of T0 near 160 MeV,2 or 1012 K.

This indication of a phase transition is corroborated by expectations from asymp-

totic freedom in QCD. In a thermal medium of partons, the temperature dictates the

scale of the momentum transfer. By raising the temperature, or more specifically the

energy density, the coupling continues to weaken below a confinement energy scale,

and a description of the matter in terms of partonic degrees of freedom becomes more

appropriate than that of a large collection of composite, color-neutral particles and res-

onances. This represents a fundamentally new phase of nuclear matter, the quark-gluon

plasma.3

2 In these units T includes the Boltzman factor kB = 8.617 × 10−5 eV/K.
3 There is some dissatisfaction among experts over the naming of this state as a plasma, since a

conventional (e.g. electromagnetic) plasma is typically understood as a fairly low-density gas whose
particles interact very weakly relative to their kinetic energy. This has not been found to be the case
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QCD suggests that the deconfinement phase transition is accompanied by a chiral

phase transition. Like other systems in nature, these phase transformations are associ-

ated with changes in the symmetries of the system. Chiral symmetry is a symmetry of

handedness, or invariance between particle pairs whose spin and momenta make them

mirror images of each other. Chiral symmetry is an approximate symmetry which is

broken in the vacuum to impart mass to the light quarks. It is predicted to be restored

near the QGP phase transition, so that the light quarks again become massless.

The equation of state of a partonic system in different thermodynamic regimes

is of great theoretical interest. A reference that can be simply calculated is the case

of massless partons at high temperature. Assuming thermal equilibrium, the energy

density, pressure, and entropy density ε, p, and s can be calculated as derivatives of the

free energy F = −T lnZ, the partition function being for free quarks and gluons in a

volume V:

lnZ(T, µ, V ) =
gV

2π2T

∫ ∞
0

dkk4

3E

[
1

e(E−µ)/T ∓ 1
+

1

e(E+µ)/T ∓ 1

]
(1.6)

The first and second terms are for particles and antiparticles, g is the degeneracy, and

the free-particle dispersion E =
√
k2 +m2 applies. For gluons (more generally for

bosons) µ = 0 and eq. 1.6 evaluates to [69]

T lnZ|bosons =
gbV

90
π2T 4. (1.7)

Fermions are produced in pairs, so µq = µq̄ 6= 0. For this case, eq. 1.6 is evaluated as

T lnZ|fermions = gfV

[
7π2

360
T 4 +

µ2
q

12
T 2 +

µ4
q

24π2

]
. (1.8)

While the gluon degeneracy is 2 spins × 8 colors = 16, the quark degeneracy is temper-

ature dependent. Accounting for only u, d quarks gives 2 flavors × 2 spins × 3 colors

experimentally for the QGP, at least in the temperature ranges under recent exploration. E. Shuryak,
who coined the original name in 1980, has updated the name to the “sQGP”, where s connotes strong
coupling.



12

= 12. Under these conditions, the QGP partition function is

T lnZ|QGP = V

[
37π2

90
T 4 + µqT

2 +
µ4
q

2π2

]
. (1.9)

The energy density is

ε =
T 2

V

∂ lnZ

∂T
+ µqnq =

37π2

30
T 4 + 3µ2

qT
2 +

3µ4
q

2π2
. (1.10)

The pressure is given by T lnZ/V , which is seen to be equivalent to ε/3. Thus the QGP

equation of state for massless partons at high temperature and at low baryon chemical

potential is given by the simple relation

ε = 3P (1.11)

which provides a useful reference as one compares the state variables at different points

in the phase transition. Finally, the entropy density is

s =
∂(T lnZ)

∂T
=

74π2

45
T 3 + 2µqT (1.12)

At high temperatures, the leading terms in the expressions for ε, P , and s dominate.

Note that the leading prefactor in equation 1.12 is about 4/3 that in equation 1.10,

enabling a simple comparison of these quantities if the temperature is scaled out, as is

done in figure 1.7, which is discussed below.

For the same reasons noted in section 1.2.3, the scales corresponding to the QGP

phase transformation are nonperturbative. Extensive effort has therefore been devoted

to understanding the phase change with lattice calculations. An example of such work

is shown in figure 1.7, where it can be seen that the energy density and entropy increase

in a smooth but rapid fashion near T = Tc indicating a crossover rather than a first-

or second-order phase transition as the preferred interpretation. These calculations

include u, d, and s quarks, and were carried out at vanishing baryon chemical potential

µb. The order of the phase transition at finite µ is not yet well known. Tc has been
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Figure 1.7: Lattice predictions for the phase transformation from ordinary nuclear mat-
ter to the quark-gluon plasma [61]. Energy density ε, entropy density s, and pressure
vs. temperature. The Stefan-Boltzmann expectation sSB, valid for a weakly-interacting
system, is shown for comparison.

calculated to be 173± 8 if only u, d quarks are simulated and 154± 8 if strange quarks

are included [52].

Since computational expense dictates finite lattice extents, the calculations are

performed within a somewhat limited volume with an extent in Euclidean time given by

Nτ = 1/aT = 4, where a is the lattice spacing. Newer calculations involving updated

implementations of the lattice action and better grid spacing and sizing (e.g. Nτ = 6-8)

have been released with quantitatively similar results to those quoted here. The evolu-

tion of the equation of state with temperature shows that it is “soft” near Tc, meaning

P/ε is smallest there, and that the relation approaches equation 1.11 as temperature

increases. A rapid rise in the entropy density suggests a liberation of new degrees of

freedom during deconfinement. However, the energy density remains at only about 80%

of the Stefan-Boltzmann value, indicated by the arrow, suggesting that the matter may

remain strongly-coupled well above TC , and that the thermodynamic picture a free gas

of massless quarks and gluons does not appear appropriate until potentially much higher
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temperatures are attained.

Experimental probes of nuclear charge density have measured the number of nu-

cleons per volume to be ρ0 ≈ 0.16 fm−3 [50]. At higher densities, a rich variety of exotic

nuclear phases are conjectured (figure 1.8) which may be relevant in environments such

as the interior of neutron stars. Among these is the color-flavor locked phase, which

may exhibit superfluidity as well as a chromodynamic version of superconductivity [22].

Based on lattice calculations, the QGP transition is expected to occur at energy densi-

ties near 0.7 GeV/fm3 [34], which can be achieved by increasing some combination of

temperature and baryon chemical potential µ.

Figure 1.8: Diagram of QCD phases as represented by temperature vs. baryon density
from [22]. The low-µ region is accessible at collider energies, while the higher-µ region
may contain a perturbatively calculable color-flavor locked (CFL) phase.

1.4 Heavy-ion collisions

There are strong indications that energy densities well in excess of 1 GeV/fm3

can be generated in the lab by colliding large nuclei at highly relativistic energies. The

next chapter describes in detail the Relativistic Heavy Ion Collider (RHIC), which was
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designed specifically for this purpose. At RHIC, Au nuclei (A = 197) are collided

head-on at center-of-mass energies of 200 GeV per nucleon. At the point of a fully-

overlapping collision, a total energy of 2γmAu ≈ 39 TeV is localized in a region of a few

fm3. Since the relevant energy density is that associated with thermalization, a figure

such as ε = 2γρ2
0 ≈ 3 TeV/fm3 does not provide a realistic estimate of the available

energy density. Instead, the energy involved in local thermal equilibrium processes can

be estimated from the transverse energy density of produced particles. For example,

the PHOBOS experiment at RHIC has measured the multiplicity of charged particles

as distributed in pseudorapidity η ≡ − ln [tan (θ/2)], an angular coordinate used with

particles when p >> m for its convenient transformation under Lorentz boosts and its

simple mapping to the polar emission angle. The data is shown in figure 1.9 for a variety

of centrality categories. Centrality describes the impact parameter of collisions on a

statistical basis such that low percentiles correspond to central or head-on collisions.

In order to select particles with comparable energies (thus more closely representing

a thermalized system), a range of η ± 1 is used, corresponding to roughly transverse

emission. The mean per-particle energy is estimated from the spectra to be Epart ≈ 600

MeV and the total energy can be estimated as

Etot = 2Epart
dNch

dη
|η≤1fneutf4π (1.13)

The data gives dNch/dη = 655 ± 35 in the midrapidity window for the 6% most

central collisions. Applying the correction factors for missing neutral particles and

limited acceptance (fneut = 1.6, f4π = 1.3), it is found that about 1.6 TeV is carried away

by final-state particles, about 4% of the total energy in the collision region. Allowing

a time of 1 fm/c for the particles to interact, the longintudinal extent of the collision

region is about 2 fm. Taking a transverse area of 150 fm2, the energy density is then

estimated to be ε ≈ 5 GeV/fm3, well above the calculated threshold for QGP formation.

Given the crossing timescale of order 1 fm/c (∼10−22 s) and the dynamics of
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Figure 1.9: Charged particle yields from the PHOBOS experiment [28]. Left: η dis-
tribution of charged particles. Right: integrated yield for |η| < 1 vs. center of mass
energy, with lower-energy data added from other experiments. This data can be used
to estimate the energy density of a thermalized fireball produced in Au+Au collisions.

expansion and cooling at relativistic rates, it is reasonable to question whether the

roughly elliptical collision region, depicted schematically in figure 1.10, contains a truly

thermalized system of partonic matter. However, a strong line of experimental evidence

has emerged suggesting that the hot nuclear matter (HNM)4 achieves a state of strong

collective behavior soon after the collision.

1.4.1 Anisotropic flow

As discussed in section 1.3, ε and pressure are closely related, and if the eccentric

collision region contains a thermalized medium at the estimated densities, pressure

gradients of order ∼ 1 GeV/fm4 should be produced which are stronger in the reaction

plane than normal to it (the event or reaction plane is defined by the beamline and

the impact parameter line.) Consequently, a higher density of energetic particles are

expected near the reaction plane. Although the HNM cools into hadrons measurable in

4 To avoid presumption that the QGP is definitively created in heavy ion collisions, the pre-
hadronized medium existing in the final state will simply be referred to as hot nuclear matter.
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Figure 1.10: Diagram of heavy ions colliding at impact parameter b from a beamline
perspective [34]. Pressure gradients within the elliptical overlap region in position space
(a) drive anisotropic azimuthal expansion in velocity space (b).

a detector, momentum conservation dictates that the initial momentum anisotropy is

preserved. The distribution of outgoing particles can be measured experimentally with

high precision. It is commonly parametrized as an azimuthal Fourier series where the

second coefficient, v2, is by far the largest. Neglecting the other terms,

d2N

dφdpT
= N0 [1 + 2v2(pT ) cos 2(φ− ΦRP )] (1.14)

Experimentally, v2 is measured as

v2 =
〈cos 2(φ− ΦEP )〉
〈cos 2(ΦEP − ΦRP )〉

(1.15)

where the denominator represents the reaction plane resolution. ΦEP , the event plane

angle, represents the measured RP value, while ΦRP is the true value. Recent v2 results

are shown in figure 1.11 for charged hadrons near midrapidity for a variety of central-

ity percentile bins. Specifically, nonviscous models with thermalization times of 0.6 -

1.0 fm/c have been successful, indicating that the viscosity of the thermalized medium

is very low. The early time is required because the pre-thermalized eccentricity is re-

duced with time as the particles stream freely outward, so if hydro “waits” too long

to begin, there is not enough spatial eccentricity to drive the strong anisotropic flow

that is observed. Although not obvious from the figure, the anisotropic flow is quite
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Figure 1.11: Charged hadron v2 vs. pT and scaled by eccentricity vs. Npart. [8].

large. Calculations based on relativistic hydrodynamic models have successfully repro-

duced the v2 measurements below pT = 2 GeV when using ideal assumptions and early

thermalizations as input (figure 1.12).

Figure 1.12: Hydronamic predictions ofv2 vs. pT for several ratios of shear viscosity /
entropy density and charged hadron data from the STAR experiment. Figure from [64].

The strength of interaction among the particles dictates the degree of mapping



19

between the initial spatial eccentricity and the momentum eccentricity of the observed

final-state particles. The right hand panel shows v2 normalized by the spatial eccentric-

ity, which is determined from a Glauber Monte Carlo simulation using Woods-Saxon

nuclear density profiles [58]. The eccentricity is calculated from the mean over particle

positions within a simulated event, denoted by angle brackets, as

εs =
〈y2〉 − 〈x2〉
〈y2〉+ 〈x2〉

. (1.16)

At low pT , v2/εs over a large range in the number of collision participants. This scal-

ing behavior shows that for different eccentricities and system sizes, the momentum

anisotropy tracks closely with initial eccentricity, indicating a large degree of coupling

amongst the particles. As pT rises, the scaling does not hold as strongly, presumably

because an increasing component of the particles are associated with pointlike hard

scattering rather than the soft physics of thermalized collective flow.

Although elliptic flow has been introduced here as a phenomenon supporting the

existence of a transition into the QGP phase, it is currently an area of intense theoretical

and experimental interest in its own right.

1.4.2 Hard scattering and jets

While elliptic flow observables convey information from the soft physics processes

of collective motion in the “bulk” of the final-state particles, a small minority of par-

ticles produced in partonic scatterings with large momentum transfer afford valuable

opportunities to tomographically5 image the HNM. These particles carry a large pT ,

mass, or both, where “large” means pT , m & 1 GeV. Such hard scattering phenomena

have served as a critical tool to quantify effects of the nuclear medium, since the high

momentum transfer Q2 is associated with very short timescales (τ ∼ 1/pT ) and sub-

hadronic lengths. Consequently, perturbative QCD techniques have repeatedly been

5 From the Greek word tomos, meaning ’slice’ or ’section’.
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used to accurately describe the data in this kinematic regime. In fact, the leading-order

cross section for the hard partonic process a+b→ c+d in p+p reactions is very similar

to the e+e− case included in equation 1.3, with the addition of the parton distribution

functions fa,b(x1,2) [67]:

d2σ

dx1dx2d cos θ∗
=

1

s

∑
a,b

fa(x1)fb(x2)
πα2

s(Q
2)

2x1x2

∑
ab(cos θ∗) (1.17)

θ∗ is the scattering angle in the parton CM frame, and
√
s = ECM . As mentioned in sec-

tion 1.2.3, the universality of fragmentation functions allows their inclusion from e+e−

data into a 2 → 2 cross section like eq. 1.17 to predict the spectrum of hadrons. Thus

the cross section for hadronic production in p+ p is a composition of pointlike partonic

interactions, and the A+A cross section can in turn be considered as a composition of

independent N +N reactions as a reference.

In p + A or A + A collisions, the number of pointlike N + N binary collisions,

Ncoll, is typically described in the framework of a Glauber model [58] which provides

a simple description of the geometry of a nuclear collision. In a Monte Carlo Glauber

model, Npart and the collision participant multiplicity, Ncoll, are assigned well-defined

mean values over many simulated events for a given nuclear impact parameter.

In absence from effects due to the additional matter, it is expected that the cross

section is proportional to 〈Ncoll〉, the proportionality being A for p+A collisions or AB

for A+B. This simple pointlike geometric dependence is called 〈Ncoll〉 or binary scaling,

and it is used to produce a reference for actual A+B yields. The relation between the

binary-scaled reference and the A+B data is the nuclear modification factor RAB:

RAB =
dNAB

〈TAB〉dσNN
=

dNAB

〈Ncoll〉dNNN
(1.18)

Thus RAB = 1 if pointlike binary scaling holds, which is tantamount to demonstrating

that the presence of the additional nuclear matter (in either the initial or final state)

has no influence on the particle production. For example, photons produced directly
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from hard scattering processes such as qg → qγ interact only electromagnetically with

the final-state medium, and even in the RHIC hard scattering regime, αEM << αs so

photonic interactions are feeble relative to those experienced by color charges. Direct

photons thus suffer essentially no significant modification at RHIC energies at pT <∼ 14

GeV/c, demonstrating that they closely follow binary scaling relations in this range6 .

This phenomenon, shown in figure 1.13, carries at least three highly nontrivial implica-

tions: First, the geometric description of pointlike binary scaling from Glauber models

are validated by direct observation, serving as an important reference or control for

strongly-interacting particles. Furthermore, factorization and universality are applica-

ble calculational tools at these energies7 . Finally, the modification of nuclear parton

distribution functions (relative to nucleon PDFs) is not a large effect at midrapidity.

Figure 1.13: π0, η, and prompt γ RAA near midrapidity at
√
sNN = 200 GeV. While

photons closely follow pointlike geometric scaling, the fragments from quark and gluon
jets suffer strong suppression due to the hot nuclear final state.

6 The suppression at higher pT has been explained via nuclear isospin effects (get ref.) which are
not related to the hot nuclear final state in any direct way.

7 Qualification: the universality of fragmentation functions is not tested in the case of prompt
photons.
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In contrast to the case of direct photons, binary scaling is strongly violated in

central Au+Au collisions for π0 and η mesons. Above a few GeV, yields are suppressed

by a factor of roughly five relative to the Ncoll-scaled p+p reference. This phenomenon,

known as “jet quenching” [39] has been widely observed in the hadronic fragments of

fast partons in nuclear collisions. Although not shown here, the suppression has been

found to increase as 〈Npart〉, i.e. the size of the final state, increases according to a

scaling relation such that, for example, the same RAA is observed in central Cu+Cu

collisions versus mid-central Au+Au data.

It is not immediately clear whether the suppression is due to a downward shift

in the A+A spectrum from stopping or absorption of some fraction of the partons, a

leftward shift due to loss of partonic energy by most or all outgoing particles, or some

combination of the two. In any event, the effect is well described by many theoretical

models incorporating energy loss due to radiative and collisional energy loss.

Figure 1.13 does not contain enough information to determine whether the fea-

tures in RAA are due only to the final-state HNM. However, data from p+A and d+A

collisions, which do not represent a hot thermalized system, have shown that nuclear

modification indeed occurs, but that it is of a very different nature than that observed

in A+A. Such so-called cold nuclear matter (CNM) effects are due to the initial state of

the collisions and include Cronin enhancement, shadowing, and the EMC effect [56, 53].

Based on the control data, these effects are incapable of accounting for the large suppres-

sion observed in A+A data, and in some cases lead to an enhancement in yields relative

to binary scaling. These effects must be somehow accounted for when attempts are made

to interpret RAA results, although such an accounting is not necessarily straightforward.

1.4.3 Energy loss

The jet quenching effects which are so pronounced in the data have been closely

reproduced by a number of models describing energy loss by fast partons traversing a
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dense medium of color charges. These models differ significantly in the physical descrip-

tion of the medium, the coupling of the parton to the medium, and the assumptions

made, but all have in common that they employ a factorized approach in which the

energy loss is expressed as a modification of the fragmentation function. Although the

energy loss information is contained in this rescaling of D(z), the final hadronization of

the parton occurs in vacuum after the parton has experienced energy loss.

A surprisingly large amount of information about the medium and its coupling

to the hard parton can be extracted from a detailed knowledge of the energy loss. In a

general way [39], the energy loss ∆E depends on the energy, mass, and charge(s) of the

particle, as well as the parton-medium coupling, temperature, and path-length. Other

common parameters include the mean free path, defined in terms of the medium density

and the interaction cross section as λ = 1/ρσ; the opacity, expressed as the number of

scatterings through a thickness L as N = L/λ; and the Debye or “thermal” mass of

the plasma constituents, which is the inverse of the screening length: mD = 〈q2〉 ∼ gT ,

where g = 4παs.

One of the most widely used energy loss parameters is the transport coefficient

q̂ [29, 30], which succinctly describes the momentum q scattered into the medium by

the parton as

q̂ ≡ m2
D/λ = ρ

∫
dq2q2 dσ

dq2
. (1.19)

The two general mechanisms considered in parton-medium interaction are collisional

and radiative energy loss. The former is an elastic process which is important at

low momentum and for lighter quarks, while the latter is an inelastic photon or gluon

bremmstrahlung process more dominant at higher momenta. For a single scattering,

the radiated energy is given by the integrated spectrum of radiated quanta,

∆Erad =

∫ E

ω
dI

dω
dω, (1.20)

and a multplication by the opacity N is sufficient to describe the energy lost by multiple
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incoherent scatterings. In close analogy with electrodynamic energy losses due to photon

bremsstrahlung, two separate cases are distinguished. The first, called the Bethe-Heitler

domain, applies to thin media (L � λ) so that only a single scattering occurs at most

on average. The opposite limit , L � λ, is called the Landau-Pomeranchuk-Migdal

regime, and the number of scatterings is dictated by the opacity N . This thick-medium

case must further distinguish between soft and hard regions of the radiated spectrum

because of the so-called LPM effect, named for its discoverers [55, 57]. The LPM effect

is a characteric suppression of low-energy photons (or gluons, in the QCD analog) due to

the uncertainty principle. Because the low-energy radiated quanta correspond to longer

length scales, they “wash over” the positions of many scattering centers and emerge

coherently in reduced intensities. Here “low-energy” resides below a scale ωc character-

izing the average medium-induced energy loss, ωc ≈ 2〈∆E〉/CRαs. The Casimir factors

CR of the SU(NC = 3) gauge group include the color factor CA = NC = 3 and the flavor

factor CF = (N2
C − 1)/2Nc = 4/3 to differentiate the properties of quarks and gluons.

The probability to radiate gluons in QCD is given by the DGLAP8 splitting func-

tions, which are modified from their vacuum representation to account for the presence

of the medium. Although the current energy loss calculations differ in various ways,

they essentially all predict the following dependence on the medium parameters listed

above [39]:

• Bethe-Heitler (L� λ):

ω
dIrad
dω

≈ αsq̂L2/ω =⇒ ∆EBHrad ≈ αsq̂L2 ln
E

(m2
DL)

(1.21)

8 The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equations describe a modification of nuclear struc-
ture beyond a naive valence-quark picture as momentum transfer is increased to resolve gluon contri-
butions from the “sea”. Specifically, the DGLAP evolution equations account for strong increases in
the nuclear structure functions F2 for low-x partons [32]. Such scale-violating behavior has been used
to map the running of αs with Q2 (see, for example, figure 1.3).
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• LPM (L� λ):

ω
dIrad
dω

≈ αs


√
q̂L2/ω

q̂L2/ω

=⇒ ∆ELPMrad ≈ αs

 q̂L2, ω < ωc

q̂L2 ln E
q̂2L2 , ω > ωc

(1.22)

Equations 1.21 and 1.22 are calculated in the approximation of a static medium of

uniform density and composition, leading to a quadratic path length dependence, which

is a feature shared with QED energy loss. This strong dependence has been indicated

to diminish for rapidly expanding media, however. The infrared suppression is evident

from a comparison of the two cases in eq. 1.22, a feature which is also shared with

electrodynamic radiative energy loss. The primary distinctiveness of QCD energy loss

is marked by the presence of q̂, which quantitatively distinguishes q and g energy loss

by implicitly including color factors such that the mean number of radiated gluons is

CA/CF = 9/4 times higher for gluons than quarks. Therefore, since ∆E ∝ q̂, gluons

lose over twice the energy of quarks at comparable energies.

The flatness of RAA with pT in large collision systems can thus be explained by a

cancellation from competing effects included in equation 1.22 that is essentially coinci-

dental: while the radiative energy loss increases logarithmically with parton energy, it

is compensated by (a) an effective hardening of the radiated spectrum due to the LPM

effect, and (b) a stronger energy loss in the gluon-dominated low-x region, as described

by nuclear PDFs and the linear q̂ dependence of ∆E.

A variety of different models are able to reproduce the magnitude of RAA as well as

this observed flatness, as shown in figure 1.14. While the agreement is encouraging in one

respect, the similarity between the various results also indicates that RAA suffers from

an inherent insensitivity in discriminating between calculations that describe distinct

physical scenarios. The following section discusses coincidences of multiple jet-related

particles and the information they provide in aiding understand of the hot nuclear

matter through its interactions with fast partons.
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Figure 1.14: Neutral pion RAA in PHENIX data at two different centralities with curves
from several different energy loss models. Figure taken from [31]

1.5 Two-particle correlations

Correlated yields of hadrons from jets offer the prospect of gaining significantly

more detailed information on energy loss and its deposition in the medium through the

evolution of jet shapes and yields with pT . In this section two-particle correlations are

introduced as a means of accessing the physics of energy loss, its deposition into the

medium, and other processes.

Quantifying correlations is a common task in physics, but the mathematical imple-

mentation varies. The mathematical definition of a correlation function and its relation

to a conditional pair multiplicity are described for this context in appendix A. In terms

specific to this analysis, particles of type A and type B are measured. Each is produced

at some azimuthal angle, and their relative azimuthal angle ∆φ = φA− φB is recorded.

A is the leading or trigger particle, and B is the associated particle. It is not required

that they are different species or in different kinematic categories. A correlation func-

tion is a ratio of the distribution of AB pairs produced together (in the same event) to
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those produced independently (in different events). If the production of A and B are

completely unrelated event-by-event, then the correlation function C (∆φ) = 1.

More often, conditional pair yields are shown as the measured result, since they

describe the pair production given the existence of a trigger particle. The relationship

between the two is derived in the appendix. Selecting a high-momentum type A particle

enhances the probability that the event involves a hard scattering interaction resulting

in a jet. It is not difficult to imagine by looking at an event like the one in figure 1.4

that the selection of an energetic particle as the trigger, and binning the distribution

of ∆φ angles formed with its partners in the event, that a characteristic back-to-back

jet signature would develop. The trigger is probably aligned with the jet axis, and its

angles to the neighboring particles form the “near side” distribution. The opposing jet

is on the “away side” at ∆φ ≈ π.

If heavy ion events were as clean as this e+e− collision, the correlation tech-

nique would be unnecessary, since more detailed information about the fragmented

parton could be accessed through a complete reconstruction process using tracking and

calorimetry. However, the multiplicity of outgoing particles is much higher in a cen-

tral heavy ion collision at RHIC energies, as demonstrated, for example, by figure 1.9.

A correlation function extracts jet signals in busy environments by dividing out the

uncorrelated background, and while event-by-event jet information is not preserved, it

serves as a powerful statistical method to deal with high-multiplicity backgrounds of

uncorrelated particles.

1.6 Recent measurements and model predictions

Recent experimental efforts at RHIC and elsewhere have revealed striking results

from correlations of hadron pairs. Figure 1.15 provides a recent and prominent example

of such work. In the figure, unidentified charged hadron pairs (primarily pions, kaons,

and protons) from central Au+Au collisions are compared directly with those from p+p
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Figure 1.15: Evolution of dihadron correlations with pT from [7].

collisions at the same beam energy for an assortment of trigger ⊗ partner pT intervals.

A striking feature is the presence of the away-side double-peaked structure in the low

pT range, which gives way to a deeply suppressed peak that finally evolves towards a

single reduced peak of comparable width to p+p. This shape has become a subject of

considerable interest since its discovery, and has invited a variety of detailed speculations

as to the mechanism of its origin. Several of these explanations are listed here:

• It has been expected for some time that “gluonsstrahlung” enhanced at large

angles due to the interference of forward radiation produces a broadening ef-

fect ??, but it has been calculated that under the right conditions, a more

extreme bimodal distribution of fragments associated with the radiation can

develop [63].
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• The excitation of collective sound modes is familiar from less exotic media,

and is manifested in Mach shock waves, which have an opening angle in the

relativistic case given by [36]

cos θM =
cs
β

(1.23)

where cs is the speed of sound in the medium.

• Cherenkov radiation is a similar mechanism involving a coherent medium re-

sponse, but involves optical rather than mechanical modes. The Cherenkov

opening angle9 is

cos θc =
1

βn
(1.24)

where n is the refraction index for gluon radiation, related to the QCD dielectric

constant through n2 = εr.

• Other structures have been proposed to develop in response to an energetic par-

ton plowing through the dense matter. For example, string theory calculations

exploiting the anti-de-Sitter space/conformal field theory correspondence have

generated conical bow shocks or diffusion wakes by producing disturbances in

the energy-momentum tensor of a supersymmetric plasma [44].

• It has been suggested that fluctuations or three-jet events can produces small

anisotropies resembling the double-peak structure. In [27], an event shape anal-

ysis was conducted using simulated p+p events to demonstrate that the selection

of a certain category of events can produce such a structure in p+p, and that

the correlation method may conceivably mimic this selection process.

• Other explanations include the non-negligible presence of a v3 flow component,

deflected jet topologies, and a combined surface bias + flow effect.

9 Also see section 2.5.5 for discussion in an experimental context.
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• Finally, experimental considerations have not been ruled out, but this topic will

be more fully addressed in chapter 6.

In the case of collective modes as a medium response, the Mach and Cherenkov pictures

differ in an important way. Since the sound speed cs is roughly fixed (at least for a

given configuration of the medium, corresponding to a specific stage in its evolution),

θM is not strongly dependent on parton energy. However, dispersion effects (n = n(ω))

in the Cherenkov case impart a gluon energy dependence on θc. Small changes in β can

correspond to large differences in ω in the relativistic limit, so that θc is expected to

have a significant dependence on hadron pT in the correlations.

1.6.1 Di-jet quenching and enhancement

A variable commonly used to quantify the type of yield modification shown in

figure 1.15 is IAA, the ratio of conditional jet pair yield in A+A to that in p+p:

IAA(ptrig
T , passoc

T ) =

[
1

Ntrig
dNpair

d(∆φ)

]
A+A[

1
Ntrig

dNpair

d(∆φ)

]
p+p

(1.25)

Because this observable is derived from quantities with different geometric features than

single-particle suppression, it serves as an important complement to RAA so that the

requirement that energy loss models match both provides a sharper constraint. For

example, IAA has been measured as a function of zT ,

zT =
passoc
T

ptrig
T

(1.26)

which is used as proxy for the fragmentation variable z = phadron/pparton because of

its experimental accessibility10 . In figure 1.16, a recent analysis was performed [25] in

which the single-particle and pair suppression were fit concurrently to a leading-parton

jet quenching calculation that includes a hydrodynamic profile of the medium. The

10 Care is required in the interpretation of results measured vs. zT , since it includes effects from
fragmentation in both jets, as well as initial state momentum-imbalance effects.
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Figure 1.16: Fitting analysis from [25] in which recent measurements of both RAA and
IAA are fit to a hydro + E-loss model to extract transport properties of the medium.

calculation models straight-line trajectories through the medium and parametrizes the

transport at a point ξ along the path as q̂(ξ) = Kq̂QGP (ξ) ' 2Kε3/4(ξ), where ε is

the energy density from a hydronamic input and K is the fit parameter. It was found

that K = 4.1 ± 0.6, which is a more tightly constrained value than would be obtained

through a fit to RAA only.

Such improvements in the constraints on energy loss models are of great impor-

tance for improving understanding of sQGP density, coupling behavior, and transport

properties through its interaction with energetic partons.

1.7 Scope and purpose of this analysis

Angular correlations from RHIC experiments have already provided critical infor-

mation about energy loss and medium response, but have introduced several questions

as well. Among these questions are:
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• At low hadron pT , what is the observed double-humped structure and its mech-

anism of formation?

• What role does recombination play as a hadronization mechanism in comparison

to jet fragmentation, and what are its effects on the correlations?

• At higher hadron pT , what are the specific reasons for large reductions in particle

yield? If the suppression is due to radiation and scattering in a highly opaque

medium, what does this tell us about its density, coupling strength, speed of

sound, equation of state, and viscosity?

• What is the specific connection between the behavior at low and high momenta?

Where does the onset of vacuum-like fragmentation occur, and how sharp is this

transition?

• What is the picture that simultaneously explains the large suppression and an

unmodified jet shape? Can the data discern between competing explanations?

Addressing these questions by examining the most energetic (thus rarest) hadrons

in event-wise coincidence is challenging due to statistical limitations and other exper-

imental difficulties. The existing data on correlations at high trigger pT from RHIC

experiments have included wide pT bins to enhance statistical precision, with the conse-

quence of averaging over potentially interesting regions of jet evolution. Moreover, most

existing results make use of unidentified charged hadrons as trigger particles, whose rel-

ative composition has been measured to vary drastically with pT . This potentially

influences the correlations data due to (a) kinematic effects from hadron mass differ-

ences, and (b) jet flavor dependence, since the fragmentation from q vs. g to different

hadron states can vary substantially.

In the RHIC 2007 running period, an unprecedented volume of Au+Au collsion

data (over 4 billion events) was collected with the PHENIX detector, enabling a push
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to higher pT at finer intervals. The PHENIX detector allows statistical reconstruction

of neutral pions for use as triggers, and in contrast to charged hadrons measured with

PHENIX tracking instruments, their idenfification improves with increasing pT such

that the current upper momentum limits near midrapidity remain statistical.

The use of an identified hadron as the trigger particle thus side-steps complica-

tions arising from the baryon anomaly, and this analysis is performed on the largest and

most recent Au+Au dataset available. Several experimental improvements have been

implemented related to the normalization of background contributions to the correla-

tions and corrections for detector effects, resulting in reduced and carefully-quantified

systematic uncertainties. With these implementations, two particle correlations are

produced over a wide combined momentum range, providing a new level of detail in

mapping the transition with pT of jet shapes and yields from medium-response dom-

inated features to suppressed and vacuum-like punch-through phenomena which are

amenable to perturbative QCD calculations, providing new opportunities to constrain

energy loss scenarios in this region.



Chapter 2

The PHENIX experiment at RHIC

2.1 The Relativistic Heavy Ion Collider

The relativistic heavy ion collider (RHIC) [48, 46] at Brookhaven National Lab-

oratory is a synchrotron storage ring 3.8 km in circumference capable of accelerating

particles ranging from protons (A=1) to Au ions (A=197) up to energies 100 GeV/n for

Au and 250 GeV for protons. The RHIC consists of two concentric collider rings which

intersect at 6 interaction points, each with an independent lattice of superconducting

magnets to control acceleration, storage, and collision. Original design luminosities

were 2× 1026 cm−2 s−1 for Au averaged over a 10 hour storage period (with a fourfold

increase in Run 7), with typical bunch populations of 1 × 109 ions. Luminosities are

considerably higher for proton beams, reaching 1 × 1031cm−2s−1 with bunch densities

2 orders of magnitude higher. The major parameters of the RHIC runs are shown in

table 2.1.

Pre-existing facilities are used for the initial stages of acceleration of Au ions

before injection into RHIC at an energy of 8.86 GeV/u. The acceleration process begins

at the Tandem Van de Graaff accelerator with a gas of Au−1 ions emitted from a

pulsed sputter source at ground, which are accelerated to a +14 MeV potential terminal

containing a stripping foil. The ions aquire a positive charge q, and continue to accelerate

as they are repelled with an energy of 14q MeV. A magnetic field selects q = +12 ions at

1 GeV/u, which continue through another stripping and selection process upon exiting
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Year Species

√
s [GeV ]

∫
Ldt Ntot(sampled) Data Size

Run1 2000 Au - Au 130 1 b−1 10 M 3 TB

Run2 2001/02 Au - Au 200 24 b−1 170 M 10 TB
Au - Au 19 < 1 M

p - p 200 0.15 pb−1 3.7 B 20 TB

Run3 2002/03 d - Au 200 2.74 nb−1 5.5 B 46 TB
p - p 200 0.35 pb−1 6.6 B 35 TB

Run4 2003/04 Au - Au 200 241 b−1 1.5 B 270 TB
Au - Au 62.4 9 b−1 58 M 10 TB

Run5 2005 Cu - Cu 200 3 nb−1 8.6 B 173 TB
Cu - Cu 62.4 0.19 nb−1 0.4 B 48 TB
Cu - Cu 22.4 2.7 b−1 9 M 1 TB

p - p 200 3.8 pb−1 85 B 262 TB

Run-6 2006 p - p 200 10.7 pb−1 233 B 310 TB
p - p 62.4 0.1 pb−1 28 B 25 TB

Run-7 2007 Au - Au 200 813 b−1 5.1 B 650 TB

Run-8 2007/08 d - Au 200 80 nb−1 160 B 437 TB
p - p 200 5.2 pb−1 115 B 118 TB

Au - Au 9.2 few k

Table 2.1: Collision species, beam energies, integrated luminosities, and data volumes
for Runs 1-8.

the Tandem to produce a beam of Au+32 ions.

The beams traverse the 850 m heavy ion transfer line and are injected into the

booster synchrotron, where they are collected into six bunches and accelerated to 95

MeV/u. A stripping foil at the booster exit removes all but two of the remaining

electrons, and the Au+77 ions undergo bunching manipulation upon entrance to the

alternating gradient synchrotron (AGS) such that there are 4 bunches with densities of

one billion ions/bunch. The Au ions are accelerated to 8.86 GeV/u, and are stripped

of their two remaining electrons at the AGS exit.

Injection to RHIC is carried out in the AGS-to-RHIC transfer line in cycles of up

to 28 repetitions to give 111 total bunches per ring (one bunch is left empty as an abort

gap). The bunches are captured by the RHIC RF acceleration system, which operates

at 28.25 MHz, and acceleration from injection energy up to 100 GeV/u is achieved in

about 2 minutes. When full beam energy is attained, the beams are transferred to
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Figure 2.1: Schematic of the RHIC complex.

the RF storage system with an operating frequency of 197 Hz. The storage system is

designed to maintain the bunch lengths at or below 30 cm by reducing the effects of

scattering within the beams. Finally, the beams are synchronized in preparation for

collisions. In the Run 7 111 × 111 bunch configuration, the bunch spacing is about 34

m or 113 ns, giving a bunch crossing rate of about 8.85 MHz. Even at these Au+Au

crossing rates, the PHENIX data acquisition system was fast enough during the 2007

running period to record every event satisfying the minimum bias trigger requirements.

Just outside of each interaction point, the counter-rotating beams are steered into

closer proximity by dipole (DX) magnets and the beampipes are merged into a single

8 cm pipe. In the PHENIX interaction region, the beampipe is made of Beryllium,

whose low atomic weight reduces conversion background produced by interactions of

the outgoing particles with the material.

2.2 Overview of the PHENIX detector

PHENIX [9], the Pioneering High Energy Nuclear Interaction eXperiment, is a

tightly integrated collection of close to 20 separate subsystems with hundreds of thou-

sands of detector channels that are digitized and assembled to provide detailed tracking,

calorimetry, and particle identification information in the high multiplicity environment

of nuclear collisions. The various subsystems employ a variety of technologies and phys-
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ical principles to study different aspects of heavy-ion physics, and thus contain built-in

cross checks due to their differing sources of systematic uncertainty.

In broad strokes, the PHENIX detector is composed of four spectrometer arms,

each covering about one steradian in acceptance. The two central arm spectrometers are

positioned near midrapidity on the east and west side of the beampipe, while the north-

ern and southern spectrometers designed for muon tracking and identification surround

the beampipe at forward and backward rapidity. In addition, the global detectors serve

in the triggering system and characterize timing, vertex position, and multiplicity of

events, as well as the orientation of the reaction plane and centrality. The configuration
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Figure 2.2: Configuration of the PHENIX detector for the 2006 (left) and 2007 (right)
running periods.

of the subsystems within PHENIX for Runs 6 and 7 is shown in figure 2.2. The central

arms cover a pseudorapidity range of |η| < 0.35 units and have an azimuthal coverage

of about 90◦ each. They are designed for detecting photons, electrons, and charged

hadrons with good position and momentum resolution.

The muon arms have full azimuthal coverage at forward rapidity and are used
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for identification and tracking of dimuons and single muons from heavy quarkonia de-

cays, especially J/ψs. Their rapidity acceptance makes them particularly suitable for

studying cold nuclear matter and low-x physics in asymmetric collision species such as

d+Au. The north and south muon trackers each consist of three stations of multi-plane

drift chambers enveloped in a radial magnetic field, followed by the muon identifiers,

which are alternating panels of thick steel to absorb hadronic contamination and Iarocci

streamer tubes for coarse position determination. The muon subsystems were not used

in this analysis, so no further description will be provided here.

The acceptance of each subsystem is listed in table 2.2. The major subsystems

used in this analysis will be described in the following sections.

Element ∆η ∆φ Purpose and Special Features

Central Magnet ±0.35 360◦ Up to 1.15 T·m
South Muon Magnet -1.1 to -2.2 360◦ 0.75 T·m for η = 2
North Muon Magnet 1.1 to 2.4 360◦ 0.75 T·m for η = 2

Beam-beam (BBC) ±(3.1 to 3.9) 360◦ Start timing, fast vertex.
ZDC ±2 mrad 360◦ Minimum bias trigger.

Drift chambers (DC) ±0.35 90◦ × 2 Good p, m resolution,
∆m/m = 0.4% at m = 1 GeV.

Pad chambers (PC) ±0.35 90◦ × 2 Pattern recognition,
tracking in nonbend direction.

TEC ±0.35 90◦ Pattern recognition, dE/dx.
Hadron-blind (HBD) lookup

RICH ±0.35 90◦ × 2 Electron identification.
ToF ±0.35 45◦ Good h± ID, σ < 100 ps.

PbSc EMCal ±0.35 90◦ + 45◦ γ and e± detection.
PbGl EMCal ±0.35 45◦ Good e±/π± separation at

p > 1 (p < 1) GeV/c by
EM shower (ToF).
K±/π± separation
up to 1 GeV/c by ToF.

µ tracker (south) -1.15 to 2.25 360◦ Tracking for muons.
µ tracker (north) 1.15 to 2.44 360◦ Tracking for muons.
µ identifier (south) -1.15 to -2.25 360◦ Steel absorbers and Iarocci tubes
µ identifier (north) 1.15 to 2.44 360◦ for µ±/h± separation.

Table 2.2: Basic coverage and description of the PHENIX subsystems that were installed
for at least portions of Run 6 and 7. Updated from [9].
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2.3 Triggering and data aquisition

The PHENIX data acquisition (DAQ) system [18, 19] is one of its most impressive

features. In terms of data throughput capabilities, it has maintained a notable status as

the fastest data aquisition of any experiment at RHIC, and is likely to be the fastest of

any high-energy collider experiment prior to the startup of the LHC. In many physics

analyses, this high-rate capability has compensated for PHENIX’s lack of full geometric

acceptance.

In addition to the extremely fast DAQ, PHENIX has a two-level triggering/filtering

system with the capability to reject empty bunch crossings and “uninteresting” events.

The electronics in the PHENIX DAQ/trigger system are synchronized to the RHIC

master clock (∼10 MHz) and have the ability to select and process event data within

about 100 ns, the timescale of one bunch crossing. The layout of the DAQ system is

Figure 2.3: Schematic layout of
the DAQ system, showing the
interplay between the FEMs,
the timing system, the DCMs,
the event builder, and the data
buffers. Upon receipt of an accept
signal from the Level 1 trigger,
the data flow from the FEMs con-
tinues through the DCMs to the
event builder nodes in a highly
distributed process. The PHENIX
Run Control system integrates the
components of the DAQ front end
and orchestrates their operation.

shown in figure 2.3. Schematically, the data flow proceeds from raw detector subsystem

signals to the front end electronics (FEE) modules, where they are are processed as

analog signals. The signals are fanned to the Level 1 trigger before being fully digitized

to save time, and if the trigger accepts the event, the signals are digitized and sent
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via fiber to an array of data collection modules (DCMs). The signals are processed in

parallel groups called granules, which involves error checking, data compression, and

reformatting. The processed streams are sent, again in parallel, to the event builder

system, which assembles the granules and serves as the framework for a level-2 software

trigger/filter system, which can be implemented for the benefit of particular physics

analyses.

The assembled events are checked for quality by the online monitoring system,

and buffered in high-capacity disks until they are archived to long-term tape storage at

the RHIC computing facility, where the data can undergo production into a properly

reconstructed and calibrated data set for physics analysis.

2.4 Global event characterization

Experimentally, the most fundamental properties of heavy ion collisions are the

timing, position within the detector, reaction plane orientation, and centrality. The

latter parameter is a statistical categorization used as a proxy for the impact parameter.

The beam-beam counter [23] and zero-degree calorimeter [12] serve the critical roles

of measuring these event properties, in addition to their roles in event counting and

minimum bias triggering.

2.4.1 BBC and ZDC

Both the BBC and ZDC consist of separate north and south components fully

surrounding the beampipe and provide position, multiplicity, and timing information

that is redundant yet complementary, since they measure different types of particles over

different rapidity ranges. The BBC detectors (figure 2.4) cover a range of 3.1 < |η| < 3.9

while the ZDCs are positioned 18 m from the interaction point at a very small polar angle

(hence the name). The BBC is designed to count and time charged particles, while the

ZDC is measures collision spectators (primarilly neutrons) which have not been swept
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away from the beam by the DX steering magnets. Until the 2004 run, information from

both subsystems was used to determine centrality, but since that time it was decided

to use the BBC only since essentially equivalent precision can be obtained without the

use of the ZDC. The north and south BBC each reside 144 cm from the interaction

Figure 2.4: The beam-beam counter consists of 64 PMTs with quartz radiators in a
honeycomb configuration.

point and consist of an array of 64 3 cm quartz Cherenkov radiators with mesh-dynode

photomultiplier tube readout. This design has successfully met the stringent design

requirements of handling multiplicities ranging into the thousands for central Au + Au

collisions in the midst of an environment with high radiation and a 0.3 T magnetic field.

In addition, the BBCs are mounted in a tightly confined region and require air cooling

to maintain a suitable operating temperature for the readout electronics.

The BBC has an exceptional single-element timing resolution of 52 ± 4 ps. The

time for all elements receiving hits is averaged to give TN and TS , which are used to

establish the collision time for time-of-flight and other particle identification measure-

ments. Given that β = 1 and L = 144.35 cm, the start time is defined as

T0 =
TS + TN − 2L/c

2
(2.1)

while the z-vertex of the collsion is calculated as

zBBC = c
TS − TN

2
. (2.2)
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The BBC sends the vertex information to the Level 1 trigger, which requires that the

collision take place within a range of ±30 cm from the center of the interaction region,

and that both N and S BBCs register a hit in at least one phototube.

The reaction plane angle, Ψ, is defined by the direction of the impact parameter

vector and can be inferred from measured by the BBC charge distribution. It is ad-

vantageous to measure the reaction plane in a rapidity range that is separated as far

as possible from the region under study to avoid contamination from other sources of

azimuthal anisotropy such as jets. Thus the BBC provides an important reference for

elliptic flow measurements in the central arms. The nth harmonic of the angular particle

distribution is determined from the BBCs by using the ADC counts and the angle φ

summed over the BBC elements:

tannΨ =

64∑
i

ADCi sinnφi

64∑
i

ADCi cosnφi

(2.3)

2.5 Central Arm Spectrometers

The full central arm acceptance is covered by drift chambers and pad chambers

used to track charged particles, with the addition of a ring-imaging cherenkov detec-

tor for identifying electrons and time-of-flight (TOF) detectors for distinguishing pions,

kaons, and protons. The outermost subsystem is the electromagnetic calorimeter (EM-

Cal) which is positioned at 5 m from the beampipe. Although the azimuthal coverage is

90◦ for each arm, they are not positioned symmetrically in φ; instead, they are rotated

upwards by about 5◦ each, which improves the geometric acceptance for particle pairs

at right angles.
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2.5.1 Central Arm Magnets

The central arm magnet system [26] is used for momentum determination of

charged particles and consists of separate outer and inner cylindrical copper coils em-

bedded in iron yokes. The coils are positioned to provide a uniform field concentrated

in the region surrounding the drift chambers and can be operated in constructive or

opposite polarities. When the inner magnet polarity is reversed, the field closest to the

beampipe is effectively canceled, which is necessary for the operation of the hadron-

blind detector used in Run 7. The field configurations used in Runs 6 and 7 are shown

in figure 2.5. In the same-polarity configuration, the central magnets produce an axial

Figure 2.5: Central arm magnetic field configurations as viewed from the side. Left: the
“++” configuration, used in Run 6 (double-check). Right: “+-” configuration, used for
most of Run 7. The red boxes represent the outer an inner coils.

field of approximately 0.5 T within a 1 m radial region of the beam, corresponding to a∫
B · dl of ∼ 0.8 T ·m. The field drops rapidly to less than 0.01 T ·m outside the drift

chamber (a design requirement) to minimize smearing of light rings from low momentum

electrons in the RICH. The field strength was chosen to be sufficient to resolve momenta

beyond 10 GeV, but weak enough to allow charged particles to maintain trajectories

into the drift chamber down to ∼ 150− 200 MeV/c before curling up in the field.
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2.5.2 Electromagnetic Calorimeters

The lead-scintillator (PbSc) and lead-glass (PbGl) calorimeter subsystems are one

of the strongest features of the PHENIX experimental program. They provide excellent

position and energy resolution for photons and electrons, and to a lesser extent charged

and neutral hadrons. In addition, the timing resolution is adequate to identify pions,

kaons, and protons with transverse momenta up to about 2-2.5 GeV/c. The energy

resolution of the PbSc and PbGl were measured in test beams to be 8.1%/
√
E⊕2.1% and

5.9%/
√
E ⊕ 0.8%, while the timing resolutions are 100 ps and 200-400 ps, respectively.

Both calorimeter types exploit the principle of electromagnetic showering, which

involves chained combinations of photon and electron production via two processes.

The first is bremsstrahlung by energetic electrons interacting with nuclei in a (typically

high-Z) material, and the second is e+e− pair production from a hard photon scattering

against a softer photon that is typically associated with the EM field of a large nucleus.

Since the photons and electrons of interest enter the calorimeter with at least several

hundred MeV of energy, the two processes occur several times in succession, leading to

an exponential growth in the number of photons and electrons with depth, until the

energy of the particles approaches ionization energies.

This pattern produces a statistically well determined profile of the shower. The

shower shape can be (and is) used to distinguish photons from electrons, as well as

reject hadrons, which are most likely to deposit a relatively small amount of energy by

ionizing atoms within the calorimeter material. The fine segmentation of the calorimeter

additionally allows position resolutions on the order of 2-10 mm, depending on energy.

The EMCal is divided into 8 segments covering equal azimuthal areas. Four PbSc

sectors cover the west arm, with two more on the upper half of the east arm, while two

PbGl sectors are installed in the lower half. Although the detection principles differ

between the two subsystems, the fundamental element of both subsystems is a single-
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channel tower, shown in figure 2.6. Each PbSc (PbGl) sector contains 36 x 72 (48 x 96)

Figure 2.6: Elements of the two EMCal subsystems. Left: PbSc module containing four
towers. Right: PbGl supermodule containing 24 towers.

towers, for a total count of 24,768 individual channels.

Each PbSc tower is constructed from alternating tiles of lead and plastic scintil-

lator material stacked in a shashlik (Russian: skewer) configuration. There are 66 such

Pb-scintillator sampling cells, each 0.56 cm thick, stacked in a single tower. Each tower

is optically isolated from its neighbors with an external Aluminum plating. The towers

have an active depth of 37.5 cm, corresponding to 18 radiation lengths, and present

a square lateral segmentation of slightly over 5.5 cm on a side. The plastic tiles are

Polystyrene containing an organic scintillator (POPOP) and the fluorescent additive

p-Terphenyl, which leads to a large light yield (∼ 12500 photons/GeV/tower). The

scintillation light is read out through 36 wavelength-shifting fibers to a photomultiplier

tube. Towers are grouped in 2x2 modules, which are further grouped into 3x3 module

units called supermodules that are read out by a single front-end electronics unit.

The PbGl calorimeter towers are monolithic 4 cm x 4 cm x 40 cm glass blocks

containing 51% PbO which are individually wrapped in aluminized mylar for light iso-

lation and bundled into 6 x 4 tower supermodules. The finer segmentation corresponds

to improved position and energy resolution compared to the PbSc, but the timing res-

olution is larger due to complications arising from hadronic response. The dense glass
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serves as both an absorber (14.3 radiation lengths) and a Cherenkov radiator (n = 1.65)

whose light is read out by photomultiplier tubes.

Photons are reconstructed in the EMCal as clusters of towers. The size of a

shower in the calorimeter is parametrized by the Moliere radius, which defines a cylin-

der containing 90% of the shower energy. Empirically, RM = 0.0265X0(Z + 1.2), which

corresponds to shower sizes of 3-4 cm in the PbSc and PbGl. This means that show-

ers typically span several towers (towers are only optically isolated for the low-energy

scintillation or Cherenkov light read out by the PMTs; shower constituents are not re-

flected). The clusters are reconstructed by offline software and correct for effects such

as incidence angle and energy dependence.

2.5.3 Drift chambers

The east and west drift chambers (DC) [11] are multiwire proportional chambers

forming the core of the PHENIX central arm tracking system, and have proven to

be capable in providing precise tracking information for charged particles even within

the high occupancy environment of Au+Au collisions. Apart from the running period

including the hadron-blind detector, the drift chambers were the innermost detectors

in Runs 6 and 7, enveloping a radial distance of roughly 2-2.5 m and extending 1.8

m in z. They consist of a total of 6500 anode wires immersed in a 50/50 Ar-ethane

drift gas mixture and separated by potential wires as well as gate and back wires to

shape the field for optimum resolution. A photo of one DC panel is shown in figure 2.7.

The DCs are each azimuthally segmented into 20 equal 4.5◦ sectors, sometimes called

keystones, which contain six radial multiplane wire groupings, or modules. A side- and

top-view schematic of one keystone is shown on the right hand side of figure 2.7. The

X modules contain wires oriented parallel to the beamline for r-φ tracking, while the

U and V modules are angled at ∼ 6◦ in a stereo configuration to provide out-of-bend

position information along the z coordinate. This angling of the U and V modules
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Figure 2.7: Left: a drift chamber panel showing the titanium frame enclosed in mylar
front and back windows, and the segmentation into keystones. Right: side and top view
of the wire layout within one keystone, schematically showing the 40 wire planes (12 for
each X plane, 4 for each U, V plane.)

causes the wires to cross into adjacent sectors. The drift spacing is 2 - 2.5 cm in the

azimuthal direction. Although not shown in the figure, the wires are bisected at z = 0

and electrically isolated with a 100 µm thick kapton support, and each half is read out

separately, doubling the total channel count to 13000.

The reconstruction efficiency is better than 99% due to the low ambiguity provided

by the precise manipulation of the electric field, the redundancy of the wire planes, and

the fine spatial segmentation of the anode and sense wires. The r-φ single-wire resolution

is 150 µm, while the z spatial resolution is considerably larger at 2 mm. In practice,

the tracking resolution can be improved by including three-dimensional position from

the pad chambers, described next.

2.5.4 Pad chambers

The pad chambers (PCs) [10, 59] are multiwire proportional chambers with a

single wire plane positioned between two cathode planes. One plane serves as a read-

out via copper pixels grouped into pads. In high-multiplicity collisions, the position

information from the drift chambers alone contains combinatorial ambiguities in the

pattern recognition. The pad chambers provide a nonprojective three-dimensional po-
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sition coordinate which can significantly improve the tracking accuracy when used in

conjunction with the other central arm detectors. The PC layout (figure 2.8) consists

Figure 2.8: Left: Layout of PC subsystems with several PC panels and all other detectors
removed for clarity. Figure from [59]. Right: cross-section of a pad chamber panel.

of three separate radial panels, although the middle panel, PC2, is only present in the

west arm. PC1 is the innermost chamber and provides the z coordinate for particles

exiting the DC before they enter the RICH. This provides critical information in re-

constructing the momentum vector in the pattern recognition process. The PC3 (and

PC2) can serve the important role of aiding in rejection of random background from

decays and conversions when a minimum proximity cut (a.k.a. a match) is required be-

tween the projected track position and the nearest PC cluster. The readout pixel sizing

Figure 2.9: Left: an individual readout pad consists of nine pixels ganged together
in a staggered configuration. Dimensions are shown for PC1; the outer PCs maintain
comparable angular resolution with larger pixel sizes. Right: pads are arranged in an
interlocking pattern such that three vertically adjacent pixels form a cell, which serves
as the fundamental component of a PC cluster. Two of three pads within a cell must
record a hit in order for the cell to participate in a cluster.

was chosen to be large enough to provide an optimum balance of high reconstruction
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efficiency and reliability, while maintaining a spatial resolution of a few mm. Because

there are five separate PCs each covering the full central arm acceptance, minimizing

the channel count is an important design consideration. To this end, a clever design us-

ing interlocking pads (figure 2.9) was developed so that the readout from adjacent pads

is grouped into geometrically contiguous 3-pixel cells. In PC1, each cell is a square 8.4

mm on a side. This overlapping configuration provides a factor of three gain in the area

that can be covered with the same number of channels versus using square pads of the

cell’s dimensions, and a factor of nine compared to using one channel per pixel. Even

with this optimization, the high channel density leads to a channel count of 172,800

for the total PC system. The pad readout is discriminated to reduce the output to a

binary state, and each cell requires two of its three pixels to register a hit in order to be

considered for inclusion into a cluster. The offline clustering algorithm then combines

cells into PC clusters, assigning a size and position. Large clusters may be split if they

demonstrate indications of merging, or rejected if their size is unacceptably large.

2.5.5 Ring imaging Cherenkov detector

The RICH is a focusing threshold cherenkov detector designed to distinguish

electrons from the more abundant pions and other charged hadrons produced in hadronic

collisions. Cherenkov light is produced by any charged particle traversing a dielectric

material when it has a superluminal speed β > 1/n, where n is the index of refraction.

The dielectric material, also known as the radiator, emits light in the short visible and

near UV range at a characteristic angle to the particle trajectory given by

cos θc = 1/βn (2.4)

due to the coherent disturbance of the electric field in the medium by the particle. At

a molecular level, the material is polarized as dipoles in the material are distorted or

rotated by the fast charged particle, and each dipole emits a weak pulse of radiation
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upon returning to its initial state. At particle speeds below c/n, such pulses interfere

and do not survive at macroscopic distances, but above the threshold, a constructive

pattern develops in a manner analogous to acoustic Mach cones.

In principle, it is possible for a cherenkov detector to determine the velocity

of a particle via equation 2.4, but a threshold cherenkov detector simply determines

whether or not a particle carries a velocity large enough to produce cherenkov light

by measuring the amount of light at the expected position. In conjunction with an

independent momentum measurement, threshold Cherenkov detectors are thus used for

particle identification by distinguishing particles with velocities above and below the

threshold.

The threshold condition, β > 1/n, dictates that reducing n towards unity in-

creases the threshold velocity. In PHENIX, the radiator gas is chosen in order to

separate electrons and heavier charged particles over the broadest possible momentum

range, which requires that n should be as small as possible in order to raise the threshold

for pions, the next-lightest particles. The threshold is raised for electrons as well, but

it is only a few tens of MeV, well below the minimum momentum that can be tracked

in the magnetic field.

The RICH in each central arm contains a CO2 radiator gas with n = 1.000410

(γth = 35), so that electrons radiate above pth = mγth/n = 0.02 GeV/c, while pions

radiate above 4.7 GeV/c. CO2 is chosen over ethane despite its lower light yield because

the pion threshold is about 1 GeV higher. The gas volume is large, 40 m3 in each arm,

to give a long path length and thus an adequate light yield for high efficiency.

The RICH uses a focusing design, in which a spherical mirror reflects the light

emitted along the full track to a PMT array, and the geometry of the mirror collects

all light from a track into a ring whose radius is independent of the emission position

along the track. This design could be contrasted with a proximity-focusing RICH, in

which light from a thinner, high light-yield radiator volume is collected in a ring whose
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radius depends on the particle velocity. To minimize conversions within the RICH, the

Figure 2.10: Left: outer perspective of the RICH detector. Right: cutaway drawing
showing cherenkov light rays being reflected into the PMT array by the spherical mirror,
which is omitted for clarity.

materials and radiator gas have been designed to be extremely thin and are less than

2% of a radiation length in total. The light is reflected away from the active volume

as shown in figure 2.10, where the light ring can be reconstructed from information

collected by the 2560 PMTs. Typical ring sizes are about 12 cm.

In this analysis, the RICH is not used specifically to identify electrons, but rather

to reject particles that have deposited light below 4.7 GeV/c in the RICH, which are

assumed to be background electrons from conversions and decays contaminating the

charged hadron sample. The criterion that no PMTs record a hit is used to veto

electrons.

2.5.6 Tracking in the central arms

Tracking and reconstruction of momentum in the central arms requires integration

of information from many of the subsystems described in this chapter. The process is

described in detail in [37] and [60], but will be outlined here.

DC track reconstruction The track reconstruction process begins with a
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Figure 2.11: Tracking in the r-φ plane
in the drift chamber. Track candidates
are created from hit positions in the
40 radial wire planes and PC1 hits.
Because of the nonzero field inside
the DC, the particle trajectory is not
perfectly straight, but the bend angle
is less than 1◦ so a linear fit to the
hits provides sufficient accuracy. α is
defined at RDC between this fit line
and the line defined by φ.

segment containing a BBC z-vertex, DC wire hits, and a PC1 hit, as shown in figure 2.11.

In the DC, tracks are reconstructed using a combinatorial Hough transform (CHT),

which is an optimized version of a pattern recognition technique originally developed

for identifying tracks in bubble chamber photos.

The principle of a Hough transform can be understood with a simple example

problem, where the objective is to identify a line from a set of points distributed in

the x-y plane. Each point (xi, yi) can be transformed to a line in parameter space,

also known as feature space. The slope and y-intercept were used as the parameters

in the original implementation, but due to the singularity of m for vertical lines, a

polar parametrization of the line is preferred: r(θ) = xi cos θ + yi sin θ. Thus a unique

sinusoidal curve corresponds to each point if we require 0 ≤ θ < π. Every point on the

curve corresponds to a line in the x-y plane passing through (xi, yi).

If a set of points is colinear, i.e. commonly constrained by yi = mxi + b, then

the parametrization is also constrained to be r(θ) = xi cos θ + (mxi + b) sin θ and there

is a point of intersection for the whole family of r(θ) curves. This is the point where

cos θ +m sin θ = 0. If one were to bin each point in r-θ space, a peak would develop at

this intersection, uniquely identifying the line.

A combinatorial Hough transform is similar in spirit to this example, but uses

pairs of points instead, which reduces the computational overhead and provides more

distinct peaks, reducing the number of “ghosts” or spurious tracks. The CHT is used
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to reconstruct tracks in the r-φ plane, and PC and UV information is then combined

with the results to carry out a separate tracking procedure in r-z. In this implementa-

tion of the CHT, all pairs of X1 and X2 DC hits are binned in a two-dimensional φ-α

histogram. It is assumed that tracks are straight within the DC. Because of the hit re-

duncancy provided by the X-planes (typically 6 hits in each module), the CHT provides

prominent and distinguishable feature space peaks even in central Au+Au events. All

peaks with amplitudes above a particular threshold are designated as track candidates,

and after several iterations of hit association to PC1 and track purging, the tracks are

reconstructed with high efficiencies and a ghost rate below 1%.

The momentum is reconstructed from the α inclination angle imparted by the

magnetic field. Although the momentum reconstruction process is described in detail

in the following sections, it is useful to observe that, for tracks emitted perpendicular

to the z-axis, the pT and inclination are roughly related as

α ≈ K

pT
(2.5)

where the effective integrated field K is about 85 mrad GeV/c.

The track model The central magnets more closely resemble a Helmholtz coil

design than that of a solenoid, and consequently the field pattern involves strong non-

axial components which lead to a focusing effect resulting in a violation of equation 2.5.

Due to the separation in z of the coils, the concentric geometry of the inner and outer

coils, and the presence of saturated iron in the magnet poles, the field shape is very

complex, particularly at larger |z|. Fortunately, the field is at least symmetric in φ, a

feature which is exploited in the calculation of particle trajectories.

Figure 2.12 shows the projections of charged particle tracks and the associated

observables. A traditional approach to tracking of charged particles involves following a

particle through a known magnetic field by integrating its equations of motion. However,
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Figure 2.12: Track projections in the
inner detectors. The z-coordinate at
PC1, zpad, is measured, in addition to
three angles: α is the φ inclination
angle between the DC track and a
radial line at a reference position of
RDC = 2.2 m, the center of the DC. β
lies in the plane defined by the z-axis
and zpad and is measured at RPC1. Fi-
nally, φDC = φv + Φ is measured at
RDC .
From zpad, α, β, and φDC , the kine-
matic parameters pT , θ, zv, and φv
can be uniquely determined from the
track model as described in the text.

the complexity of the central B-field prevents a precise analytic parametrization that

can be used to calculate trajectories, so an alternative procedure has been devised [37].

The method involves conducting a full GEANT-based simulation to traverse

charged particles (specifically e±, π±, K±, p, p̄) through the detector acceptance, which

includes detailed numerical field maps generated from readings of Hall probes positioned

throughout the central region and a full mock-up of the detector material and geometry

to account for energy loss effects. The simulation is run for each particle type using a

grid of possible initial values of pT , φ, z-vertex position zv, and polar angle θ. Thus

a unique mapping is generated in the simulation between the measured positions and

angles shown in figure 2.12, namely (zpad, α, β, and φDC) and the basic kinematic vari-

ables (pT , θ, zv, and φv). This mapping is encapsulated in a large lookup table that

is referenced and interpolated in the reconstruction process, so in a sense the problem

solved by the simulation is worked out in reverse during momentum reconstruction.

The grid-mapping technique is carried out with a fine enough parameter spacing

that any error introduced by the interpolation is a factor of ten smaller than the physical

resolution of the hit measurements. The method has the advantage of being faster than

reconstruction techniques requiring integration, however the initial investment must of
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course be made to calculate the field maps and simulations for all relevant detector and

magnet configurations. The technique assumes that all tracks originate at (x, y, z) =

(0, 0, zv), so that displaced vertices and finite beam dimensions are neglected.

Reconstruction and inter-detector association The momentum reconstruc-

tion process begins with the reconstructed DC/PC1 track segment. For each DC hit, the

field integral is estimated from a polynomial interpolation in the track model lookup

table grid, and a linear fit is obtained to the field integral and φ. The procedure is

iterated a few times until a convergence is obtained. At this point a reliable φ and

momentum value have been calculated, and these inputs are used along with another

LUT interpolation to obtain the polar angle information. Finally, the radial coordinate

is nailed down with a final LUT interpolation in conjunction with the calculated angular

inputs. At the end of the process the path length of each track is known at the position

of the outer detectors, which can be used in the association.

The association between detectors relies heavily on a track model object which is

generated in offline software from each DC/PC1 track candidate. The tracks are pro-

jected outward based on the track model assumption that they are pions, and particle

identification procedures are subsequently used to determine the probability that the

particle is not a pion. If this probability is determined to be large enough, the updated

projection is re-run in order to properly account for energy loss and detector response.

A list of hit positions in the outer detectors is also stored as input. The candidate hits

are stored for a specific φ-z window about the projection of the track object to the outer

detectors. The width of the window is dependent on the resolution of the detector and

the error of the track projection. Each outer detector is associated independently, and

the basic criterion for the association algorithm is to associate the projected track with

the hit in closest proximity within the window. Efficiencies for tracking association to

the PCs were calculated by a 200 GeV Au+Au HIJING simulation using GEANT for
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Figure 2.13: Track association efficiency as calculated from a GEANT simulation [60]
between DC and PC1 (left) and between DC and PC3 (right).

detector response. Requiring that the original GEANT track be the dominant contribu-

tor to the DC hits (as opposed to background tracks from showering, conversion, decay,

etc.), high association efficiencies were obtained as shown in figure 2.13.

2.6 The EMCal-RICH trigger

The EMCal-RICH trigger (ERT) is designed to select events where a large deposit

of localized energy is identified in the EMCal, or where a strong electron-identification

signal is found in the RICH. The former is of interest in this analysis. ERT triggering

was employed in the data taking in Run 6 because of its high beam luminosities, whereas

only the MB trigger was used in the 2007 Au+Au run.

The ERT trigger works by grouping EMCal towers (in software) into 2×2 groups

called trigger tiles, whose summed energy is read out by an application-specific inte-

grated circuit (ASIC). The tiles overlap so that the redundancy of the energy information

controls for the effect of splitting energy between tiles. The configuration of the overlap

is shown in figure 2.14. As shown in the figure, the tile energies are further combined

into 4×4 units. In Run 6, a bit signaling the attainment of threshold energy of 2.1,

2.8, and 1.4 GeV for the 4×4a, b, and c tile sums was recorded. The decision as to

whether the event fired the ERT trigger is based on the information from 12×12 tower

supermodules, which are the finest unit recorded. Thus for each event a bit signaling
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Figure 2.14: Layout of ERT tiles.

the attainment of each threshold energy was recorded as well as the location of the

supermodule where it occurred. Run 6 suffered from a large number of noisy ERT tiles

in the PbGl, which required the application of strict masks to the noisy channels. The

hot tiles caused the lowest threshold (4×4c) trigger to be live in only approximately

half of the PbGl. In order to regain some of the lost efficiency, either the 4×4a or 4×4c

was required, which recovered the majority of the live-triggered acceptance.



Chapter 3

Data analysis

This chapter describes the determination of event centrality in the PHENIX Run

7 dataset, as well as the procedures used to generate angular correlations between jet-

induced π0−h± pairs, which involves identification of each type of particle, producing

correlation functions, establishing and removing the non-jet background component,

and applying corrections for detector acceptance, efficiency, and occupancy in order to

obtain conditional jet pair yields. From these quantities a number of shape and yield

observables can be calculated, and a comparison between the p+p reference and Au+Au

can be made.

3.1 Centrality determination

Collision centrality has been determined through a number of different techniques

in the history of the PHENIX experiment, most commonly through the “clock method”

which involves an empirical correlation between the integrated charge measured in the

beam-beam counters and the summed energy in the zero-degree calorimeters. However,

the method employed for the Run 7 dataset used in this analysis is the “BBC only”

method, which was decided after careful study demonstrated that the model-dependent

parameters Npart or Ncoll could be mapped to the BBC charge observables in a more

precise way than with the clock method.

The BBC method relies on the assumption that the integrated charge measured
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Figure 3.1: Glauber Monte
Carlo calculation of Npart and
Ncoll as a function of impact pa-
rameter for Au+Au and Cu+Cu
collisions at a center-of-mass
energy of 200 GeV. The lines
represent the mean values.

in the BBCs is linearly proportional to the number of collision participants. Npart is

defined as the number of nucleons suffering at least one inelastic collision, while Ncoll is

the number of binary collisions per event suffered by these nucleons. These quantities

are determined by a Glauber Monte Carlo (GMC) simulation [58]. A GMC simulation

is used to connect the impact parameter b with these quantities, as shown in figure 3.1.

Additionally, the probability for an event to have a given Npart or Ncoll is given by

these respective distributions, shown in figure 3.2. Note that because the GMC uses a

Woods-Saxon nuclear density profile, which includes a diffuse tail, the geometry dictates

that glancing collisions are far more common than low-b collisions.

The linear proportionality between BBC charge and collision multiplicity implies

that each collision participant makes an equal contribution to the charge measured in

the BBC tubes, one unit of charge per BBC hit on average. The number of BBC hits in

each collision is expected to follow a negative binomial distribution (NBD). The NBD

is similar to a Poisson distribution, but with a wider variance, and in fact converges

to equivalence with a Poisson in the limit of a large number of trials. It is discussed

further in appendix B. The linearity assumption mentioned earlier effectively states

that the mean of the NBD µ ≈ Npart. Additionally, the assumption that the hits are

uncorrelated to each other leads to a proportionality between NBD k parameter and
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Figure 3.2: Npart and Ncoll distributions from GMC.

Npart. The procedure to connect Npart
1 to the number of BBC hits thus proceeds as

follows:

• Using the assumptions made above, the NB probability is calculated in the

scaled variables µNpart and kNpart for each Npart value taken from a Glauber

MC simulation, with the inclusion of a weighting factor fGlauber(Npart) (see

fig. 3.2) to account for the probability for each event to have the given Npart.

• The trigger efficiency correction factor 1
ε(Nhit)

is taken into account.

• The probablity for the BBC to observe Nhits in an event with Npart is thus given

by

1

ε(Nhit)
P (Nhit) =

∑
Npart

fNB(µNpart, kNpart)fGlauber(Npart). (3.1)

• This probability is fit directly to the Nhit data to extract the parameters µ and

k.
1 The procedure can apply to an Ncoll parametrization as well.
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• The BBC charge is binned in 1-percentile categories, such that each event cor-

responds to a particular centrality and Npart range.

3.2 Two-particle correlation framework

As discussed in section 1.5, two-particle azimuthal correlations are a powerful sta-

tistical technique used to study jet signals in hadronic and nuclear collisions. Although

direct jet reconstruction algorithms have undergone significant recent progress, the large

multiplicities of soft background particles have proven difficult to disentangle from the

fragments of energetic particles on event-by-event basis, particularly in a detector with

limited acceptance such as PHENIX.

A powerful alternative is offered by the angular correlation method, in which

patterns from a very large number of events is examined. In this analysis, π0−h± pairs

that are believed to be correlated through jet-related processes are extracted from a

distribution containing not only the signal, but additional background correlations due

to combinatoric pairing and soft physics.

The class of trigger particles (A) typically consists of high-momentum particles

that are closely aligned with the jet axis. A partner particle may be present in the

event at some other position and energy. Since leading-order QCD predicts back-to-back

azimuthal jet production, the angle of the partner in reference to the trigger particle,

∆φ = φA − φB, is expected to peak at ∆φ = 0 and π. Other factors such as Fermi

motion within the initial state hadrons and both initial- and final-state radiation lead

to an additional smearing effect. Because of the central limit theorem, these combined

effects lead to jet signals in p+p collisions taking on a Gaussian shape, where the angular

region opposite to the trigger, known as the away side, exhibits a slightly broader shape

than that on the near side.

Because there can be a large imbalance in the fractional momenta between the

partons involved in the hard scattering process, momentum conservation dictates that
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the jet axes are not back-to-back in rapidity. Moreover, the limited PHENIX acceptance

in η typically allows only an incomplete capture of the complete set of jet fragments,

leading to a reduction in the number of away-side pairs relative to the near side.

3.2.1 Event mixing and background normalization

The effects of limited acceptance and dead or inefficient areas would significantly

distort the pair distribution if it were not properly corrected. Pair acceptance and

efficiency effects are accounted for by event mixing. A trigger particle is paired with

partners from other events so that the pair distribution maps out precisely the ability

of the detector to measure trigger-partner pairs. Event mixing is performed with a pool

of events that are temporally close to the real event so that the performance of the de-

tector is as similar as possible to its state during the real event. This distribution serves

operationally as the denominator in equation A.1. The ratio of the same-event pair dis-

tribution to that of the mixed pairs thus allows a cancellation of pair-acceptance effects,

leaving a distribution reflecting only physical correlations. This ratio, when normalized

to account for the mixed-event multiplicity enhancement, is the experimentally-defined

correlation function C (∆φ):

C (∆φ) =

d〈nABsame〉
d∆φ

d〈nABmix〉
d∆φ

∫
d〈nABmix〉
d∆φ

d∆φ∫
d〈nABsame〉
d∆φ

d∆φ

(3.2)

The lowercase n variables represent per-event pair counts, and the angle brackets denote

an averaging of these pair multiplicities over many events within a centrality selection.

In practice, the ratio of the two integrals is a weighting applied to the mixed-event

distribution effectively equivalent to the inverse of the mixing depth, i.e. if each event

was mixed with ten other events, the normalization factor would amount to 1/10. Thus,

any excess in the ratio above unity can be interpreted as the presence of pairs resulting

from physical correlations.
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3.2.2 The two-source model and elliptic flow as a residual correlation

A fundamental problem centers around the disentanglement of AB pairs arising

from jets and those that are not directly associated with jets. This problem is addressed

in [66] and the following is based on the discussion therein. The simplest assumption

is that correlations arise from two independent and separable sources: a jet component

and a generically designated “background” component. Although single particles can be

produced in principle from either a jet-related or a non-jet related process, background

pairs can be formed from particles in which both are from different jets, neither is

from a jet, or a jet particle is paired with a non-jet particle. With the jet-background

distinction, the azimuthal distribution of pairs is

d〈nABsame〉
d∆φ

=
d〈nABjet 〉
d∆φ

+
d〈nABbg 〉
d∆φ

(3.3)

Under this decomposition, the jet signal can be extracted from the correlation function

if both the shape and the relative contribution of the background are known. In the

pT ranges of the particles involved in this analysis, the primary quantifiable source of

azimuthal anisotropy surviving in the background over a large sample of events is elliptic

flow.

The distribution of single particles correlated through eliptic flow was introduced

in equation 1.14. This type of correlation can be considered a “residual” correlation2 . A

residual correlation can be defined for these purposes as an A-B correlation through some

parameter such that one or more sub-ranges Q in the parameter can be identified where

A and B are uncorrelated. Within each sub-range Q, the pair distribution factorizes

and the correlation function is unity.

To calculate a residual correlation, it is necessary to sum or integrate over each of

these subranges (which may be intervals in a continuous parameter or discrete steps).

The quantities in the correlation function defined in equation A.1 are represented as

2 See footnote in section 1.5.
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NA,B,AB(Q), and Q can be treated as a random variable following a probability distri-

bution P (Q). For the continuous case,

1

Nevt

d3NA

d3pA
=

∫
dQP (Q)

1

Nevt

d3NA(Q)

d3pA
(same for A→ B) (3.4)

1

Nevt

d6NAB

d3pAd3pB
=

∫
dQP (Q)

1

Nevt

d6NAB(Q)

d3pAd3pB
(3.5)

For the discrete case, the integrals would be replaced by summations in the expected

way.

Moving to the specific case of elliptic flow at a fixed centrality, and ignoring any

other sources of correlation for the moment, it can be seen that the reaction plane

angle ΦRP serves as the Q parameter, because the per-event single-particle angular

distribution is determined by the reaction plane as given by equation 1.14: a cosine-

modulated function whose normalization N0 is given by the per-event count of particles

divided by the full angular range, i.e.

1

Nevt

dNA(ΦRP )

dφA
=

nA

2π

[
1 + 2vA2 cos (2(φA − ΦRP ))

]
(same for A→ B)

1

Nevt

d2NAB(ΦRP )

dφAdφB
=

nA nB

(2π)2

[
1 + 2vA2 cos (2(φA − ΦRP ))

] [
1 + 2vB2 cos (2(φB − ΦRP ))

]
(3.6)

Using equation 3.6 in equation 3.5 and integrating over dQ = dΦRP with the isotropic

reaction plane distribution P (ΦRP ) = 1/2π gives

1

Nevt

d2NAB

dφAdφB
=
nA nB

(2π)2

[
1 + 2vA2 v

B
2 cos (2∆φ)

]
. (3.7)

This result is remarkably simple in that it expresses the same functional form for the

relative-angle distribution of pairs as for single particles. When placed into equation A.6,

this gives

Cflow(∆φ) = 1 + 2vA2 v
B
2 cos (2∆φ). (3.8)

Other potential sources of correlation have been proposed in the literature, including

ambiguously-labeled “non-flow effects” [68], or perhaps more specifically “minijets” [71]

or “clusters” [70]. However, these phenomena, if physically present, remain elusive as
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to their shape or level of contribution to angular correlations. As discussed in the

introduction, the event anisotropy due to elliptic flow has been measured to be quite

strong, and imparts a harmonic modulation to the combinatorically paired background.

The two-source model thus suggests an application of the following division into flow

and jet components:

C (∆φ) = J (∆φ) + b0
(
1 + 2〈vA2 vB2 〉 cos (2∆φ)

)
. (3.9)

The quadrupole anisotropy coefficients v
{A,B}
2 are taken as inputs from independent

measurements of type A and B particles. As noted in section 1.4, higher order terms of

the anisotropy expansion are smaller and often neglected. In Eq 3.9, the approximation

is made that the background pair anisotropy is equivalent to the product of the single-

particle anisotropy coefficients:

〈vA2 vB2 〉 = 〈vA2 〉〈vB2 〉. (3.10)

Given the validity of equation 3.9 and the factorization of the pair flow in 3.10, the only

remaining problem is establishing the relative contribution of the background level as

parametrized by b0. By combining the relations given in equations 3.2, 3.3, and 3.9 and

integrating over ∆φ, the background level is related to the per-event pair multiplicities

as

b0 =
〈nABbg 〉
〈nABmix〉

. (3.11)

Two different approaches have been employed in the determination of b0, each with its

own physical assumptions: (a) the zero-yield-at-minimum (ZYAM) method [14, 21], and

(b) the absolute background subtraction (ABS) method [66].

3.2.3 The ZYAM method

In the ZYAM method, b0 is set such that some region of the background-subtracted

jet function vanishes. In practice, this amounts to scaling the background term so that
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it contacts a well-defined point associated with the correlation function. There are a

handful of different ZYAM implementations in conventional use, which differ primarily

in how the minimum of J(∆φ) in equation 3.9 is defined. As the ZYAM method was

being developed, the single lowest point was sometimes used to designate the minimum,

but this definition suffers the obvious weakness of susceptibility to statistical fluctua-

tions in the angular region near the minimum. Any downward scatter on a point near

the minimum can unnaturally lower the minimum point, thus causing a potential over-

estimation of the background-subtracted jet function. An improvement over the use

of a single minimum point involves establishing the zero-yield point in a bin-averaged

region at right angles to the jet axes, as done in [14]. This definition suffers a similar

bias due to statistical fluctuations as the single-bin definition of the minimum, but at a

reduced level.

A more rigorous approach involves designating the minimum at the low point of

a curve which is fit to the data. Although not immune from the effects of statistical

fluctuations, this method generally suffers a smaller bias than the direct determination

of a minimum from a small number of points. However, it requires the assumption of

a specific functional form for the fit curve, and naturally requires that a satisfactory fit

to C (∆φ) can be obtained.

An additional pitfall associated with the ZYAM method arises in the case where

one or both of the jet peaks are wide enough that a non-negligible tail component

persists into the minimum region. In such a case, the minimum point may reside well

above the true background level. If the ZYAM condition is strictly enforced, the jet

yield can become significantly underestimated. If the fitting method is used in this

case, it must be decided (and clearly documented) whether b0 is chosen such that the

background level truly contacts the minimum point on the fit curve, or whether a gap

is allowed to account for what may be a signal yield in the tail region.

The ZYAM method has generally been considered a robust technique for cases
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where statistics are adequate to obtain high-quality fits to C (∆φ) and where the near-

and away-side peaks are well distinguished. Thus the ZYAM method is used for the p+p

reference data in this analysis. Additionally, the alternative ABS technique requires a

variation in Npart or Ncoll as described below in order to calculate the background, and

such a parametrization has not yet been demonstrated to be possible in p+ p.

3.2.4 The ABS method

The absolute background subtraction (ABS) method uses the assumptions that

(a) the multiplicity of background pairs can be calculated directly from combinatorics,

and that (b) the hard QCD processes produce fairly strong angular correlations between

the jet-induced particles. The background particles are considered to be auto-correlated3

through event-wide effects such as hydrodynamic flow. Under these assumptions, the

mean per-event background pair production rate is equivalent to the product of the

mean single-particle production rates:

〈nABbg 〉 = 〈nA〉〈nB〉. (3.12)

Thus if the background is truly combinatorial in nature, the background level in C (∆φ)

is

bideal0 =
〈nA〉〈nB〉
〈nABbg 〉

(3.13)

Thus, since 〈nA〉 and 〈nB〉 are directly measurable in the data, the background level can

be calculated directly, if the mixed-event pair multiplicity can be used as a proxy for

the true combinatoric background. However, the single-particle per-event multiplicities

increase with Npart or Ncoll as collisions become more central. This increase is shown

schematically in figure 3.3 and again for real Au+Au data in figure 3.4. When two

distributions are not flat, the mean of their product is not generally equivalent to the

3 Here, the term “auto-correlation” refers to a common source of correlation between many particles,
such as radial expansion or anisotropic flow, in contrast to a specific correlation source affecting a small
number of particles, such as hard scattering and jet fragmentation.
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Figure 3.3: Cartoon from [66] of
single-particle per-event yields
versus Npart. The solid arrows
represent true combinatoric back-
ground pair multiplicity, while
dashed arrows represent the ap-
proximate background multiplicity
obtained through event mixing
within a finite centrality category.
The difference between the two
results is described by the residual
multiplicity correction factor ξ.

product of their means. Because event mixing is done in centrality categories that

span a finite range in Npart or Ncoll, and 〈nA〉 and 〈nB〉 depend on these quantities, a

multiplicity correlation arises. This residual multiplicity correlation, known as ξ, is a

description of the degree to which the ratio in equation 3.13 deviates from unity, and is

defined as

ξ =
〈nA〉〈nB〉
〈nAnB〉

. (3.14)

Since the single-particle multiplicities rise as collisions become more central, the mixed-

Figure 3.4: Left: per-event multiplicities of pi0’s and charged hadrons. Right: ξ factor
for 5% centrality bins.

event sample slightly overestimates the background estimate obtained as the simple

product of single-particle yields, since it is more likely that higher-multiplicity events

are combined than low-multiplicity events. Thus 〈nABmix〉 > 〈nABmix〉 = 〈nA〉〈nB〉, and b0

is underestimated compared to bideal0 . It is straightforward to calculate this deviation,
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and the residual multiplicity correction factor can be applied to restore the mixed-event

sample as a usable proxy for the true background. Since bideal0 is underestimated by the

use of mixed events, it is expected that the correction factor ξ ≥ 1.

The actual calculation ξ requires that 〈nA〉 and meanb are available, as well as

the probability P (N) for an event to have a particular multiplicity (Npart or Ncoll)

within the centrality range allowed for event mixing. This probability is equivalent to

fGlauber described in section 3.1, and shown, for example, as the peaked distributions in

figure 3.2 or as wGlauber in figure 3.3. The residual multiplicity correction factor ξ(N)

is then calculable by the discrete versions of equations 3.4 and 3.5, using Q = Npart or

Ncoll ≡ N . ξ serves as a measure of the residual correlation obtained by comparing pair

multiplicities from events having the same N to that from events with different N :

ξ(N) =

∑
N

P (N)〈nAnB(N)〉∑
N

P (N)〈nA(N)〉
∑
N

P (N)〈nB(N)〉
(3.15)

As a simple example, consider a linear form for 〈nA〉 and 〈nB〉 that vanishes at N = 0:

〈nA〉 = Na (3.16)

〈nB〉 = Nb (3.17)

〈nAnB〉 = N2ab. (3.18)

The slopes are independent of N and cancel in the ratio, leaving only the expectations

of N and N2:

ξ(N) =

∑
N

P (N)abN2

∑
N

P (N)aN
∑
N

P (N)bN
=
〈N2〉
〈N〉2

(3.19)

Since the variance of P is σ2 = 〈N2〉 − 〈N〉2,

ξ(N) = 1 +

(
σ(N)

〈N〉

)2

. (3.20)

Note that ξ ≥ 1, and that the correction becomes more significant as the width of

P grows relative to the mean. In the Gaussian regime where σ ∼
√
N , it is found
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that ξ ≈ 1 + 1/N , and the magnitude of the correction is small. Although the real

data does not follow such a simple parametrization, the features observed here are

qualitatively general. This is demonstrated by the example in figure 3.4, where the

results of equation 3.14 have been shown for type A = π0 and B = h± particles in

real Au+Au data. It can be seen that ξ remains within 1% of unity for the 30%

most central collisions, but rises sharply as the multiplicity drops, which corresponds

to a rising degree of variation in multiplicity over a centrality bin. Quantitatively,

event mixing provides a good approximation of the combinatorial background for central

events, provided that the centrality binning is sufficiently narrow (here they are 5%).

The pale boxes are bounded above and below by results from calculating with Npart and

Ncoll parametrizations, and the central point is the mean value. The difference between

the two parametrizations is taken to be the sole source of systematic uncertainty in the

background normalization, and its propagation into the final results will be described

in a later section.

π0−h± ξ values, 0-20%
π0 pT h± pT (GeV/c)

(GeV/c) 0.5-1 1-2 2-3 3-5 5-7

4-5 1.001 ± 0.004 1.003 ± 0.005 1.003 ± 0.004 1.002 ± 0.004 1.005 ± 0.004
5-7 1.000 ± 0.004 1.002 ± 0.005 1.002 ± 0.004 1.001 ± 0.004 1.004 ± 0.004
7-9 1.001 ± 0.004 1.003 ± 0.004 1.003 ± 0.004 1.001 ± 0.004 1.004 ± 0.004
9-12 1.000 ± 0.004 1.002 ± 0.005 1.002 ± 0.004 1.001 ± 0.004 1.003 ± 0.004

Table 3.1: 0-20% ξ values.

π0−h± ξ values, 20-60%
π0 pT h± pT (GeV/c)

(GeV/c) 0.5-1 1-2 2-3 3-5 5-7

4-5 1.012 ± 0.005 1.011 ± 0.006 1.013 ± 0.006 1.010 ± 0.005 1.013 ± 0.005
5-7 1.010 ± 0.005 1.008 ± 0.005 1.011 ± 0.005 1.008 ± 0.004 1.011 ± 0.005
7-9 1.008 ± 0.004 1.008 ± 0.005 1.007 ± 0.005 1.007 ± 0.004 1.010 ± 0.004
9-12 1.009 ± 0.005 1.008 ± 0.005 1.010 ± 0.005 1.008 ± 0.004 1.010 ± 0.005

Table 3.2: 20-60% ξ values.



71

3.3 Event mixing

Event mixing is implemented by maintining a buffer of events in memory that

are in close temporal proximity to the event being processed. Events are always mixed

within the same DAQ run in order to avoid calibration drifts, channel trips, or other

hardware or electronics problems. Because the mixed-event background in ∆φ is used as

the reference for acceptance correction, it is important that its statistical uncertainty is

very small compared to the same-event distribution. The mixing depth, or event buffer

size, is varied according to the centrality of the event in order to optimize statistical

precision versus computation time and memory usage. Very peripheral events require a

greater mixing depth than central events to accumulate the same statistics in the pair

distribution. In the p+p data, a uniform mixing depth of 20 events is used. In Au+Au,

the mixing depth ranges from 20 events in the most central collisions to a maximum of

300 events at or above 65% centrality.

An example of the azimuthal distribution of π0−h± pairs is shown in figure 3.5

for two different trigger × partner pT bins. The mixed-event pair distribution, shown

in black, captures the shape of the pair acceptance in the central arm spectrometers. It

has been normalized by the mixing depth to represent the equivalent sample of events

included in the same-event pair distribution. It is clear from the figure that the ori-

entation of the two opposing 90◦ central arm spectrometers offers a highly nonuniform

probability to obtain pairs vs. ∆φ: back-to-back pairs receive optimal acceptance, while

right-angle coincidences are comparatively infrequent. It is evident in the figure that

an adequate mixing depth is maintained in order to reduce the uncertainties within this

statistically-deprived region.
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Figure 3.5: Same-event and mixed-event distributions for central Au+Au (top) and
p+p (bottom). Two trigger ⊗ partner pT bins are shown as examples, demonstrating
the large increase in the correlated signal to background ratio with increasing pT .

3.4 Data quality

This section focuses on the quality assurance (QA) procedures applied to the Run

6 and Run 7 data.

3.4.1 Event selection

All events in the Au+Au data were required to satisfy the following two criteria

• Trigger requirement:

∗ Each event must record a coincidence between the ERT trigger and BB-

CLL1 in Run 6.
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∗ They must satisfy the minimum bias trigger requirement in Run 7, which

is BBCLL1(>1 tube).

• The reconstructed BBC z-vertex must reside within ±30 cm of the center of the

interaction point.

3.4.2 DAQ runs and run QA

As described in chapter 2, the data is recorded in blocks called DAQ runs, or

simply “runs” (lowercase “r”). The duration of each run typically ranges from a few

minutes to an hour or more, and contains information associated with O(104 − 106)

collisions, depending on a variety of running conditions. The raw data that is initially

archived to tape in the PHENIX raw data format (PRDF) contains multitudes of low-

level detector information that is used during the production process to calculate a

recalibrated version of the data with more physically salient variables stored in data

summary tape (DST) format.

Although DSTs are typically condensed by an order of magnitude relative to

PRDFs, the full minimum-bias data volumes for entire Runs have remained too large

to be maintained in a disk-resident state. Higher levels of data refinement and selec-

tion have therefore been devised, resulting in the so-called “nano-DST” format. The

nDSTs are produced to be specific to subsystems and analyses; for example, the muon

working group or MWG nDSTs contain information specifically intended for tracking

and identification in the muon arm subsystems, while the photon working group nDSTs

contain detailed calorimeter information for photon and π0 reconstruction from clusters

of EMCal towers.

Despite the large degree of sifting and compression provided by the nDSTs, the

data volumes for all RHIC runs remain far too large to fit on disk at the RHIC computing

facility. In order to optimize computing resources, the datasets are examined in their
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entirety in coordinated passes via the “analysis taxi” framework. Put succinctly, various

parties interested in a particular dataset submit their analysis code to a central “taxi

driver” who coordinates the temporary staging of nDSTs for that dataset from the

tape archive to disk for the execution of the analysis modules on the disk-resident files.

Typical timescales to complete a pass of a particular dataset range from a few days to

a few weeks, depending on the current availibility of the resources relative to the load

placed on them.

The final data used in this analysis was generated from the 163rd taxi pass in

August 2009, in which 794 ERT-triggered PWG and CNT nDSTs were processed from

Run 6, and 870 minimum-bias CWG nDSTs from Run 7.

In the Run 6 p+p dataset, 704 runs were included in the analysis as acceptable.

In the Run 7 dataset, 870 runs were passed over by taxi 163. Among these runs were

a subset of about 30 experimental runs with reversed polarity in the inner central

magnet and/or additional converter material surrounding the beampipe for background

studies. In addition, about 30 additional runs were identified as anomalous based on

the shape of the mixed-event pair distributions. The distortions come about due to gain

problems, partial trips, or other issues occurring in the detector subsystems during a

run. The runs were grouped into 7 chronological categories, and the normalized mixed-

event distributions for each run are compared with the summed (averaged) reference

for their corresponding run group. Those deviating from a uniform distribution with a

poor goodness-of-fit measure were considered as candidates for rejection. The ratio of

each run’s background distribution to the reference was required to match a flat fit line

within χ2/ndf < 3. In addition, the correlation functions themselves were examined for

each run and checked for features that are anomalous beyond statistical deviation, as

shown in figure 3.6. Again, runs having a C (∆φ) with χ2/ndf < 3 and an integrated

value more than 5σ from the reference were examined as rejection candidates, leading

to a final list of 55 rejected runs. The final good run list includes 840 runs.
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Figure 3.6: χ2 distributions of C (∆φ) for central Au+Au for the pT binning used in
this analysis.

3.5 π0 identification

The π0 lifetime is 10−16 s, meaning that they travel 250 nm away from the collision

point on average before decaying electromagnetically. The dominant decay channel is

π0 → 2γ, occurring 98.8% of the time. The Dalitz decay π0 → e+e−γ accounts for

almost the entirety of the remainder. Neutral pions are reconstructed in the PbSc

and PbGl calorimeters on a statistical basis by combinatorially pairing all acceptable

photons within an event. The criteria for acceptability will be discussed below. The

statistical method offers the benefit of naturally rejecting bad photon clusters due to

the kinematic requirements involved in identifying a photon pair within a relatively

narrow mass range, in particular compared with the identification of single or inclusive

photons. The π0 mass is then computed in terms of the energy and momenta of the

decay photons γi, γj , i 6= j, as

m2
ij = (Ei + Ej)

2 − pi · pj. (3.21)
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For photon pairs truly originating from the same parent, Ei = Ej = pi = pj and

pi = −pj in the rest frame of the decaying π0, making equation 3.21

m2
ij = 2(EiEj − pi · pj) = 2EiEj(1− cos θ). (3.22)

The opening angle θ is small for the ranges of π0 momentum in this analysis. Decay

angles are always isotropic and back-to-back in the π0 rest frame, but they depend

upon the π0 momentum and the photon energy in the lab frame. The decay angle

distribution is derived in Appendix D and shown in figure 3.7. The ∆φ bin width

Figure 3.7: Distribution of decay angles between a parent π0 and its decay photons as
a function of π0 pT . The white lines represent kinematic bounds for photons within a
given energy range. Smaller angles correspond to higher decay photon energies. For
example, photons in the 1-2 GeV range have kinematically allowable decay angles within
the two highest white lines.

in the correlations histograms of this study is 2π/30 ≈ 0.21 radians. Once the decay

angles shown in figure 3.7 are projected into the azimuthal plane, they are typically

at least an order of magnitude narrower than the bin width. More importantly, their

separation is comparable to the size of the tower segmentation in the EMCal. Because

of this small decay angle, it is important to address concerns related to merged EMCal
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photon clusters. Typical EMCal clusters are a few tower-widths in extent, leading to

angular sizes of roughly tan−1 (5cm/5m) ≈ 0.01 radians. Because the EMCal clustering

algorithms are capable of identifying the centroid based on shower profiling, individual

photons can be resolved to a much higher precision than given by their characteristic

spatial extent. The PbSc has been shown to distinguish the decay photons from π0s

with pT > 12 GeV/c, while the finer segmentation of the PbGl enables highly efficient

π0 resolution beyond 15 GeV. Since these momenta lie above the highest π0 pT range

involved in this analysis, it is concluded that cluster merging is not a problem.

Although the π0 mass is 134.98 MeV/c2, the meanmγγ obtained through calorime-

try and reconstruction is closer to 140 MeV due to the smearing of the energy spectrum

of the photons from the finite calorimeter resolution. The EMCal energy resolution is

discussed in chapter 2. The imperfectly measured photon energies are somewhat higher

or lower than the truth, each about half the time. Since the photon energy spectrum

naturally drops very steeply with increasing energy, the symmetric energy smearing ef-

fect shifts this highly asymmetric distribution rightward to higher energies, since each

bin receives more contributions from its left neighbor, on average, than from its right.

The π0 mass distributions for a subset (about 5%) of the Au+Au data are shown in

figure 3.8. (The full dataset is not shown due to the long waits and large disk space

requirements of full taxi passes.) The ≈ 5 MeV/c2 upward shift is evident in the plots.

It can also be seen that the higher multiplicities of photons in lower-pT and more central

events lead to a larger combinatorial background rate. A fit consisting of a Gaussian

peak and a quadratic background is applied to the mass distributions in order to assess

the signal / background ratio. For 4-5 GeV π0s, the S/B is measured to be 4:1 within

the 125-150 MeV window, meaning that 20% of the photon pairs in that bin are falsely-

reconstructed π0s. The background photons originate from hadronic decays, most often

other π0s and ηs, as well as a contribution from prompt photons that increases with pT .

In order to increase the S/B, a number of cuts are applied to the EMC clusters:
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Figure 3.8: π0 mass plots for Run 7 Au+Au. The vertical lines represent inner and outer
mass windows used to determine the S/B ratio, which is printed for each centrality. The
numbers inside the peak region represented the integrated yield in this subset of the
data, used only to track cut efficiencies.

• EMC shower profile cut: each photon cluster must have a shower shape matching

an ideal reference (determined through simulations) with a χ2 value less than

3.0.

• Minimum photon energy cut. A common technique for improving the S/B in

the combinatorial π0 reconstruction method is to restrict the energy asymmetry

of the two decay photons. Often the energy asymmetry parameter α = |Ei −

Ej |/(Ei+Ej) is fixed below a certain value in order to reject the ubiquitous low-

energy photons that raise chances for random pairing. For instance, applying

an α < 0.8 cut allows reconstruction from 10% < Eγ < 90%Eπ0 . Because

the combinatoric background varies strongly with centrality and π0 energy, a

xed asymmetry cut is not optimal for simultaneously rejecting background and

maximizing statistics. In this analysis, a variable minimum photon energy cut
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is applied during reconstruction, which has the form

Eminγ = 0.7 + 0.8(1− c) exp [0.4(4.0− pT )] (3.23)

where c is the fractional centrality (i.e. c = 0.2 for a 20% central event) and pT

is that of the π0. This equation is plotted in figure 3.9. The fixed asymmetry

Figure 3.9: Minimum photon energy as a function of pT and centrality. The cut is
tightest where the combinatorial background is highest and the statistics can support
stricter cuts.

cut is related to the minimum energy as

α ≤
E − 2Eγmin

E
(3.24)

where E is the π0 energy.

• The central tower in the cluster may not be designated as “hot”, as described

in the following section. Additionally, the central tower of all clusters must not

reside ajacent to hot tower, so that the bias in cluster position and energy is

reduced.

• Mass cut. For π0 pT < 5 GeV, the mass range is 125-150 MeV, and for pT ≥ 5

GeV it is 120-160 MeV.
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• Fiducial mask. No cluster may have a central tower on an edge sector, and pho-

tons must both hit the same sector to reduce any effects from gain or calibration

mismatches between sectors.

• Charged track veto cut. This cut, and its corresponding mixed-event accep-

tance correction, is discussed in section 3.5.2, and is applied to both photons

composing the π0.

3.5.1 Rejection of hot EMCal towers

As discussed in chapter 2, each of the six PbSc sectors contains 36x72 = 2592

towers, and both PbGl sectors each contain 48x96 = 4608 towers. Apart from multiplic-

ity variation over the pseudorapidity range covered by the EMCal, which is small, the

distribution of hits over a certain time period should follow Poisson statistics. However,

faulty readout electronics on some towers cause them to send signals at abnormally

high rates, and with unrealistic correspondence to true energy deposition, which inter-

fere with reconstruction algorithms and produce spurious clusters. This is more of a

problem than “dead” or “cold” towers, whose electronics either have failed completely

or produce abnormally weak signals. The towers in these categories contribute to re-

duced acceptance and efficiency, but these effects are corrected through the process of

event mixing.

The towers rejected as hot for the Run 7 data are those which have hit frequencies

more than 4 times the mean number of hits per sector for a given energy range. The

hit frequency distributions for each sector from a subset of the Run 7 data are shown

in figure 3.10. The ranges used were 1-2, 2-5, and 5-20 GeV, where the cluster energy

is given by Ecore, a variable that includes dispersion corrections to the cluster energy.

A unique set of 310 towers were rejected by this definition. An additional 3x3 tower

mask is applied around each of these towers to avoid participation in nearby clusters.
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Finally, the outermost row of towers in each sector is masked off to reduce the number

of partial clusters at the edge of the acceptance. There are 1872 towers in this category.

After the 3x3 and sector edge masking, there are 3229 rejected from the total count of

24,768. A very similar procedure was conducted in the Run 6 data by K. Boyle for his

PhD thesis. A map of the rejected and masked towers is shown in figure 3.11 for Run

7, and the Run 6 hot tower map can be found at [33].

Figure 3.10: Tower hit frequency distribution in Run 7 EMCal sectors. Towers recording
greater than four times the mean number of hits are designated as hot.

The level of run-by-run variation was found to be small, so no runs were rejected

solely on the basis of EMCal quality assurance.

3.5.2 Handling charged track contamination in photon clusters

Although the EMCal is optimized for measurement of electromagnetic (as op-

posed to hadronic) energy, the design does not allow for complete blindness to neutrons

and charged hadrons. A large fraction of these background sources is rejected with the

shower profile (χ2) cut, but additional background remains. This can be seen in fig-
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Figure 3.11: Map of hot and masked EMCal towers in Run 7 as determined by the QA
procedures described in the text. The axes represent the tower position within each
sector. Sectors E0 and E1 compose the PbGl, and E2-W3 make up the PbSc.

Figure 3.12: charged track contamination

ure 3.12, which shows distributions of the proximity in φ in z between the center of each

EMC cluster and the nearest PC3 hit in the event. Since the PC3 resides directly in

front of the EMCal, a sharp peak at close proximity statistically indicates the presence

of contamination. Many contaminated clusters are rejected by masking a veto region
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in EMC-PC3 ∆φ×∆z space. Any clusters that have charged tracks registering a PC3

hit within a small region around the cluster are not included in the analysis. The veto

region is bounded by the ellipse

∆z2

∆z2
max

+
∆φ2

∆φ2
max

< 1.0 (3.25)

where ∆zmax and ∆φmax are 10 cm and 0.02 radians. Since this rejection cuts an

elliptical hole into the same-event pair acceptance, a corresponding hole is also removed

from the mixed-event acceptance in order to correct for the loss. The same- and mixed-

event distributions in ∆φ×∆z are shown in figure 3.13. Because there is no information

Figure 3.13: charged track veto for same and mixed evts.

stored in the data that lists the distance to tracks in other events for each cluster, the

mixed-event PC3 veto correction is instead applied to charged tracks, which has the

equivalent effect of removing pairs from the background acceptance.

3.6 Charged hadron track selection and high-pT background

The charged hadrons in this analysis serve as the partner (type B) particles.

This analysis includes a range in transverse momentum from 500 MeV/c to 7 GeV/c.

A number of cuts were applied to the data in order to reject the background, which is

a particular problem at high momentum. The background problem is discussed first,

followed by a discussion of analysis cuts applied to reduce its effects.
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3.6.1 Background in charged tracks

Although the DC/PC tracking system works well to identify “good” tracks with

high position and momentum resolution, the lack of any tracking information between

the collision vertex and the drift chamber allows a non-negligible contamination from

background tracks. Almost all of the integrated magnetic field is contained inside the

radial position of the initial DC window, so secondary particles originating more than

a short distance from the event vertex do not suffer the expected deflection and are

assigned incorrect momenta.

In general, the further the origination point from the event vertex, the straighter

the track and the larger the reconstructed momentum. The deviation between true

and reconstructed momenta can readily be observed in GEANT simulations of the

PHENIX detector. Figure 3.14 depicts the fractional momentum difference between the

Figure 3.14: PISA simulation of difference between true and reconstructed track mo-
menta. Note that the x-axis is logarithmic above 1.

true GEANT momentum and the momentum assigned in reconstruction. Since most

background tracks that survive reconstruction are given momenta far higher than their
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correct value, the background is most destructive to the data quality at high track

pT . Moreover, the mechanisms responsible for background production do not strongly

depend on pT , while the spectrum of true charged hadrons plummets steeply with

increasing momentum, increasing the background contamination sharply as pT rises.

The background sources can distiguinguished in three categories:

(1) Electrons from photon conversions. As photons from either hadronic decays

(primarily π0 and η) or from prompt processes interact electromagentically with

nuclei in air or material in the detector, e+e− pairs are produced. Based on

simulations, the true electron momenta are typically around 0.5 GeV/c. The

dominant material source for production of conversion electrons is the metal

framing between the DC entrance window and the initial wire planes at about 2

m from the beampipe. Since the beampipe itself is Beryllium in the interaction

region, and is close to the event vertex, it is not a large background source.

(2) Secondary particles from decays. The primary decay sources include

• Short-lifetime hadrons (primarily K0
s ,Λ,Σ,Ξ). The decay products are

mainly muons, pions, and protons with momenta that are mildly smeared

from their true value due to the momentum kick from the decay and the

small offset of the decay vertex.

• Longer-lived hadrons (primarily K0
L,K

±) Due to the larger decay vertex

offset, the pions and muons from these decays often receive a large kink in

their trajectory relative to the parent.

(3) Random associations from hits belonging to two or more different tracks. This

problem is specifically related to matching track model projections from the

inner tracking system to the outermost pad chamber, PC3. PC3 matching

is discussed in section 3.7. This is an occupancy-dependent effect, and has
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been roughly estimated [51] by comparing the size of the matching window to

the mean PC3 hit spacing, which is about 25 cm in central Au+Au collisions,

and significantly larger in peripheral Au+Au and p+p. Since typical matching

widths in r-φ and z are each about 0.6 cm, the probablity for a track to get a

wrongly associated PC3 hit in a 3σ × 3σ window is roughly

pRA ∼ (3σ)2/(25cm)2 < 1%. (3.26)

The random association background is therefore of less concern than the decay

and conversion sources, and is included in the background component of the

systematic uncertainty.

Fortunately, the mere presence of an energetic neutral pion trigger improves the signal

relative to this background considerably, compared to inclusive events. This can be

understood physically by recognizing that the events containing high pT π0s are more

strongly associated with hard scattering and jet fragmentation, so the hadron spectrum

is harder. Despite this fortuitous effect, the augmented true spectra remain steeply

dropping and an intrinsic limitation (apart from running out of statistics) is imposed

on the upper reach of the track pT . For both reasons (statistics and background) this

upper limit was determined to be 7 GeV/c.

3.6.2 Track quality

The reconstructed data for each charged track includes an bit mask that econom-

ically encodes information into a single integer about which components of the inner

tracking system registered hits, and whether or not the hits are ambiguous. The en-

coding is shown in table 3.3. The highest possible track quality is 63, in which both X1

and X2 planes are used, and unique PC1 and UV hits have both been identified and

associated with the track. As discussed in chapter 2, the PC1 is used as the principal

source of z information, which is augmented by position information from the UV stereo
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position meaning

0x01 (20) X1 plane used
0x02 (21) X2 plane used
0x04 (22) UV hit found
0x08 (23) UV hit found and unique
0x10 (24) PC1 hit found
0x20 (25) PC1 hit found and unique

Table 3.3: Track quality bit encoding for the drift chamber and pad chamber 1.

wires. In the case where a PC1 hit is identified, but another is recorded nearby, a unique

z-position verification from the UV planes provides the second best quality measure,

which is encoded as 31.

Because the X1 and X2 systems each contain 12 wire planes, either system still

provides detailed φ information, so an “or” of the two least significant bits often is

acceptable if z is well constrained. The track quality distribution for the track pT ranges

Figure 3.15: Distribution of track quality vs. pT in Run 6 (left) and Run 7 (right).
Even with no background rejection cuts applied, the distributions are dominated by the
highest quality tracks (31 and 63).

used in this analysis are shown in figure 3.15. Because of the lower p+p multiplicities,

ambiguous PC1 hits are far less common than for Au+Au. However, both distributions

remain dominated by 31 or 63 patterns, at least at pT <∼ 5 GeV/c. This provides

confidence that reconstruction and ghost rejection algorithms provide tracks that are of

generally high quality.

At higher track momenta, the background discussed in section 3.6.1 becomes sig-
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nificant, and restrictive track quality requirements are important. A requirement of 31

or 63 is applied for all tracks for improved rejection of background particles from decays

and conversions that point to the vertex and thus mimic real high-pT charged hadrons.

Although some efficiency is lost by applying a stringent track quality requirement over

the full pT range (as opposed to only at high pT where it matters most), a modest loss

in statistics is preferable to the potential introduction of spurious discontinuities in the

final results due to differential cut efficiencies and their corrections.

3.7 PC3 matching

The outermost pad chamber, PC3, serves a critical role in rejecting background,

since the tracks reconstructed in the DC and PC1 are projected outwards by the track

model, and benefit greatly from the additional hit information obtained over 2 meters

outward from the inner trackers. The resolution in the distance between the projected

and recorded PC3 hit positions contains two components: the pointing, vertex, and hit

resolution of the detectors, and the deviations occuring from multiple-scattering within

the detector material and deflections in the residual field. The total resolution can be

approximated as

σ2
match = σ2

det +

(
σscatt
pβ

)2

. (3.27)

The σdet term includes a centrality-dependent resolution contribution from the BBCs.

Since p+p and peripheral Au+Au events fire fewer PMTs in the BBCs, the ability to

resolve the collision z-vertex is degraded by about a factor of four compared to central

Au+Au. This effect is discussed in more detail in chapter 4.

The degree of matching is quantified on a statistical basis in units of nσ in the

matching distance. Although the shape of the matching distribution more or less follows

a compound Gaussian form with the width parameters given in equation 3.27, the means

and widths first require recalibration from the measured ∆φ and ∆z variables so that
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the mean of each distribution resides at zero and σ = 1. The purpose of converting to

units of σ is to normalize out effects that depend on charge, momentum, centrality, etc.

so that a single matching cut definition has a uniform meaning for all pT and centrality

categories. The recalibration procedure involves applying fit curves to the means and

widths of the raw matching variables as a function of pT , centrality, and position within

the spectrometer. Provided that clear trends in these variables exist and good fits can

be obtained, the offsets in the mean and width of each matching distribution are then

continuously parametrized. The matching distributions are “sigmalized” using the raw

variables and the offsets fµ and widths fσ from the fit curves, i.e.

∆x[nσ] = (∆x[cm or rad]− fµ)/fσ (3.28)

where x = φ or z. An example of the resulting match distributions for high-quality

tracks is shown in figure 3.16. The n0 variable is the number of RICH phototubes within

an annular region around each track. Since their small mass means that electrons have

a larger velocity than charged hadrons at a given pT , they begin to emit cherenkov light

well below 1 GeV/c, while pions do not begin radiating until pT ≈ 4.7 GeV in the RICH.

Therefore some fraction of the background electrons can be vetoed by requiring that no

cherenkov light is seen in the RICH below the pion cherenkov momentum threshold.

However, the electron veto cut was not found to be as effective as might be

anticipated. The signal enhancement can be seen in figures 3.16 and 3.17 to be only

modest, particularly in the conditional data used in this analysis. One reason for this is

simply that the RICH does not capture light from all background electrons, but another

is that the electron veto cut can only be applied to tracks with momenta below the

pion momentum threshold to avoid vetoing the signal itself, and many of the conversion

electrons are reconstructed with momenta at or above this value due to their production

far from the event vertex. There is also a significant loss of efficiency in the application

of the RICH veto cut, since the high multiplicities allow some tracks to be falsely
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Figure 3.16: Examples of PC3 matching distributions for two different track pT ranges.
In each case the distributions are normalized to match near their maximum value in
order to compare the tail components.

associated with the cherenkov light from nearby electrons.

The increased background contribution is discernable in the higher pT bin at the

bottom of figure 3.16, where the tail component is increased relative to the peak. In the

4-5 GeV bin, a slight reduction in the background is discernible, but the normalization

does not permit the observation that this modest improvement comes at a cost in the

form of a sizable reduction in the peak region as well. As expected, the track sample

conditioned on the presence of a high-pT π
0 maintains a higher S/B ratio.

An additional way to observe the onset of background contamination in the track

sample is to compare the pT distributions between tracks having a tight PC3 match

(presumably, therefore being a cleaner sample) and those with a relatively loose match-

ing cut. A rise in the ratio of the more contaminated pT distribution to the cleaner

one therefore signals the onset of contamination. This ratio is shown in figure 3.17,
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Figure 3.17: Ratios of pT distributions in Run 6 (left) and Run 7 (right) with loose
versus tight PC3 matching requirements.

which suggests the unsurprising trends that the p+p data remains cleaner than the

Au+Au tracks at significantly higher momenta, and that the conditional data of this

study suffers considerably less from background contamination than inclusive data. In

addition, the same modest gain in the application of the RICH electron veto cut can be

seen below the pion threshold.

3.8 Summary of track cuts

Based on a detailed study of the background, a fairly tight set of analysis cuts is

applied to the track sample, while still taking effort to minimize losses in statistics.

• A radial 2σ PC3 match cut is applied to both Au+Au and p+p below over the

full track pT range.

• A track quality cut requiring unambiguous PC1 or UV hits in addition to an

X1 or X2 hit is required over the full momentum range, corresponding to the

two highest quality bit patterns (31 or 63).

• Although studied in detail, no RICH electron veto cut is applied, due to its

low efficiency relative to the background rejection power. Eschewing this cut

also has the benefit of simplifying (and reducing systematic uncertainties as-

sociated with) the acceptance, efficiency, and occupancy corrections applied to
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the conditional yields, described in chapter 4.

3.9 Elliptic flow measurements and background subtraction

As described in section 3.2.1, the combinatoric background in the azimuthal

trigger-partner pair distributions is assumed to follow a harmonic modulation given by

equation 3.8. In p+p data, the amplitude of this modulation is taken to be zero, since

no anisotropic flow has been oberved in p+p collisions. However, the flow component

contributes significantly to the anisotropy of the Au+Au pair distributions, particu-

larly when the jet signal is small (of order a few percent) compared to the background

level. It is therefore important to obtain a well-constrained measure of this elliptic flow

component in Au+Au.

The pair v2 is the simple product of the single-particle flow v2 amplitudes, as

explained in section 3.2.2. The elliptic flow for π0s has been carefully measured in

PHENIX, and contamination from non-flow effects has been demonstrated to be small,

because the reaction plane has been determined by several different subsystems in

PHENIX (BBC, MPC, inner/outer/combined RXNP) and highly consistent results were

observed. Moreover, these subsystems are widely separated in pseudorapidity from the

central arm spectrometers, where the anisotropy itself is determined. This separation

reduces the opportunities for jets or other phenomena to auto-correlate the event plane

with the flow, although it has been suggested that long-range correlations associated

with ridge physics should not be ruled out as conceivable influences.

The v2 values from Run 7 PHENIX data are shown in figure 3.18. The data was

analyzed using the MPC to determine the reaction plane and the EMCal for the flow

measurement itself. A comparison with the 2004 data highlights the threefold increase

in statistics, as well as the improved reaction plane resolution available with the newer

detector subsystems.

The unidentified charged hadron v2 measurement has already been shown in the
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Figure 3.18: Run 7 π0 v2 [72].

introduction (figure 1.11). Because that data is only measured up to about 4 GeV/c,

an estimate is provided by extrapolating the value in the 3.5-4 GeV/c range. Although

this may appear to be an extremely crude approximation, it contributes only a very

small uncertainty, because the flow becomes a practically negligible contribution to the

correlations above 4 GeV, where the peak amplitudes in the correlation function rise

orders of magnitude above the flow contribution. Even if the charged hadron flow were

to be varied by a factor of two, the variation would propagate to the final uncertainty

at or below the level of a few percent. Moreover, the flat extrapolation is most likely

an over-estimation of the flow, since it is implausible that the magnitude of the charged

hadron flow would differ enormously from that of the neutral pions, particularly above

the recombination region (5-6 GeV).

The v2 data are for each component are combined with a weighting provided by

the centrality distribution of the particles. The result is shown in figure 3.19. The
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Figure 3.19: Run 7 π0 and h± v2 in combined centrality bins. A constant extrapolation
is made above the h± data.

product of the two curves, using the aforementioned h± extrapolation, is tabulated

below.

π0−h± pair v2 × 10−2, 0-20%
π0 pT h± pT (GeV/c)

(GeV/c) 0.5-1 1-2 2-3 3-5 5-7

4-5 0.38 ± 0.04 0.67 ± 0.06 0.98 ± 0.09 1.01 ± 0.09 1.01 ± 0.09
5-7 0.30 ± 0.04 0.53 ± 0.07 0.78 ± 0.10 0.81 ± 0.10 0.81 ± 0.10
7-9 0.24 ± 0.09 0.42 ± 0.15 0.63 ± 0.22 0.64 ± 0.23 0.64 ± 0.23
9-12 0.20 ± 0.16 0.35 ± 0.28 0.51 ± 0.41 0.53 ± 0.42 0.53 ± 0.42

Table 3.4: 0-20% pair v2 values

π0−h± pair v2 × 10−2, 20-60%
π0 pT h± pT (GeV/c)

(GeV/c) 0.5-1 1-2 2-3 3-5 5-7

4-5 1.08 ± 0.06 1.81 ± 0.09 2.48 ± 0.13 2.53 ± 0.13 2.53 ± 0.13
5-7 0.90 ± 0.09 1.50 ± 0.16 2.06 ± 0.22 2.11 ± 0.22 2.11 ± 0.22
7-9 0.69 ± 0.11 1.15 ± 0.18 1.58 ± 0.25 1.61 ± 0.25 1.61 ± 0.25
9-12 0.69 ± 0.18 1.15 ± 0.30 1.58 ± 0.41 1.61 ± 0.42 1.61 ± 0.42

Table 3.5: 20-60% pair v2 values
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3.10 Correlation functions

The full set of correlation functions for Au+Au and p+p are given in appendix F.



Chapter 4

Data corrections and systematic uncertainties

For any analysis resulting in measurements of particle yields, a correction is nor-

mally required to account for the detector’s inability to measure every particle produced

in the sample of recorded events, since detectors in high-energy experiments are never

perfectly hermetic or efficient. In this analysis, three primary effects that dominate

the reduction in particle yields are carefully considered: acceptance, efficiency, and

occupancy. The former two are very difficult to disentangle experimentally, and are

grouped as a product. A correction for their influence involves a Monte Carlo simula-

tion of randomly-generated single particles interacting in a highly detailed mock-up of

the detector. The result is a single-particle correction (SPC) which accounts for dead

or inefficient detector areas, in-flight decays, momentum resolution, and reconstruction

efficiency. The latter correction accounts for tracking inefficiencies due to occupancy

effects that become non-negligible in high-multiplicity environments, and is referred to

as the occupancy efficiency correction (OEC).

For this analysis it is assumed that the SPC and OEC factorize, so although there

is some overlap in the calculation techniques leading to the corrections, they are treated

as mathematically independent. For p+p data, detector occupancies are low enough

that only the SPC is required, while Au+Au yields require both corrections.

Two general strategies have been employed to estimate the SPC. The first is

to generate simulated tracks and model the response of the PHENIX tracking system
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using PISA, the PHENIX Integrated Simulation Application, which use the venerable

GEANT [20] libraries to model the detailed processes of energy loss, secondary particle

production, and detector response in a model that closely replicates the geometry and

materials of PHENIX. The number of reconstructed and original tracks can then be

compared within the same ideal angular region to estimate the acceptance × efficiency.

A second method obtains a correction by comparing the raw single-particle yield

from a given analysis with a fully corrected yield, typically from a PHENIX publication.

However, this “bootstrap” method is ultimately equivalent to correcting the data back

to data that was corrected using the first method at some earlier time, critically relying

on the accuracy of the original work. Given that there are precious few benchmarks for

gauging whether the efficiency corrections are truly scaling the yield measurements to

their true physical values, the merit of the bootstrap method lies in its ability to make

contact with mature analyses which have presumably undergone extensive vetting and

testing. The attainment of agreement between the simulation and bootstrap methods

thus provides a useful consistency check for the more rigorous simulation method.

The occupancy correction attempts to account for the inablity of the hardware and

the reconstruction to perfectly separate hits which are close in position and time. When

such overlaps are numerous, the number of properly reconstructed tracks is significantly

reduced. The inefficiency (which is the inverse of the OEC) is estimated by an embedding

procedure which attempts to confuse the track reconstruction process in a controlled

way and examine the results. In the embedding procedure, Monte Carlo tracks are run

through PISA (as for the SPC) and merged with a background of real data detector hits,

i.e. after the detector response is recorded, but before the reconstruction and tracking

is performed. Since the original MC information is known, the number of reconstructed

tracks that originated from primarily MC hits can be recorded and compared with the

case in which un-merged MC hits are reconstructed.
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4.1 Single-particle acceptance × efficiency: Monte Carlo method

Schematically, this SPC study involves 4 principal stages:

(1) Generate simulated particles, one per Monte Carlo “event”.

(2) Run generated particles through PISA to acquire detector response, conversion

and decay background particle information, etc.

(3) Run the standard PHENIX offline reconstruction routines on the PISA hits.

(4) Compare the number of reconstructed tracks having passed the analysis cuts to

the number original particles put into the simulation to evaluate acceptance ×

efficiency.

Each of these steps will be discussed in detail in the following sections.

4.1.1 Generation

A simple hand-written fast monte carlo generator was used to throw single π±, k±, p, p̄

particles, about 20 thousand of each type. The particles were generated with uniform

pseudorapidity and azimuthal dependence, within [0, 2π] and |η| < 0.5 respectively.

The z-vertex of each particle was chosen to identically match that of a corresponding

real data event from Run 7 DSTs1 . This is done primarily to make the embedding

process more accurate, and secondarily to simulate a realistic z-vertex distribution. All

z-vertex values lie within ±30 cm of z = 0, as specified in the real analysis. In order to

maintain statistical uniformity across a broad momentum range, the pT distribution was

chosen to be flat from 0-12 GeV. The spectra are later weighted to simulate momentum

resolution effects.

1 See section 3.4.2 for discussion of the PHENIX Data Summary Table format
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4.1.2 Simulation and Reconstruction

Separate PISA simulations were carried out for Runs 6 and 7. The dead and

inefficient areas in the DCs and PCs have varied over time as the central arm spec-

trometers have aged and undergone repair and maintenance, so a separate map of dead

channels is used for each year. More temporally fine-grained maps are not implemented,

but the variation within each running period is not typically large, since any DAQ runs

with large-scale channel trips or other failures are rejected from the physics datasets.

Additionally, the separate simulations reflect changes in detector configurations as sub-

systems are installed or removed. In the shutdown prior to the 2007 run, the hadron-

blind detector was installed, but its west half was removed after one month (about one

third of the physics running period) due to mechanical problems. Since the majority

of the data was taken after this period, the simulation was run without the HBD-W

included. Due to its fairly low material budget, its contribution to additional conversion

background is expected to be modest, and comparisons of trial runs of the simulation

in both configurations did not indicate any significant differences in the results.

Once the simulated events are accumulated, the standard PHENIX tracking and

reconstruction framework is applied to the data. The primary difference between Runs

6 and 7 lies in occupancy effects and in the difference in the z-vertex resolution of

the BBCs. As mentioned earlier, the former is handled in a separate procedure, and is

described in section 4.3. The latter depends strongly on the number of BBC phototubes

receiving a hit in a given event. In p+p and peripheral A+A collisions, the resolution

is approximately 2 cm, which is broader by about a factor of 4 than for central AuAu

events. Since the BBC z-vertex position is determined by the hit times registered by

BBCN and BBCS,

zBBC =
zN + zS − c(tN + tS)

2
(4.1)
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the position resolution of the vertex can be inferred from the timing resolution of the

BBCs:

σz,BBC =
c

2

√
σ2
t,N + σ2

t,S . (4.2)

Assuming that the timing resolution of the BBC improves with the number of tubes

that fire per event, N , i.e. σt = σsing
t /
√
N , the resolution is estimated as

σz,BBC =
cσsing
t

2

√
1/NN + 1/NS (4.3)

An important feature of this resolution is that its shape contains a tail component such

that it is not precisely Gaussian. The offline reconstruction software was modified to

account for this multiplicity-dependent effect. In a MC routine, the number of BBC

Figure 4.1: Left: Number of tubes registering a hit in BBCS vs. BBCN from Run 6
minimum bias data. Right: BBC z-vertex resolution calculated via eq. 4.3 using the
N-S hit distribution.

tube hits is sampled from real Run 6 data as shown in figure 4.1 in order to calculate

zBBC , also shown in the figure. 2 .

2 The single-tube timing resolution was tuned to 160 ps in order to reproduce the 2 cm resolution
typically quoted for p+p. This appears to be a factor of 4 larger than the 40 ps resolution quoted by
BBC experts in early PHENIX internal documentation. The BBC experts were consulted on this, but
no explanation for the discrepancy has been obtained to date. However, the goal of the method is to
cause PC3 matching distributions in low-multiplicity events to match data, which is accomplished in
this study, as shown in section 4.1.6
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Figure 4.2: Black: simulated z-vertex smearing from a Gaussian with σ = 2 cm. Red:
z-vertex smeared by a Gaussian with a variable width sampled from the right-hand
distribution in figure 4.1. The amplitudes are normalized together to demonstrate the
distortion introduced by using the multiplicity-dependent σ distribution.

The vertex resolution is compared in figure 4.2, where the non-Gaussian tails can

be seen for case (b). The effect is here by a simple monte carlo simulation in which a

distribution of z-vertex positions is compared for the case of (a) fixed 2 cm Gaussian

smearing, and (b) the tube multiplicity-dependent case described by equation 4.3. For

the Run 6 simulation, a private version of VtxSimreco was modified to allow smearing

by a variable Gaussian σ sampled from the distribution shown in figure 4.1. This

modification resulted in a broadening of the tail component in the PC3 ∆z distributions

that more accurately matched the data.

For Run 7, there was no smearing (of any kind) applied to the z-vertex in order

to preserve a match to the data for embedding study. The measured Au+Au BBC

tube multiplicities indicate that, according to equation 4.3, the resolution approaches

its optimum value once collision centralities go below about 60%. In other words, the

effect is only significant in events whose centralities are more peripheral those involved

in this study, so the effect is not relevant here in the Au+Au case. The simulation
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results bear this out as well: the shape and width of the MC and data PC3 matching

distributions for Au+Au agree closely without the z-vertex smearing applied (see section

4.1.6).

4.1.3 Momentum resolution

The momentum resolution of the central arms is limited by the uncertainty of

the drift chamber bend angle α and, at pT < 2 GeV, by multiple scattering. It was

determined in Run 2 that δp/p = 0.9 ± 0.1% ⊕ 1.0 ± 0.1%p GeV/c [51]. This effect

is preserved in PISA and in this study by weighting the pT distribution of the recon-

structed tracks by a power law shape obtained from a fit to real data. The low-pT

background tracks that become reconstructed as high-momentum tracks tend to cause

large spikes in the reconstructed pT distribution due to this weighting, obscuring the

efficiency calculation. To mitigate this problem, a loose cut is applied which requires

that the reconstructed momenta agree with the truth within 20%. A distribution of

this ∆p/p variable is shown in figure 4.3. The ∆p/p cut removes only 1-2% of the

tracks, the majority of which originate below pT ∼ 1 GeV. The goal is to simulate the

acceptance and efficiency of good tracks in this study, so this cut is well motivated as a

way to clean up the efficiency curves without significantly affecting the efficiency, since

the basic assumption is that the SPC is not making attempts to directly model the

background. If such an attempt were to be made, heavier particles would need to be

generated in physical proportions and simulated in order to generate decay products,

but such a study is outside the scope of this correction.

4.1.4 PC3 matching recalibration

As discussed in chapter 3, the track matching requirements are measured in units

of σ as a uniform way to specify the hit-projection agreements. Unfortunately, the

reconstruction process for simulated PHENIX data does not currently lead to correctly
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Figure 4.3: Momentum resolution distribution for π± tracks from PISA with and with-
out the analysis cuts applied. The x-axis is logarithmic above ∆p/p = 1. In this study
the reconstructed tracks are required to agree with their true counterparts within 20%
to remove the worst of the background. The cut removes undesirable fluctuations in the
efficiency curves, but has a negligible impact on the efficiency.

calibrated PC3 matching distributions. It was discovered in the course of this study that

the overall efficiency value is highly sensitive to the shape of the PC3 match distribution.

Thus, considerable attention has been devoted to tuning the match distributions for this

analysis. The objective is for both real data and monte carlo to have match distributions

within 0.1σ of 0 for mean and 1 for the width.

The recalibration procedure begins by histogramming the raw PC3 ∆φ and ∆z

variables with the following cuts applied:

• quality 31 or 63

• ∆p/p < 0.2

• orthogonal match cut:
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∗ |PC3 ∆φ| < 0.01 rad for PC3 ∆z

∗ |PC3 ∆z| < 10 cm for PC3 ∆φ

The distributions are then fit with a compound Gaussian form (narrow + broad com-

ponents, see equation 3.27), and the means and widths of the signal component are

plotted as a function of pT . They are fit with an exponential function,

f(pT ) = AeBpT + C, (4.4)

whose slope is permitted to take on positive or negative values such that this single

functional form can be used for all Gaussian parameters. The matching distributions

are “sigmalized” as explained in section 3.7, and the results are shown in appendix E

(figure E.3). It can be seen that precise fits were not required to successfully adjust the

means and widths of the recalibrated distributions to their target values.

4.1.5 Acceptance correction

It is not practical to perfectly match the overall acceptance level determined

through Monte Carlo to that of the data for two primary reasons. First, run-by-run

variation: each simulation is reconstructed using only a single representative DAQ run

number at a time to obtain the drift chamber dead channel map. It would be prohibitive

in terms of CPU time and disk space to reconstruct the PISA hits with over 1500

separate run numbers to determine the temporal variation. The pad chambers tend

to be more stable in terms of dead channels, and there is only a single PC deadmap

assigned for each RHIC run. Thus, run-by-run variations are not perfectly simulated

in this study. Secondly, and more importantly, the overall efficiency levels for relatively

good areas of the detector are not identical between MC and data. Due to these effects,

the acceptance difference is one of the dominant sources of systematic uncertainty in

the overall efficiency correction.
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Two complementary procedures were used to estimate this mismatch, both in-

volving the comparison between MC and data for areas of high (but not anomalously

high) track density in the full tracking acceptance (DC + PC1 + PC3)3 . These regions

are selected as the “good” areas, a distinction which, while carrying some element of

subjectivity in their visual identification, is fairly clear and intuitive, given that there

are regions where the track density is uniformly high over a reasonable extent of the

acceptance.

The first method, denoted here as the 2D method, involves selecting three different

rectangular good regions in each quadrant (NE, NW, SE, SW) of the tracking acceptance

in both MC and real data (RD). The resulting variation between the trials provides an

estimate of the uncertainty associated with selecting the different efficient regions. The

track density distributions are shown in figure 4.4. The rectangles are chosen to cover

a large enough area to avoid being dominated by fluctuations. In each quadrant, the

track densities are normalized to the good regions, then the MC/RD ratio of the overall

integrals quantifies the agreement level. This is equivalent to assuming that the good

areas are perfect, then comparing MC and RD under this assumption. It can be seen

in the figures that the overall acceptance × efficiency scale is several percent higher in

MC than in real data.

The second method, denoted the φ× z method, is complementary to the first: it

consists of projecting the acceptance to φ, picking a good region, then projecting the

2D acceptance to z within that good φ window. These projections are shown in figures

4.5 and 4.6.

In both methods, the final correction is evaluated as the mean of the three trials for

each sector, and the uncertainty is estimated by the standard deviation. The averages

are then combined with a weight corresponding to the relative track density in each

3 The projected PC3 position serves as a proxy for the full central arm acceptance since an entry in
this distribution includes DC+PC1 tracks which have survived the quality cut, and the 2σ PC3 match
requirement factors in the PC3 acceptance by construction.
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Figure 4.4: Run 6 and Run 7 acceptance for data and MC. The ratios of the boxed
regions are used to estimate the acceptance correction and its systematic uncertainty.
The correction and its systematic uncertainty were calculated as the mean and standard
deviation over the × 3 trials for each sector, then averaged over the sectors.

quadrant, such that the sector with higher track counts is allowed to contribute more (in

practice, the weights were nearly equal). The weighted average over the four quadrants

gives the final results for both methods, summarized in table 4.1. These numbers are



107

Figure 4.5: Run 6 φ (left) and z (right) distributions for data (black) and MC (red).
The ratios are used to estimate the acceptance correction and its systematic uncertainty
as a complementary cross-check of the 2D method.

Figure 4.6: Same as figure 4.5, but for Run 7.

MC/RD acceptance × efficiency agreement
2D φ× z average

Run 6 1.09 ± 0.054 1.137 ± 0.056 1.114 ± 0.055
Run 7 1.08 ± 0.055 1.097 ± 0.043 1.090 ± 0.049

Table 4.1: MC/RD agreement from the 2D and φ× z methods and their average. The
arithmetic average was used to compute the uncertainty rather than the std. dev. of
mean approach, which gives a slightly more conservative estimate. The two methods
provide consistent results well within the 1σ level for both Runs.

effectively a correction to a correction, since the Monte Carlo acceptance × efficiency

values are divided by these factors to bring them into agreement with the data.
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4.1.6 Evaluation

Once the PISA hits are reconstructed and (n)DSTs are produced, the relevant

variables are extracted, and all relevant cuts are applied to the reconstructed tracks. The

ratio of the number of reconstructed tracks and those originally generated is evaluated to

provide the SPC. The GEANT pT spectrum is weighted by a power-law shape obtained

from a fit to the data in order to simulate pT -dependent effects such as momentum

resolution. The effect of some different analysis cuts on the efficiency can be seen in

figure 4.7. The efficiencies are lowest at low momentum, where multiple scattering

Figure 4.7: Efficiencies of various cuts applied in the analysis for the three particle types
in Run 6. The figure shows that the largest contributor to inefficiency is the PC3 match
requirement. The result for the Run 7 simulation (not shown) describes very similar
features.

causes a significant degradation in the tracking. The trend is enhanced for the kaons

at low pT , due to the high rate of off-vertex decays. The efficiency curves for the three

types are combined as described in the next section.
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4.1.7 Combining particle species

It is well known that the unidentified charged hadron spectrum is almost com-

pletely dominated by pions, kaons, and (anti)protons. Each species does not have

identical behavior in the detector; in particular, the k± mesons suffer a significant rate

of in-flight decays, leading to a lower efficiency than pions or protons, particularly at

low momentum. It is therefore important to simulate each species and combine the

result with a weighting representing a realistic contribution of each type. Fortunately

these ratios have been measured by PHENIX [15] and others at RHIC. See figure 4.8.

The primary influence on the centrality dependence of the particle mix is thought to

Figure 4.8: Measured kaon/pion and proton/pion ratios measured by PHENIX during
the 2002 running period [15]. The black curve is a fit to the average over centrality bins
and charges, while the green curve is a fit to the 60-92% bin as a proxy for p+p.

be recombination [49], accounting for the differences in with centrality in figure 4.8.

Since no measurement for the p+p data was found over the needed momentum range,

Au+Au peripheral data was taken as an estimate. This approximation is factored into

the systematic uncertainty applied for the efficiency correction, as explained later in this

chapter. Since the particle mix data is limited to low momentum by the time-of-flight
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resolution and statistics, the mix ratios must be extrapolated above the data limit of 3

GeV/c.

Since the SPC is intended to represent minimum bias centrality, the centrality

spread in the PID mix must be accounted for in the systematic uncertainty. This is done

in figure 4.9, where curves are fit to the difference in the particle ratios between different

centralities as a function of pT . Fortunately, the PID dependence of the efficiencies

decreases with increasing momentum at a higher rate than the centrality difference

increases, so that the uncertainty due to the centrality spread never becomes large.

This phenomenon also fortuitously protects against large uncertainties developing from

extrapolation of the particle ratios above thier measured limit of 3 GeV/c. Above that

value, the efficiencies are almost identical for the different particle types, rendering the

particle ratios in that region unimportant.

Figure 4.9: Differences between the high (central) and low (peripheral) k/pi (left) and
p/pi ratios (right), cf. figure 4.8. The curve is a second-order polynomial fit, whose
coefficients are shown on the plots. The curves values are multiplied by the efficiency
difference between the species. The efficiency differences decrease with pT at a similar
rate that the PID ratios diverge, such that this uncertainty never exceeds about 3%.

4.1.8 Systematic uncertainties for single-particle efficiency correction

The dominant source of systematic error is currently the uncertainty from the

acceptance correction as described in that section. Other sources contribute at a non-
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negligible level when combined in quadrature, depending in some cases on pT . The

contributions are summarized in table 4.2.

SPC systematic uncertainties (%)
MC/RD SPC Particle momentum PC3 match & total

correction stat. error ratios resolution recalibration (maximum)

Run 6 5.5 < 1 < 3 2 3 7.6
Run 7 4.9 < 1 < 3 2 3 7.4

Table 4.2: Breakdown of single-particle acceptance × efficiency corrections for Runs 6
and 7. The total uncertainty is roughly the quadrature sum of all contributions, but is
calculated directly for pT -dependent quantities. The table entries provide typical values
or approximate upper bounds for each contribution.

4.2 The bootstrap method as a cross-check

The so-called bootstrap method is simple in its implementation: a single-particle

spectrum is produced from the analysis dataset with all cuts applied, then the ac-

ceptance × efficiency is given by its ratio to a fully-corrected spectrum from another

analysis. Provided that the reference spectrum is correct and consistent acceptance def-

initions are used, this method should yield the same correction value as a Monte Carlo

simulation.

Given that this provides a valuable cross-check, the specific implementation is

described here for the p+p data, which does not have the additional complication of

requiring the occupancy correction and has a smaller background. A published reference

spectrum for the p+p data is given by the h± cross-section in [16]. This is proportional

to the invariant yield (IY) through the p+p inelastic cross-section at full RHIC energy,

42 mb. The invariant yield is defined as

IY =
1

Nevt

1

2πpT

d2N

dpTdη
(4.5)

where N = (h+ + h−)/2. The analysis spectrum is binned in counts (= N) per event,
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per pT bin. The efficiency is then calculated as

ε =
N/(Nevt∆pT )

1/εtrig × cfd × 2πpT ×
∫
dη × 1/2× IY

(4.6)

The adjustments required in the denominator are listed as follows:

• The trigger efficiency, 0.69, was applied to IY and must be removed to make

the comparison.

• A factor to correct for the feed-down contribution from the decay of heavier

hadrons of cfd = 1/1.07 was also applied, requiring removal.

• 2πpT is the phase space factor required for invariance.

• The η dependence is very nearly constant over the central arm acceptance, so∫
dη = 0.7 for the ideal acceptance.

• Since the ideal azimuthal acceptance was chosen to be π, rather than 2π, for

the MC efficiency calculation, the 1/2 is required for comparison.

This ratio is calculated for inclusive tracks, i.e. those not requiring a trigger particle.

Because of this, the high-pT background seriously contaminates the spectrum, limiting

the range usable for comparison to about 3 GeV/c and below. The result of this ef-

ficiency, which overlays the MC single-particle efficiency, is shown in figures 4.10 and

4.11 for Runs 6 and 7, respectively.

4.3 Occupancy efficiency

The occupancy efficiency is calculated in a simulation designed to isolate the

effects from high-occupancy conditions on the reconstruction. The simulation uses the

same single-MC tracks that were generated for the SPC study, but embeds them in a

background of hits recorded in real Au+Au data. Merging routines keep track of the



113

Figure 4.10: Single-particle acceptance × efficiency curves for Run 6 p+p. The dark
points depict the PISA result and the grey band represents the uncertainty whose con-
tributions are listed in table 4.1. The green points represent the efficiency obtained
through the bootstrap method. Agreement is found within 5% in the low-background
region below 3GeV/c, well within 1σ in the uncertainties.

hits from MC, RD, and the combined set for each subsystem, and the full offline track

reconstruction is performed on both the single monte carlo and the merged hit data.

The specific routine for calculating the occupancy efficiency involves a “principal

contributor” analysis using the drift chambers. Since the source of every hit is stored,

it can be determined forensically whether a track was reconstructed primarily from real

or GEANT hits. Specifically, one source must contribute at least half of the hits that

compose the track in order to receive a status as the primary contributor.

At this point it is necessary to distinguish three different categories of tracks:

• Type “G” tracks are the original MC particles initially input into the GEANT

simulation that interact with the material, and have well-defined position, mo-

mentum, particle ID, ancestry information, etc. They can include secondary
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Figure 4.11: Same as figure 4.10, but for Run 7. Again, the bootstrap curves agree
closely with the PISA result in the peripheral range, where occupancy effects do not
play a role. Such effects are handled in section 4.3.

tracks that were produced by decay or conversion in the detector material during

the simulation. They are stored if they are found to be a principal contributor

to a reconstructed track.

• Type “S” tracks are the single MC tracks reconstructed in the absence of the

real-data background. They are essentially identical to those produced to cal-

culate the SPC. GEANT particles are always the principal contributor to these

tracks, because there is no other source.

• Type “R” tracks are the result of reconstructing the MC tracks which have been

embedded in real data. The extra hits cause a reduction in track quality due to

merged or unassociated hits, and throw off the reconstruction with increasing

severity as the background multiplicity rises. Either real or GEANT tracks may

be principal contributors to type R tracks.
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When a hit produced by a GEANT track (e.g. a particular DC wire) is found to be

in the same spatial location as a real data hit, it must be decided whether to attribute

the shared hit to RD or MC. In such shared-hit cases, the timing information from the

ADC pulses is used. Specifically, the leading times are compared, and the earlier time

wins.

4.3.1 Details of the study

The embedding efficiency is evaluated as the ratio of R/S tracks, with all analysis

cuts applied to both types of tracks. In this way, the single-particle efficiency effects

cancel, isolating the occupancy effects. Each track type has its own set of variables.

While S tracks must satisfy S cuts in order to survive in the denominator, both R

and S tracks must pass their respective cuts in order for R tracks to contribute to the

numerator for a correct accounting of the efficiency. The following cuts were applied:

• The original GEANT source tracks must be first-generation (no decay or con-

version products)

• At least two X1 and two X2 hits are required in the DC, with a track quality

of 31 or 63.

• 2σ radial PC3 match. The matching distributions require recalibration as for

the single-particle case.

The matching distributions were recalibrated in bins of charge, centrality, and mo-

mentum for both type S and type R tracks. For each bin, the raw PC3 ∆φ and ∆z

distributions were fit with a single Gaussian function. The parameters and errors were

extracted and fit as a function of momentum with the form of eq. 4.4. In appendix E,

the raw matching distributions are shown in figures E.1 and E.2 and the pT dependence

of the means and widths is shown in figure E.5.
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Figure 4.12: Embedding efficiency vs. centrality for the DC only (left) and for the DC
with PC3 match requirements (right) for charged pions, demonstrating that the PC3 is
the dominant source of occupancy inefficiency.

4.3.2 Run 7 results

The results of the occupancy efficiency are shown in figure 4.12 as a function of

centrality for the drift chamber only, and for the DC tracks requiring a PC3 match. This

illustrates that the inefficiency is dominated by PC3 occupancy effects. As expected,

the efficiency drops with increasing track multiplicities. It was found in the course of the

study that while the species dependence is important in the single-particle efficiency, it

is smaller than the current statistical uncertainty in the occupancy correction, so the π±

results are applicable for all species. Figure 4.13 shows the efficiencies resulting from a

centrality-weighted bin combination, and the fits applied to impart a smooth correction

to the data. The occupancy efficiency is well approximated as a constant value above 1

GeV/c, but rises in the 0.5-1 GeV/c range. This is due to the fact that a fixed 2σ PC3

matching window corresponds to a larger ∆φ×∆z area at low pT , as can be seen in the

matching width recalibration plots in appendix E. Although no no points are shown

below 500 MeV/c, the track bend increases sharply as pT drops, resulting in longer

tracks and higher hit-merging probabilities, and consequently an expected decrease in

occupancy efficiency. Thus the 0.5-1 GeV point is more of a bump than a point in a

monotonic rise with decreasing pT .
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Figure 4.13: Embedding efficiency vs. momentum for 10% centrality bins (left) and
for the combined centrality bins used in this analysis (right).

4.3.3 OEC cross-check and systematic uncertainties

As a cross-check of the of the embedding results, the centrality dependence of

the inclusive spectra was checked in a manner analogous to the bootstrap method. The

goal was to compare whether the centrality dependence of the raw spectra, with the

occupancy correction applied, agrees with that of an earlier Au+Au result published

in [17]. The result is shown in figure 4.14. Although the centrality dependence is
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Figure 4.14: Centrality dependence of fully-corrected PHENIX unidentified h± spectra
from Run 2 as published in [17] (blue) and raw data from this analysis with the OEC
from this study applied (red). The 60-70% centrality category is used as a reference,
and the yield in each centrality bin compared to the reference is plotted.
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systematically smaller than in the published result, the comparison method is not highly

precise, since the peripheral reference carries significant statistical uncertainty and the

ratio of the centrality bins is not independent of the normalization of the spectra.

However, the agreement is quite reasonable within the uncertainties of the study. The

cuts applied in this comparison are different than those of the analysis, but since the

cuts are consistent within the study (i.e. the correction matches the raw spectra) the

validity of the comparison is not diminished.

The uncertainty of the embedding efficiency correction is estimated to be 5% of

the correction value. The primary sources of uncertainty are statistical error, potential

misalignments in the simulation geometry between the real-data and GEANT hits, and

any propagation of the PC3 matching recalibration uncertainty. The geometry mismatch

is known not to be large, and its effect on the occupancy efficiency is probably negligible,

since the mere presence of real background hits is by far the important feature compared

to their alignment in the precise locations. Most of the uncertainties in table 4.1 cancel,

since both type R and S undergo reconstruction through the same framework. The

PC3 recalibration uncertainty experiences some degree of partial cancellation, since the

embedding efficiency depends on the PC3 matching window size, but on the other hand,

both R and S tracks are required to satisfy the match cut. Therefore, given that the

SPC errors are about 7% for Au+Au, and are dominated by the MC/RD correction

(which has no bearing on the occupancy; moreover, many of the other contributions

at least partially cancel), a 5% occupancy efficiency error is judged as appropriately

conservative.



Chapter 5

Results and their uncertainties

This chapter describes the conditional jet yields obtained from the correlation

functions, as well as the quantities derived from these yields. The following chapter

discusses the interpretation and implications of these results.

5.1 Conditional jet pair yields

The conditional jet yields per trigger particle, or per-trigger yields (PTY) are

obtained from the correlation functions, which are included in appendix F. The con-

nection between the two was made in chapter 1, and given by equation A.9. In a more

explicit form,

1

Nπ0

dNpair

d∆φ
=

Nh±

2πεh±

[
dNsame/d∆φ

dNmix/d∆φ
− ξ

(
1 + 2〈vπ0

2 vh
±

2 〉 cos 2∆φ
)]
. (5.1)

The background level is given by ξ for each bin in tables 3.1 and 3.2. As discussed

in 3.2.2, the pair quadrupole anisotropy is assumed to factorize during the subtraction

such that 〈vπ0

2 vh
±

2 〉 ≈ 〈vπ
0

2 〉〈vh
±

2 〉. The pair v2 values are listed in tables 3.4 and 3.5.

The efficiency is given by the single-particle efficiencies calculated from simulations

(figures 4.10 and 4.11). For Au+Au, the occupancy efficiency is also included, so that

εh
±

= εSP εocc.

The PTYs are shown for all trigger and partner pT bins in figure 5.1 for p+p,

and in figures 5.2 and 5.3 for Au+Au. The statistical precision is very high in the
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Figure 5.1: p+p conditional jet yields per π0 trigger particle. The boxes represent all
type B uncertainties included described in this section, and the grey band shows the
ZYAM uncertainty. There is an additional type C uncertainty of 7.6% from the εh

±

correction.

p+p data for three primary reasons. First, the high RHIC luminosities for p+p provide

many more collisions over the running period than in Au+Au, since its charge to mass

ratio is higher; secondly, the ERT triggering employed in Run 6 enabled a very effec-

tive enhancement in the selection of hard-scattering events, whereas the luminosities

were low enough relative to the DAQ throughput rates in Run 7 to take data without

triggering. Finally, the particle multipicities in p+p events are so much lower than in

Au+Au that the correlated jet signal is much more pronounced over the uncorrelated

(or weakly-correlated) background in a typical event.

Each plot includes three fits of a form consisting of Gaussian peaks for the near
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and away side

f(∆φ) =An exp[−∆φ2/2σ2
n] +Aa exp[−(∆φ− π)2/2σ2

a] +

Aa exp[−(∆φ+ π)2/2σ2
a] +An exp[−(∆φ− 2π)2/2σ2

n]

(5.2)

where the additional peaks centered at −π and 2π are included to maintain periodic

continuity. The three fits correspond to the measured value and its 1σ high and low

systematic uncertainties, which will be discussed later.

Several features are worth noting in the p+p correlations, which are important

to understand, given that they are the reference for the Au+Au data. First, the widths

of the jet peaks are, in most cases, well described by a Gaussian form, and become

narrower with increasing pT . The narrowing effect depends more strongly on partner

pT than on trigger pT . This can be understood by the kinematics of the in-vacuum

jet fragmentation: as the parton velocities increase, the momenta of their hadronic

fragments in a direction transverse to the jet axis is not significantly altered, but the

longitudinal component receives a Lorentz boost that leads to a narrowing of the jet

cone.

However, in azimuthal correlations, this transverse momentum from fragmenta-

tion is only one effect that contributes to the total width of the jet peaks. Another

notable source of broadening is initial-state kT arising from fermi motion of partons

within the colliding protons. When this is included, conservation of momentum in the

transverse plane dictates that the outgoing partons in a 2→2 hard-scattering process

are not back-to-back in general due to the transverse kick. There are indications that

the effect is sizable. For example, in order to produce the widths shown in these plots

in the PYTHIA generator for RHIC energies, PHENIX pseudorapidity acceptance, etc.,

it is necessary to tune the mean initial-state parton kT to 2.5-3 GeV/c [13].

Other higher-order QCD and QED processes may also contribute to the broad-

ening of jets, since any QCD radiation from the partons in either the initial state

results in gluons that will ultimately fragment, and these higher-order effects may have
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a non-negligible degree of angular correlation with the harder components of the jet.

An understanding of the underlying event [3] may provide more information about the

nature of these higher order effects and their contribution to jet correlations.

A more trivial feature visible in figure 5.1 is the reduced away-side amplitude in

comparison to the near side. This is a pair acceptance effect, combined with the asym-

metry in momentum fraction x between the initial partons. When the initial partons

have large differences in their longitudinal momenta, the jet axes depart widely from

an antiparallel orientation in polar angle. A triggered dihadron coincidence essentially

always captures some portion of the near-side jet by construction, but the central-arm

pair acceptance in ∆η is limited to roughly ±0.7 units, so that the longitudinal mo-

mentum imbalance leads to a reduced probability for finding the opposing jet (or some

substantial portion of it).

Finally, the conditional jet yield per trigger particle is seen to decrease with

partner pT , but this decrease is not nearly as sharp as observed for inclusive particles.

5.2 Systematic uncertainties on conditional yields

The conditional yields carry a systematic uncertainty propagated from several dif-

ferent sources, which are taken to be independent except where noted. The assumption

of independence is simpler and more conservative than the alternative of attempting to

estimate the degree of correlation between the sources.

The nature of the uncertainties is classified by dividing into three categories,

following the terminology used in [6]: Type A systematic uncertainties are uncorrelated

from point to point, and can justifiably be combined in quadrature with statistical

errors due to their independence (although that is not done here). Type B uncertainties

are fully correlated from point to point, but their magnitude is not generally the same

among points. Type C uncertainties are fully correlated point-to-point, and are applied

to each point as a uniform multiplicative factor.



123

0 2 4

0

0.2

 0.5−1 GeV/c⊗4−5 
φ∆d 

pair
dN
 

0πN
1

200 GeV Au+Au

 0−20%

0 2 4

−0.2

0

0.2

0.4

 0.5−1 GeV/c⊗5−7 

0 2 4

0

0.5  0.5−1 GeV/c⊗7−9 

0 2 4

−0.5

0

0.5

1  0.5−1 GeV/c⊗9−12 

0 2 4

0

0.2

 1−2 GeV/c⊗4−5 

0 2 4

0

0.2

0.4
 1−2 GeV/c⊗5−7 

0 2 4

0

0.5  1−2 GeV/c⊗7−9 

0 2 4
−0.5

0

0.5

 1−2 GeV/c⊗9−12 

0 2 4

0

0.05

0.1

 2−3 GeV/c⊗4−5 

0 2 4

0

0.1

0.2

 2−3 GeV/c⊗5−7 

0 2 4

0

0.1

0.2

0.3

 2−3 GeV/c⊗7−9 

0 2 4

0

0.2

0.4  2−3 GeV/c⊗9−12 

0 2 4

0

0.05

 3−5 GeV/c⊗4−5 

0 2 4

0

0.05

0.1
 3−5 GeV/c⊗5−7 

0 2 4

0

0.1

0.2

 3−5 GeV/c⊗7−9 

0 2 4

0

0.2

 3−5 GeV/c⊗9−12 

0 2 4

0

0.005

0.01
 5−7 GeV/c⊗4−5 

0 2 4

0

0.02

 5−7 GeV/c⊗5−7 

0 2 4

0

0.05

 5−7 GeV/c⊗7−9 

0 2 4

0

0.05

0.1

0.15
 5−7 GeV/c⊗9−12 

Figure 5.2: Au+Au conditional jet yields per π0 trigger particle for 0-20% collisions.
The boxes represent all type B uncertainties included described in this section, and the
grey band shows the ZYAM uncertainty. There is an additional type C uncertainty of
8.85% from the εh

±
correction.

The A, B, or C classification of each source is not always entirely straightforward,

since the behavior of the uncertainties depends not only on the error source but on the

measured quantity and the independent variable it is measured against. Given these

considerations, the error sources are described here.

5.2.1 π0 combinatoric background (type B)

A contribution to the PTYs due to falsely reconstructed π0s under the mass peak

can be estimated as follows: if the measured PTY, Ym, is a sum of a signal and a

background component,

Ym =
s

s+ b
Ys +

b

s+ b
Yb (5.3)
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Figure 5.3: Same as figure 5.2, but for 20-60% collisions.

then two relevant limiting cases can be discussed: (a) Yb = 0, and (b) Yb = Ys. In the

first case, the measured result is different by the factor s/(s+ b) = 1/(1 + b/s), so that

a 20% systematic bias results from a s/b of 5:1. In the latter case, the measured yield

is identical to the truth, so no systematic error is assigned, no matter how small the

signal/background ratio.

By examining invariant mass regions near the π0 peak, an estimation of Yb can

be made. This is a nontrivial task, however, as the subtraction procedure requires

a knowledge of the background elliptic flow, and statistical limitations introduce ad-

ditional complications in interpreting the result. In the early stages of this analysis,

sideband regions (π0 peak mass ±2.5σ) were examined, but a rigorously quantified re-

sult was not obtained. Because the background PTY has not been carefully measured,

a systematic error is assigned based on an assumption that the per-trigger yields are
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50% of the true yields, giving a relative error of s/2b.

There is also an error in the v2 level due to the combinatoric background, since

the v2 is composed of signal and background components contributing in the same way

as in eq. 5.3. Because the results of this analysis are restricted to relatively high trigger

pT , this error is taken to be subsumed by the error already assigned to the π0 v2, since

the two uncertainties are likely to be correlated at some level. The uncertainties as they

were applied are listed in table 5.1.

π0 background uncertainty (%)

π0 pT (GeV/c) 4-5 5-7 7-9 9-12

p+p 2.8 2.3 2.4 2.5

Au+Au 14.3 8.3 6.4 7.9

Table 5.1: Percentage uncertainties applied to conditional yields for π0 misidentification.
The uncertainties are calculated directly from signal/background ratios determined by
Gaussian fits to the invariant mass.

5.2.2 Uncertainty from v2 measurements (type B)

The pair v2 uncertainties are listed in tables 3.4 and 3.5. Their effect on the

conditional yields is highly pT -dependent, as is readily seen in the correlation functions.

Along with the background normalization, this is a dominant source of uncertainty at

low trigger and partner pT , where the correlation strength is small, and becomes smaller

with increasing pT until it is basically negligible above 3 GeV/c in partner pT .

5.2.3 Charged hadron background (type B)

The effect of the background on the conditional yields was estimated by compar-

ing correlation functions with loose and strict cuts. A 2σ vs. 3σ PC3 matching cut

were compared, where a RICH electron veto cut was also applied in the former case.

Below partner pT = 3 GeV/c, no discernible change was observed within statistical

uncertainties, but the signal/background level was enhanced with the tighter cuts by
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about 4% (8%) for the 3-5 (5-7) GeV/c partner pT bins in Au+Au and 2% (4%) for

the same pT bins in p+p, so these were the uncertainties applied. This is the only error

that increases in magnitude with pT .

5.2.4 Background normalization (type B)

The ZYAM pedestal subtraction in p+p is very robust due to the excellent statis-

tics available. Since the ZYAM level is established through a fit to C (∆φ), the back-

ground normalization error is taken to be the error on the background parameter b0

from the fit. It therefore carries an uncertainty that is indirectly determined by the

statistical uncertainty in the region between the peaks. This can be seen in figure F.1

to be very small even in the worst cases, never more than a few percent of the peak

amplitudes. The uncertainty is propagated to the PTYs and shown as a grey band in

figure 5.1.

The uncertainties for the ABS method are those propagated from the ξ determi-

nation and are given in tables 3.1 and 3.2. The magnitude of the ξ errors, like the v2

uncertainty, does not vary widely with pT . However, since the jet signal/background is

only a few percent at low pT and becomes much larger with increasing pT , its propa-

gated effect varies strongly from bin to bin. This can be seen in the PTY figures, where

the grey band directly represents the tabulated background normalization errors.

5.2.5 h± efficiency correction (Type C)

The single-particle and occupancy efficiency correction uncertainties apply glob-

ally on the PTY plots and are taken as independent. The combined error for Au+Au

is thus the quadrature sum of the SPC and OEC errors: 7.3 ⊕ 5.0 = 8.85%. For p+p,

it is the SPC error only at 7.6%.

The total uncertainty from the type B contributions, with the exception of the

background normalization, is evaluated by the following procedure:
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(1) In the Au+Au case, the background subtraction is performed for the measured

pair v2 value as well as its 1σ high and low values. The propagated flow uncer-

tainty is then provided by the variation in the subtracted results.

(2) The background-subtracted jet function is normalized to become the PTY.

(3) The π0 and h± background errors are applied multiplicatively to the high and

low values (heretofore equivalent in p+p), such that the high values are scaled

upwards and the low values are scaled down. The result is represented by open

error boxes to distinguish from statistical errors. The background normalization

and efficiency correction errors are handled separately.

The fact that three of the five error sources above monotonically reach their

maximal values with decreasing π0 and h± pT is clearly visible in the PTY plots. The

propagation of these uncertainties to derived quantities will be discussed in the relevant

sections.

5.3 Extracting jet shape information from conditional pair yields

A variety of observables have been used to quantify jet peak shapes in correlations

data, but one of the most common is the σ value from a Gaussian fit [13, 7, 4]. This

tends to work well for quantifying widths in p+p and in some cases A+A, but loses

applicablity as nuclear effects enter. Although it is a reasonable starting point to assume

that the distribution of fragmented hadrons is random about the jet axis and therefore

approximately Gaussian, a combination of nontrivial physical effects coupled with the

act of projecting into ∆φ can easily lead to more complicated shapes. Nevertheless, the

intuitive simplicity of using a single, well-defined, versatile variable such as σ from a fit

has significant value, particularly given that there are already a small number of results

available in the literature for comparison.

Gaussian widths were extracted for both the near and away side from fits applied
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to each PTY over the full azimuthal range. The fit form is given by equation 5.2,

and the fits are included in the figures. The result is shown in figures 5.4 and 5.5.
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Figure 5.4: Near-side σ fit parameters vs. h± pT .

On the near side, close agreement is found between p+p and both Au+Au centrality
categories. In comparable pT intervals, the values agree with earlier p+p

measurements from PHENIX [13, 7]. The falling trend is well-described by a simple
exponential form with a constant offset included.

The away-side fits show consistency within uncertainties between Au+Au and p+p at

π0 pT > 7 GeV/c for all partner pT . The STAR collaboration has measured a consistent

width in this range for dihadron correlations in 0-5% Au+Au, quoting a Gaussian width

of 0.22± 0.02 radians in ∆φ for 8-15 GeV trigger particles and partner pT > 6 [4].

At lower π0 ⊗ h± pT the fits are not well described by a Gaussian shape, as

shown in figure 5.5. The widths were obtained by applying Gaussian fits to the away

side with every σ value from 0 to π/2 in steps of 0.01 radians. The minimum total

χ2 is evaluated from the fitting routine for each step, allowing a determination of the
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Figure 5.5: Away-side σ fit parameters vs. h± pT . The points at the upper bound in the
top panels represent Gaussian fits whose best total χ2 value corresponds to σ > π/2.

best-fit σ value for each bin. In several bins at low pT , the minimum χ2 value continues

to fall monotonically with increasing σ beyond the full width of the away side region,

reflecting the disagreement between the data the hypothesis of a distinct single peak.

As pT is increased, the data become well-described by a single Gaussian peak whose

width steadily decreases.

To quantify this transition further, a study was performed in which the Au+Au

PTYs were re-fit using the same form, but the widths were fixed at the p+p values,

leaving the normalization as the only free parameter for each peak. This provides a

simple hypothesis test to measure how well the Au+Au shapes agree with p+p as a

function of pT . The result is shown in figure 5.6. The test demonstrates that the

goodness-of-fit is roughly uniform over the full trigger and partner pT ranges on the
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Figure 5.6: χ2 and their corresponding p-values for Gaussian fits to 0-20% central
Au+Au conditional yields. The fits were performed on p+p first, then the widths were
extracted for use as a fixed parameter on the Au+Au fits.

near side; no discernable dependence is found. However, the quality of the fits is only

mediocre for most bins, with p-values dipping into the 1% range in several cases.

One explanation for this behavior at low pT is that it is the faint indication of a

non-Gaussian shoulder-like component known as “the ridge”, which has been observed

in many recent analyses and is particularly prominent in ∆φ×∆η correlations [1]. The

ridge feature becomes obscured in the projection into the azimuthal plane, but given

the clear indications of its presence in comparable pT ranges, it stands to reason that it

makes some non-Gaussian contribution to the near-side shape.

At higher pT , the near side peak takes on a very narrow fragmentation shape, and

is not as well approximated by a single Gaussian form. Although not shown here, the

goodness of fit values obtained for the p+p data used to set the reference widths have

the same problem. A compound-Gaussian form was used as a cross-check of the test,

and although it improved the χ2 values for p+p, the corresponding fits did not improve

significantly for Au+Au.
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On the away side, the same behavior is observed as for the near side for the two

highest trigger pT bins. For the lower two trigger pt bins, however, the fit quality drops

conspicuously at partner pT < 2 Gev. This provides a consistent picture with that

described by the width plots; specifically, the jet shapes become highly non-Gaussian

below this tranistion region. Interestingly, in the lowest partner pT bin, the χ2 comes

back down again. Three explanations can be offered for this behavior: (a) p+p gets

broader there too, closer to the Au+Au shape. (b) An inherent feature of the χ2 test

is that distributions with poor statistics give closer agreement in general to hypothesis

curves than more well-sampled distributions, and since the jet signal to background ratio

decreases sharply with pT , this effect comes into play. (c) Perhaps most interesting from

a physical perspective, note in figure 3.19 that the elliptic flow strength drops steeply

with pT from 2-2.5 GeV/c downward. The smaller subtracted flow component leads to a

jet peak that really is more Gaussian. Thus the trend towards a more amplified bimodal

shape with decreasing pT is not monotonic, but in fact reverses at the lowest momenta.

In a future analysis with higher statistics, it would be highly desirable to map out this

trend in finer partner pT bins and determine how the non-Gaussian deviations evolve

within this interval.

5.3.1 Other shape parametrizations

Additional measures of the jet shape and width were carried out, including the

RMS width of the jet peak, defined as

∆φRMS =

√√√√ 1∑
j nj

∑
i

ni

(
|xi − µ|+

∆x√
12

)2

(5.4)

where xi is the center of ∆φ bin i, and n is the conditional yield in each bin.

This parameter has the advantage of being independent of any assumption about

the jet shape, providing a uniformly-defined measurement for any distribution. However,

the quantity suffers from sensitivity to fluctuations far from the mean, and does not
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account for their (lack of) statistical significance. In the PTYs of this analysis, these

properties led to systematic disagreements compared widths obtained from the Gaussian

fits, with a sensitive dependence on the boundary of the angular region, even when no

statistically significant jet signal is present. For these reasons it was decided not to

include this measure in the final results.

Another shape variable of potential interest is the ratio of the jet yield in the nar-

row “head” or punch-through region (|∆φ−π| < π/6 rad) to that in the full away side,

excluding the head region. For correlations at lower pT , this variable is an informative

description of deviation from a single-peak structure. However, it is poorly defined for

sharp peaks when the “shoulder” region in the denominator is close to zero. The pT

dependence of this quantity was examined, and although it provided some useful quanti-

tative information in the medium-modified regime, it was ultimately excluded from the

final results due to its lack of stability through the full partner pT range, particularly

for the statistically-limited 7-9 and 9-12 trigger pT bins.

These additional methods of quantifying the jet shapes through the full momen-

tum range present essentially the same message as the fit studies communicate, and

there is only modest additional quantitative gain from their inclusion in the analysis.

5.4 Integrated yields and IAA

The fully corrected conditional spectra were measured for the near and away side

regions, as shown in figures 5.7 and 5.8. The same quantity was also calculated for a

narrower punchthrough ∆φ window and is not shown. A comparison between Au+Au

at the two centralities and p+p is made more explicitly through the IAA variable,

defined in equation 1.25. IAA calculations from the ACHNS [25] and ZOWW [74]

models are also shown in Figure 5.10. Both calculations include a parton energy loss

formalism with a particular modeling of medium geometry. The ACHNS calculation uses

a hydrodynamic evolution model of the medium and an energy loss scheme employing
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Figure 5.7: Near side integrated conditional yields vs. partner pT . The blue, red, and
black points are p+p, 0-20% central Au+Au, and 20-60% central Au+Au.

Figure 5.8: Same as figure 5.7, but for away side.The blue, red, and black points are
p+p, 0-20% central Au+Au, and 20-60% central Au+Au.

quenching weights obtained through fits to other data as described in [25]. The ZOWW

calculation also uses energy loss parameters from fits to other data, but models a static

spherical geometry. The unique geometries used makes it difficult to evaluate whether

the medium profile or the energy loss mechanism used in each model is responsible for
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Figure 5.9: IAA vs. partner pT for the near-side jet angular integration region.

the differences in the results. However, the ZOWW calculation does predict that IAA >

RAA, in general agreement with the data, while ACHNS predicts that IAA . RAA. The

fact that this data is sufficiently precise to favor the ZOWW calculation is intriguing;

however, the comparison would be more compelling if both models were to incorporate

the same medium geometry profiling for a direct discrimination between the energy loss

component of the calculations.

The trend in IAA as being consistently higher than RAA is unsupportive of a naive

scenario where the surface bias from selecting high-momentum trigger particles creates

a tendency for the recoil jet to pass through a large portion of the medium and suffer

greater suppression than for untriggered single-particle cases. However, a significant

competing effect arises from the steeper slopes of the untriggered yields compared to

conditional pair yields. Since RAA is composed from softer spectra than the conditional
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spectra used to calculate IAA, it is more sensitive to fixed momentum losses (i.e. leftward

shifts) in the Au+Au numerator than for flatter spectra.

5.4.1 Integrated yield and IAA systematic uncertainties

The integrated yields are calculated for the central, high, and low systematic sets

of PTY points, which gives the v2 +π0 +h± uncertainty. The background normalization

uncertainty has been evaluated by adding and subtracting the background error to the

central point, while the scale uncertainty was propagated in a straightforward manner

as a multiplicative constant.

The proper assessment of IAA uncertainties requires a determination of which

components cancel in the Au+Au/p+p ratio. The type B error sources are not assumed
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to cancel explicitly, however, the IAA high and low errors are found by taking high-high,

mid-mid, and low-low ratios, and not other combinations, since it is assumed that while

the errors are not correlated, they are not anti-correlated either. A π0 background

uncertainty is very unlikely to go in opposite directions for the two species, for example.

The remaining task is evaluation of differences in the background normalization and

efficiency errors.

Since the background normalization procedure involves fundamentally different

physics assumptions and implementation, it is important to treat them as completely

independent.

The efficiency error receives a partial cancellation in the ratio. Recall the error

sources in table 4.2. The momentum resolution, PC3 matching recalibration error,

and MC/RD differences are all highly correlated in PISA between Runs 6 and 7. The

embedding efficiency (5%), particle ratios (3%), and statistical errors(< 1%) remain.

As a rough estimate of the uncanceled error, these are simply combined in quadrature

to give a scale error of 6%.



Chapter 6

Summary, Interpretation, and a Look Ahead

In this chapter, the results of this analysis are summarized, and interpretations

are offered as to their physical meaning and implications in light of the predictions and

existing measurements.

6.1 Transverse momentum dependence of jet shapes and yields

Over a broad range of trigger and partner transverse momenta, the jet shape and

yield information extracted from the correlations shows that:

• For pπ
0

T < 7, jets on the near side indicate enhanced yields in the lower partner

pT range which descends to an unmodified yield at higher ph
±
T . Above 7 GeV/c,

no near side yield modification is observed.

• On the away side, central Au+Au jet yields demonstrate a transition from

enhancement to suppression at ph
±
T ≈ 1 GeV/c for all pπ

0

T ranges. Above pπ
0

T = 7

GeV/c, the yield modification is the same for the whole away side compared to

the narrower peak region, but at lower pπ
0

T , less consistency is observed: a large

difference between the head and full away side persists through the full ph
±
T

range for 4-5 GeV triggers, while the difference is smaller but still discernible

in the 5-7 GeV pπ
0

T range.
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These effects can also be summarized by plotting a selection of the condidtional yields

which represent the same trends visually. This is done in figure 6.1.
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Figure 6.1: Selection of con-
ditional jet yields for central
Au+Au and p+p, highlighting
the trends discussed in the text.
The yields in the right-hand col-
umn have been scaled to show
more detail. In the inset panels,
the Au+Au yields have been
normalized to match the p+p
peak height to enable a compar-
ison of the shapes.

The best current understanding of the near-side enhancement is that it receives a

correlated contribution from the ridge, which is itself not yet well understood. One of the

more conventional pictures describing ridge formation is that long-range (particularly in

∆eta) corellations are formed during the nuclear collision as partons pass near to each

other, producing “flux tubes” of chromo-electric fields that are then pushed outward by

the radial expansion of the fireball [41]. The physics of the ridge is an area of very active

speculation, measurement, and calculation. This data provides one more experimental

constraint for any new ridge description models to compare with.

6.2 Low and intermediate pT phenomenology: what causes the

double peak?

Although not not as visually pronounced as in lower-pT correlations, the away-

side shape, which is found to have poor compatibility with a Gaussian form in this

analysis, exhibits a highly broadened shape, possibly even reminiscent of a double-

peaked structure. In [14, 7] and other results, the peak offset falls in the 1.0-1.2 radian
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range, corresponding to a speed of sound in the medium of about 0.2c using a simple

application of the Mach formula [65]. This value of the sound speed is unexpectedly

low given the high density of the medium, and may serve as one piece of evidence

casting doubt on conical emission interpretations. However, a cone-like structure has

been observed in three-particle correlations in the STAR detector at RHIC [2], whose

full azimuthal acceptance is better suited for such measurements than PHENIX. This

has led to claims that deflected-jet scenarios are incompatible with the data, and has

been claimed to lend strong support for a Mach-cone interpretation.

The two-peaked structure has been observed
√
sNN = 158 GeV at the Super

Proton Synchrotron at CERN by the CERES collaboration [62], and at 62 GeV by the

PHENIX collaboration [5]. There were even preliminary results in circulation suggesting

that the offset peak shape was observed at 17 GeV at the SPS, a beam energy so low that

it is highly unlikely that a thermalized QGP-like medium is produced in any appreciable

volume. Such results call physical Mach-like correlation interpretations into question,

and prompt a revisitation of the methodology involved in identifying the shape and

amount of background, a topic to which we now turn.

6.2.1 Questions concerning the 2-source model

It should be noted that the correlation functions themselves do not exhibit any

double-peaked structure in this analysis. The bimodal shape is introduced only after

subtraction of the flow-modulated background. It is interesting to examine the the

assumptions made in this analysis–and in all other correlations analyses found in the

literature–that the pair correlations due to flow can be completely factorized from those

due to jets, and that the flow component should take on its full value as measured in

an independent analysis. As an example, the 4-5 ⊗ 0.5-1 GeV/c C (∆φ) is shown for

0-20% centrality in figure 6.2. A near + away-side single Gaussian fit is applied, with

a free constant as the background level, simply to capture the essential shape. The
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Figure 6.2: Simple example showing how a reduction in v2 causes a transition from the
bimodal to single-peaked jet shape.

darkest red curve represents the measured pair v2 value used in this analysis, and each

subsequent curve is a (1, 2, 3, ...) × 10% reduction from this value. The normalization

is fixed for all v2 values as the ABS ξ level calculated for that bin. The right hand plot

gives the background-subtracted jet function (not normalized per trigger). A 20-30%

reduction in the v2 results in a very different qualitative interpretation.

This simple exercise is intended not to question existing measurements of elliptic

flow by PHENIX or others, but to demonstrate that the full-factorization assumption

made by the two-source model carries significant ramifications, and that the background-

subtracted result is highly sensitive to the pair v2 input value. It is interesting that the

mach-cone feature is most pronounced precisely where the jet correlation strength is

weakest relative to the background. If the mach cone structure is truly due to physical,

and not experimental, effects, it would be reassuring to see evidence of the the conical

emission structure at higher trigger pT ⊗ low ph
±
T , where one might expect medium

response from a very energetic parton. Unfortunately, the current statistics are poor in

this region, and although the two peak structure could be hiding within this larger single

peak, the data seem to be silent on this question for the moment. In fact, it is not clear

that improved statistical precision would distinguish a physics vs. experimental bias
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scenario, since a single, large peak could be formed equivalently through (a) a bimodal

+ central punchthrough component, (b) the merging of two split peaks (if the cone

angle were to close, as predicted by the Cherenkov picture), or (c) the disappearance

of the mach cone and replacement with a punch-through peak. Combinations of these

options are also not precluded.

The addition of other components in the correlations besides jets and flow are

likely to imply that the v2 amplitude is overestimated. Moreover, if the sample of trigger

particles is contaminated by background, the pair yield per trigger particle is reduced

by (a) an enhancement of the background pedestal due to the isotropic formation of

randomly-triggered pairs, and (b) a reduction in the correlated per-trigger pair yield

in the peaks from an increase in fake trigger particles without a corresponding gain in

signal pairs.

However, several of the alternative mechanisms listed in chapter 1, such as flow +

surface emission, v3, event fluctuations or 3-jet events with enhanced selection through

isotropic background production, etc. are quantitatively vague notions at this time,

and it is hoped that the “non-flow effects” proposed in the literature are made more

concrete in terms of a physical picture and a quantitative estimation, so that they

are distinguished from phenomena that are already described in more conventional

frameworks.

6.3 High pT phenomenology: surface emission or punchthrough?

In light of the previous discussion, the high-pT region studied in this analysis is

of particular value because (a) the flow amplitude is miniscule in compared to the jet

correlation strength, so any of the systematic biases mentioned in the previous section

are negligible in comparison with the other uncertainties, and (b) this region is expected

to be amenable to pQCD calculations, which are currently best constraint for leading

parton E-loss models. In fact, jet quenching calculations similar to the one described
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in section 1.6.1 have been recently performed specifically for comparison with IAA from

this analysis, and are discussed in section 5.4.

As an additional consideration, the PID dependence is weaker at high pT because

(a) it is above the recombination/coalescence region which begins to diminish near 5-6

GeV, and (b) the parton to p vs pion fragmentation is more similar since mπ0 ,mp �

Eparton.

One important puzzle revolves around the question of why the jet peak is highly

suppressed at high energies, but its shape appears unmodified. Two primary explana-

tions are often made, which are not mutually exclusive. One is that the medium is so

opaque to color charges that only hard-scattering vertices allowing emission from the

surface of the fireball permit an escape of high-momentum hadrons. This surface-bias ef-

fect is often invoked in RAA interpretations as well. A second picture is that since gluon

emission is somehow quantized, it is possible that a small number of hard gluons are

radiated through parton-medium interactions as the dominant energy loss mechanism,

rather than many soft gluons.

An major conclusion from this analysis is that although the data lacks high sta-

tistical precision at the highest trigger pT , no double-peaked structure is discernible on

the away side for any partner momenta, even at the lowest end of the range. If collective

medium response effects increase with the energy of hard-scattered traversing partons,

the high-trigger-low-partner momentum regime is where one would expect to see the

most pronounced effects. Therefore, although a modified shape is observed at the lowest

trigger and partner pT values, conical emission scenarios are not well supported by the

results from this analysis.

Finally, the comparison of conditional pair yields in Au+Au compared to a p+p

reference as measured by IAA shows consistently that iaa is larger than or similar to

RAA, and that the difference becomes larger at the highest trigger momenta. Since the

two observables do not necessarily express energy loss of hard-scattered partons in the
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same way, their comparison affords an additional measure of constraint for energy loss

and medium response models to match.

6.4 Conclusion

In this analysis, the transition with pT from enhanced and medium-modified

jets to suppressed, vacuum-like jets has been quantified with identified neutral pion

trigger particles over a broad momentum range and different collision centralities. It was

observed that for triggers in the 4-5 (5-7) GeV/c range, the onset of modification occurs

below 3-5 (2-3) GeV/c in partner pT . The level of suppression above the transitional

region was measured with high precision, enabling new comparisons with models and

thus improved constraints on theories describing energy loss and its implications for the

quark-gluon plasma phase.
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Appendix A

Correlation functions and conditional pair multiplicities

In this section the mathematical notation and definitions of correlation functions

and conditional yields are explained, followed by a summary of some relevant results

preceding this analysis.

A.0.1 General pair correlation functions

A correlation function1 describes the concidence of production of particles se-

lected in a category A with those of type B into elements of phase space d3pA and d3pB

around the momentum vectors pA and pB in an event sample:

C(pA,pB) ≡

1

Nevt

d6NAB

d3pAd3pB(
1

Nevt

d3NA

d3pA

) (
1

Nevt

d3NB

d3pB

) (A.1)

If A and B are completely uncorrelated, the numerator factorizes in the same way as

for the denominator, and C = 1. In practice, the A and B particle classes occupy some

well-defined region in phase space since they are constrained by detector acceptance and

selections applied in an analysis. When A and B are binned into phase space regions

ΓA and ΓB, the “factorized” correlation function is defined as

CFactorized =

∫
ΓA

d3pA

∫
ΓB

d3pB
1

Nevt

d6NAB

d3pAd3pB(∫
ΓA

d3pA
1

Nevt

d3NA

d3pA

) (∫
ΓB

d3pB
1

Nevt

d3NB

d3pB

) (A.2)

1 This section is closely based on work originally done by Paul Stankus (stankuspw@ornl.gov), which
is documented in PHENIX Technical Note 412. Currently the document is not publically available. For
a related discussion, see appendix A of [7].
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A.0.2 Angular correlations

The focus of this analysis is on azimuthal correlations, in which the full the full

polar angle acceptance of the PHENIX detector is integrated over for each trigger and

partner momentum bin A,B to give the azimuthal single-particle and pair distributions:

1

Nevt

dNA

dφA
≡

∫
A
dpAdθA

1

Nevt

d3NA

dpAdθAdφA
(same for B) (A.3)

1
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d2NAB

dφA dφB
≡

∫
A
dpAdθA

∫
B
dpBdθB

1

Nevt

d6NAB

dpAdθAdφAdpBdθBdφB
(A.4)

The phase-space region for relative angles between A and B includes the parameters

for each type, connected within the integration through δ(∆φ− (φA − φB)). Thus the

relative azimuthal correlation function is

C(∆φ) ≡

∫ 2π

0
dφA

∫ 2π

0
dφB δ(∆φ− (φA − φB))

1
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=
2π

nA nB

∫ 2π

0
dφA

∫ 2π

0
dφB δ(∆φ− (φA − φB))

1

Nevt

d2NAB

dφAdφB
(A.6)

A.0.3 Conditional pair multiplicities

The quantity of final interest in correlations analyses is typically the yield of

correlated pairs per trigger particle, which is equivalent to describing the probability of

obtaining a certain number of type B particles, given the existence of a type A particle.

This conditional relative-angle pair distribution is a distinct quantity from that defined

in equation A.2, which makes no distinction between type A and B particles in the sense

that they could be exchanged without affecting the result.

The probability of obtaining a type B particle given the presence of A (equivalent

to obtaining an AB pair given A) is

d3nB|A

d3pB
(pA,pB) =

1

Nevt

d6NAB

d3pAd3pB
1

Nevt

d3NA

d3pA

(A.7)



159

More specifically, the conditional ∆φ pair multiplicity is the azimuthal pair distribution

divided by the number of trigger particles. Using the definitions in equations A.3-A.4

and integrating over the appropriate phase space intervals gives

nB|A(∆φ) =
1

NA

dNAB

d(∆φ)
≡

∫ 2π

0
dφA

∫ 2π

0
dφB δ(∆φ− (φA − φB))

1

Nevt

d2NAB

dφAdφB∫ 2π

0
dφA

1

Nevt

dNA

dφA

=
1

nA

∫ 2π

0
dφA

∫ 2π

0
dφB δ(∆φ− (φA − φB))

1

Nevt

d2NAB

dφAdφB
(A.8)

This expression differs from equation A.6 only in the prefactor, immediately providing

a connection between the conditional pair yield of equation A.8 and C(∆φ):

1

NA

dNAB

d(∆φ)
=
nB

2π
C(∆φ) (A.9)

The experimental procedure for calculating these quantities and for extracting the cor-

relations due to jets from those of other sources is described in detail in chapter 3.



Appendix B

The negative binomial distribution

The negative binomial distribution (NBD) is a discrete probability distribution

of the number of failures in a sequence of Bernoulli trials needed to get a specified

number of successes. It is sometimes called Pascal’s distribution when the number of

desired outcomes is integer-valued. It gives a complementary result to that specified

by a binomial distribution. For example, if one throws a die repeatedly until the third

time a 6 appears, the probability distribution of “non-6’s” appearing before the third 6

is a NBD.

The probability density function is

fNB(n; k, p) =

(
n+ k − 1

k − 1

)
pk(1− p)n (B.1)

where

• p: probability to get desired outcome

• k − 1: number of occurrences of desired outcome

• n: number of failures

The binomial coefficient can be expressed with Gamma functions, giving the following

representation:

fNB(n; k, p) =
Γ(n+ k)

n!Γ(k)
pk(1− p)n. (B.2)
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The probability can be expressed in terms of the mean µ as

p =
k

k + µ
(B.3)

so that the NBD can be expressed as

gNB(n; k, µ) =
Γ(n+ k)

n!Γ(k)

(µ/k)n

(1 + µ/k)n+k
(B.4)

In the limit that the number of successes k is very large, the NBD becomes a Poisson

distribution:

lim
k→∞

gNB(n;µ) =
µn

n!
e−µ. (B.5)

Thus the NBD possesses similar properties to the Poisson, where k controls the deviation

from Poisson behavior, and the NBD has a larger variance for small k values. The

variance is related to k and µ as (
σ

µ

)2

=
1

k
+

1

µ
. (B.6)

Again, in the limit of large k values the relation σ2 = µ is recovered, which is a charac-

teristic feature of the Poisson distribution.



Appendix C

Run lists for Runs 6 and 7

Bad Run 7 runs: 229545 230083 230680 231156 235889 235890 235891 235892

235893 235894 235895 235900 235901 235902 236004 236005 236007 236008 236009

236137 238327 238530 238531 238682 238683 238684 238698 238843 238845 238846

238847 238848 238971 239306 239307 239308 239312 229793 228640 236385 239834

239914 240043 232459 230249 240073 232459 231717 235804 228339 239839 230665

229680 234523 236465



Appendix D

π0 → 2γ decay kinematics

D.1 Minimum and maximum decay photon energies

The photon energy limits can be obtained by Lorentz-boosting the photon 4-

momemtum from the decay center of mass to the lab. Eγ

pγ‖

 =

 γ γβ

γβ γ


 E?γ

p?γ‖

 (D.1)

Here, p‖ is the photon momentum pointing in the direction of the parent momentum,

and the starred frame is the decay CM. If the angle in the parent rest frame between

the emitted photon and p‖ is ψ?, the photon energy in the lab is then

Eγ = γ
m

2
(1 + β cosψ?). (D.2)

The minimum and maximum Eγ occurs when photon emission is antiparallel and parallel

to the parent momentum, respectively:

E
(min
max)
γ =

1

2
(Ep ∓ pp) . (D.3)

D.2 Distribution of decay angles

The parent-daughter angle distribution of photons is sought as a function of parent

momentum for parent→ 2γ decays. We begin by boosting the decay photon from the
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lab to the (starred) decay CM, E?γ

p?γ‖

 =

 γ −γβ

−γβ γ


 Eγ

pγ‖

 (D.4)

or, more explicitly, m
2

m
2 cosψ?

 =

 γ −γβ

−γβ γ


 Eγ

Eγ cosψ

 . (D.5)

Applying the boost gives

m

2
= γEγ(1− β cosψ) (D.6)

and

m

2
cosψ? = γEγ(cosψ − β). (D.7)

Dividing (D.7) by (D.6) gives

cosψ? =
cosψ − β

1− β cosψ
. (D.8)

We write

dNγ

dψ
=

dNγ

d cosψ?
d cosψ?

d cosψ

d cosψ

dψ
(D.9)

Assuming that photon emission is isotropic in the decay CM,
dNγ

d cosψ? is uniform from -1

to 1, so we say that it is 1/2 for unit normalization. Performing the derivatives then

yields the result

dNγ

dψ
=

(1− β2) sinψ

2(1− β cosψ)2
. (D.10)

Since the decay angle distribution is constrained by the momentum of the photon as

well as the parent, the allowable angular range for a given Eγ bin is a relevant quantity

and is obtained by arranging equation D.6 as

cosψ =
1

β

(
1− m

2γEγ

)
(D.11)
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or, expressing in terms of parent energy and momenta and noting that the Eγ and ψ

are inversely related,

cosψ(min
max) =

Ep
pp

1− m2

2EpE
(max
min)

γ

 . (D.12)



Appendix E

PC3 recalibration

E.1 PC3 match distributions from embedding output

E.2 Matching distributions from PISA simulations

E.2.1 Run 6

The matching parameters and their fits are shown in figure E.4 (*** Need to

update these figs? Check.).

The quality of the fits could be improved by fitting the two charges separately (as

done for the embedding study in section 4.3.1), but it was decided that the accuracy of

the PISA matching recalibration was sufficient for this study, particularly in comparison

to the data. In almost all bins, the recalibrated values of µ(σ) agree with 0(1) within

0.1 σ. A notable exception is a jump in the widths below 1.0 GeV, however the larger

values appear for the kaons and protons, which are strongly de-weighted at low pT

(w ∼ 0.1) when the species are combined. A systematic uncertainty of will be assigned

for imperfections in the matching recalibration.

E.2.2 Run 7 embedding simulation output

Once this correction was applied, the means and widths of the matching distri-

butions were at their proper values within 10% (figure E.6).
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Figure E.1: PC3 ∆φ raw matching distributions from embedding output in radians for
type S (black) and type R (red) tracks.

Figure E.2: PC3 ∆z raw matching distributions from embedding output in cm for type
S (black) and type R (red) tracks.
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Figure E.3: Run 6 (left) and Run 7 (right) fits to the raw matching parameters vs.
pT . Some fits are imprecise but the resulting recalibrated widths and means remained
within a few percent of their target values.

Figure E.4: Run 6 (left) and Run 7 (right) widths and means of recalibrated, sigmalized
PC3 matching parameters.

Figure E.5: PC3 ∆φ and dz widths and means in radians and cm as a function of pT
for + and − tracks. Black = type S, and red = type R. The fits are used to recalibrate
the data.



169

Figure E.6: Recalibrated (top) and un-recalibrated means and widths of PC3 matching
distributions in units of σ.



Appendix F

Correlation Functions

F.1 p+p
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F.2 Au+Au
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