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ABSTRACT

Ultrarelativistic heavy-ion collisions at the Relativistic Heavy Ion Collider (RHIC) and the
Large Hadron Collider (LHC) allow for a novel environment in which to study the fundamen-
tal interaction between quarks and gluons, known as the nuclear strong force. The strong
force ordinarily confines quarks and gluons (“partons”) to the interior of composite parti-
cles such as protons and neutrons (“hadrons”), but, in heavy-ion collisions, energy densities
become sufficiently high that hadrons effectively melt into a plasma of free partons known
as a Quark Gluon Plasma (QGP). Quantifying the properties of the QGP, such as its bulk
viscosity, temperature, and entropy-to-shear-viscosity ratio have become key endeavors of

high energy nuclear physics in the past two decades. Additionally, quantification of the



strength of the color field (the strong interaction analogy of the electromagnetic field) and
how energy permeates through the plasma itself is necessary. This dissertation focuses on the
latter set of objectives through the use of an experimental observable known as “jets”, which
are collimated sprays of particles. Additionally, jets in heavy-ion collisions have been found
to have both their momentum and their shape modified relative to jets found in proton-
proton collisions, where there is no QGP formation. This jet modification occurs because
the parent partons of the jets have themselves been modified by the interaction with the
color field inside the QGP. Thus, studying jet modification allows us to quantify properties
of the QGP itself. This dissertation presents the results of examining angular correlations
between jet fragments and high momentum neutral pions (7°). Correlating jet fragments to
a high momentum 7% allows for high statistical precision, as neutral pions are one of the most
abundant particles created in heavy-ion collisions. A high momentum (py > 12 GeV/c) 7°
can also carry up to 80% of a single jet’s momentum, making them very good proxies for the
jet itself kinematically. This work will utilize the largest heavy-ion data set available from
the PHENIX detector, collected during 2014, containing approximately 20 billion Au+Au

events.
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CHAPTER 1

Introduction

Heavy ion physics occupies a unique sector of the soundscape that is high energy physics,
itself a branch of nuclear physics. If particle physics, grounded in decades of experimentation
and theory surrounding lower multiplicity p + p and low-energy, fixed-target collisions, is
classic rock, then heavy ion physics is technical death metal. The high multiplicity of particles
in the final state, the presence of a hot, dense medium known as the Quark Gluon Plasma
(QGP), and the long range spatial correlations that arise due to the collision geometry
create a cacophonous discord, the inner workings of which are difficult to tease out both
experimentally and theoretically. However, before we broach the daunting subject of heavy
ion heavy metal, we must first start with a little music theory. Much like heavy metal owes
its existence to jazz and blues, heavy ion physics is routed in understanding the Nuclear
Strong Force, which is modelled mathematically by Quantum Chromodynamics (QCD). This
introductory chapter will also include how the nuclear strong force fits into our understanding

of fundamental physics as a whole: the Standard Model of Particle Physics.



1.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics encompasses three of the four fundamental forces of
nature. These three are the electromagnetic force, described by Quantum Electrodynamics
(QED), the weak interaction, described by the unified electro-weak theory (EWT) [1-3], and
the nuclear strong force, described by Quantum Chromodynamics (QCD). Gravity, the final
remaining force, is best described by Einstein’s Theory of General Relativity and is currently
incompatible with quantum field theory. It is predicted that the gravitational force should
be mediated by the exchange of a massless, spin 2 boson known as the graviton, but searches
for such a particle have yet to yield results consistent with this prediction.

The Standard Model also currently includes fundamental particles that can interact with
one another via the three forces listed above. Figure 1.1 details their various properties,
including mass, electric charge, and spin. The top six, purple boxes represent the six flavors
of quarks in the Standard Model, increasing in mass as you go from left to right. This
mass increase is also denoted by the “generation” numbers above each column of quarks.
Quarks are spin 1/2 fermions, carry a fraction of the electric charge, e, and can interact
weakly by undergoing flavor-changing interactions mediated by the Z° and W¥ bosons.
This last interaction gives rise to the phenomenology of radioactivity in elements such as
potassium—40.

Located in the green boxes beneath the quarks lay the second class of fermions, known
as leptons, the most familiar of which is the electron. Electrons are most commonly found in

atomic orbitals and their configuration in these orbitals give rise to the chemical properties
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Figure 1.1: Stand model of elementary particles which are categorized into quarks (purple),
leptons (green) and force carriers (blue). The particle properties such as mass, charge, spin,
and name are labeled in each grid [4].

of the individual elements on the periodic table. To the right of the electron, again with

increasing mass, lay the muon and the tau lepton. Each has the same spin and charge as the

electron, but with heavier masses, 105.66 MeV /c* and 1.7768 GeV /c?, respectively, compared

to the electron’s 0.511 MeV/c? [5]. This increased mass makes muons and tau leptons rarer

particles, with their primary creation mechanisms being violent nuclear reactions in Earth’s

atmosphere or in powerful particle colliders. Both also have extremely short liftetimes before

weakly decaying into less massive leptons.



There also exists an associated electron neutrino, muon neutrino, and tau nuetrino be-
neath their more massive namesakes. Neutrinos, broadly, facilitate the conservation of lepton
numbers during weak nuclear interactions. Additionally, neutrinos are nearly massless and
carry no electric nor color charge, making them nearly impossible to detect. It was believed
for quite some time that neutrinos were massless; however, new insight has led scientists to
believe that not only to neutrinos have mass [6], but the different neutrino flavors might os-
cillate between these different mass eigenstates [7]. Additionally, the study of neutrinos may
serve as a way to capture certain phenomena that would challenge our current understanding
of the laws of nature. The observation of neutrino-less double beta decay, for instance, would
provide counter-evidence to the notion that lepton number is a conserved quantity. Indeed,
a large part of neutrino physics is focused on probing physics “Beyond the Standard Model”
(BSM) by probing unique symmetry violations.

On the right side of table in Fig. 1.1 are the gauge bosons, mediators of the interactions
permitted by the Standard Model. All are spin 1, given them the designation of “vector”
boson, with the exception of the recently discovered Higgs boson, which is a spinless “scalar”
boson. The gluon and photon (denoted g and =, respectively) mediate the strong and
electromagnetic interactions. The neutral Z and charged W bosons mediate the weak force,
facilitating flavor changing interactions involving quarks and leptons. And, finally, the mass
of fundamental particles is determined via their interaction with the Higgs boson and its
underlying field. It’s important to note that the Higgs mechanism is responsible for only the

mass of the fundamental particles listed in the table. The mass of composite particles like



hadrons is achieved through the quantum chromodynamical binding energy of the constituent

quarks.

1.1.1 The Nuclear Strong Force and Quantum Chromodynamics

Quantum Chromodyanmics (QCD) is the mathematical framework that describes the strong
nuclear interaction between quarks and gluons, heretofore referred to as “partons.” QCD is
explained best by comparing and contrasting it with Quantum Electrodynamics (QED).
Like in QED, the nuclear strong force is mediated by a massless, spin—1 boson known as the
gluon, and the gluon is exchanged by the quanta of the underlying field of the strong force,
quarks, the same way photons are exchanged by electrons and other electrically charged
particles. The analogy begins to fray slightly with the fact there are six color charges in
QCD (red, grean, blue and their anti-colors), as opposed to the two electric charges in QED
(positive and anti-positive, also referred to by some as “negative”). Where things really
begin to diverge, however, is with the fact that the gluon is not neutral with respect to its
conserved current like the photon is. The gluon can occupy one of eight color states, known

as the “color octet” that is laid out in Table 1.1.

Table 1.1: Possible color states for gluons

(rb+b7)/V2  —i(rb + bF) /2
(rg+g7)/vV2  —i(rg+g7)/V2
(bg +gb)/V2  —i(bg + gb)/ V2
(r7 +bb) /2 (1T + bb — 2¢7)/V/6

Mathematically, this divergence from QED is evident in a comparison between the two



theories’ Lagrangians, shown in Eqn. 1.1 and 1.2 below [8, 9].

7 ) 1 v
Lqep = E (T (w’ O0plap — gﬂ“tfbAS — mqéab) Ygp — ZGZ‘”GAM (1.1)
q
Iy (7 A/M 1 v
Laqep = Y(iy"6, —m)y — 1 uw (1.2)

In both equations, 1 represents a fermion field (specifically with color charge a in the case
of QCD), 7* represent the Dirac matrices, m the fermion mass, and J,, the gauge covariant
derivative. In Eqn. 1.1, g, is the QCD coupling constant, Ag corresponds to the gluon field,
where the variable C' goes from 1 to 8 to account for the 8 gluon color states as shown in 1.1,
and the term t$, represents the 8 3 x 3 special unitary matrices that are the generators of
SU(3), the underlying symmetry group of QCD. The final two terms in both the equations,
G}, and F,,, describe the strength of boson field of each theory, and therein lies the unique

property of the gluon. The definition of these terms is the following:

G2, = DAL — DAL — g, FancALAL (1.3)

F,, =0,A, —0,A, (1.4)

Here, A represents the strength of the field tensor, g; represents the QCD coupling strength,
fapc represents what are known as structure constants of SU(3), the underlying symmetry
group of QCD (in contrast to QED, which is decsribed by a U(1) symmetry). And, indeed,

Eqns. 1.1 and 1.4 have similar leading terms, but the structure functions of the former arise



because of the non-Abelian (or non-commutative) nature of SU(3). These non-zero structure
functions, in turn, do not eliminate the trailing gSAZA‘; terms, which, therefore, allows for
non-zero gluon-gluon interactions in QCD’s mathematical description of the nuclear strong

force. Examples of quark-quark, quark-gluon, and gluon-gluon interactions are shown in 1.2

Figure 1.2: Feynman diagrams of strong interactions. Left: quark-gluon interaction. Center
and Right: gluon-gluon interactions.

Confinement and Asymptotic Freedom

Turning to the quarks themselves, specifically two quarks interacting such as in the formation
of the meson, we have the following effective potential between the quark-anti-quark pair
given by Eqn. 1.5 [10]:

V()= —2+br (1.5)

r

By applying the relationship that the force produced by a given potential is proportional to
the negative gradient of the potential, one can see that the first term in Eqn. 1.5 becomes
repulsive, albeit it dies off very quickly because of its 1/r dependence. This term implies
that quarks experience a repulsive force when very close to one another, preventing hadrons

from collapsing in on themselves. Upon examining the second term, however, we see that at



larger r, the force felt by strong interacting particles is constant as a function of the distance
between them. This means that the amount of energy stored between a quark-antiquark pair
grows linearly with the distance between them. Eventually, it becomes more energetically
favorable to spawn another quark-antiquark out of the QCD vacuum, thus creating two
mesons, rather than allowing the original two quarks to become further separated and/or
isolated. The fact that the most energetically favorable states are tightly bound hadrons
leads to the property of the nuclear strong force known as “confinement,” which is the
observation that there are no free partons at everyday length and energy scales.

The phrase “everyday length and energy scales” might immediately elicit the follow-up
question: “what happens at very uncommon length and energy scales”? For this, we must
turn back to quantum field theory, specifically at the parameter g in Eqn. 1.3, which is
also sometimes written as ag. This parameter is known as the coupling constant, which,
broadly, describes the strength of a given interaction between two field quanta. The larger
this number, the stronger the interaction, and vice versa. In a field theory such as QED, the

coupling constant is:

dreghc

Where e is the electron charge, ¢ is the vacuum permitivity of free space, h is the reduced
Panck’s constant, and c is the speed of light. One can see this expression has no explicit
dependence on, say, the scale at which we probe the field theory (e.g. with a high-frequency

or high-momentum probe for instance). The coupling for QCD, however, has two explicit



dependencies on such scale-like quantities, as one can see in Eqn. 1.7[11].

a.(Q%) = %Fﬁ) (1.7)

Here, % is the momentum transfer between two strongly interacting objects, i is the QCD
scale, and N is the number of flavors. The dependence on Q% and p? leads to the coupling of
the nuclear strong force decreasing at increasing momentum transfer and decreasing length
scales, respectively. Physically, oy becomes smaller when using high energy probes to probe
the field theory (large @?), or when the distance between strongly interacting particles
becomes exceedingly small (small p?). Thus, the nuclear strong force has what is known
as a “running coupling.” Experimental validation of this aspect of the nuclear strong force’s
coupling’s behavior can be seen in 1.3 [12], where the measured «; is plotted as a function

of momentum transfer, Q.
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Figure 1.3: The coupling constant, «g, of the strong interaction as a function of squared
momentum transfer Q* obtained from different experiments [12].

Because of the limiting behaviors of the QCD coupling, the nuclear strong force is pre-
dicted to exhibit what is known as “asymptotic freedom,” wherein the coupling between
the field quanta grows so week that they gain their own degrees of freedom, rather than be
confined to the interior of hadrons. The next section details the creation and probing of this

exotic state of matter composed of deconfined partons known as the Quark Gluon Plasma

(QGP).
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1.2 The Quark-Gluon Plasma
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Figure 1.4: The phase diagram for QCD as a function of temperature and baryon chemical
potential. The different white lines represent phase transitions. The green and purple lines
represent regions of the phase space probed by different collider experiments.

QCD predicts that at extremely high energies and extremely small length scales, the ef-
fective coupling between strongly interacting partons should diminish significantly, allowing
for a novel state of matter composed of deconfined quarks and gluons. Fig. 1.4 shows the
phase diagram for strongly interacting matter. Ordinary hadronic matter lives in the light
blue region labelled “Hadron Gas,” which includes nuclear matter (the “stuff” that makes
up our everyday existence) at an appropriately high pup. At the so-called “critical tempera-
ture,” however, a phase transition occurs, and hadronic matter melts in an extremely dense,

extremely hot state of deconfined partons, the Quark-Gluon Plasma. Current estimations of
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the critical temperature and energy density to achieve this phase transition are 170 MeV and
1 GeV/fm?, respectively [13]. The QGP itself is of immense interest to the nuclear physics

community as it offers a unique environment in which to study the nuclear strong force.

1.2.1 Creation and FEvolution in Heavy-Ion Collisions

In order to probe the QGP sector of the QCD phase diagram, one must have a way of
reliably creating one in a laboratory setting. In order to reliably create this deconfined state
of quarks and gluons, large nuclei such as gold and lead are accelerated up to a significant
fraction of the speed of light and collided in particle colliders such as the Relativistic Heavy
Ion Collider located at Brookhaven National Laboratory in Long Island, New York, and the
Large Hadron Collider in Geneva, Switzerland. The facilities, known as synchrotrons, create
sufficient energy densities via ultra-relativistic collisions to create Quark-Gluon Plasmas such
that they can be created and studied repeatedly. Fig. 1.5 [14] shows how heavy-ion collisions
evolve over time, and the individual stages of the evolution of the collision shall be discussed

here.

The Initial State

The initial state (or “initial conditions” as labelled in 1.5) contains the initial distributions
of partons before any collision processes have taken place. At this point, the target nuclei
have been accelerated to a significant portion of the speed of light, and, thus, appear to be

shaped like pancakes in the laboratory reference frame.
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Figure 1.5: Evolution of heavy-ion collisions [14]

Initial Hard Scatterings

The second phase of heavy-ion collisions contains collisions with very large momentum trans-
fer (large Q%) between individual partons. These violent, partonic collisions are known as
hard scatterings, and the hard-scattered partons that are produced in this process will even-
tually go on to fragment and hadronize into a distribution of high-momentum particles
known as a jet. However, before fragmentation, hard-scattered partons will interact with
the medium, losing energy to it as they do so. Thus, the jets measured in heavy-ion collisions
appear to be modified with respect to their hadron yield and their shape when compared to

jets in proton-proton collisions, where no medium is formed.

Quark-Gluon Plasma

After the initial set of high-Q? collisions, temperatures and energy densities become suf-
ficiently high that the colliding nuclei melt, creating a dense soup of deconfined partons

known as the Quark-Gluon Plasma. It is at this point that the evolution of the medium is
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governed by viscous hydrodynamics and jet-medium interactions. This phase lasts on the
order of 1-10fm/c (which converts to 3 x 1072*-3 x 1072* seconds), but is sensitive to the

initial conditions of the collision such as center of mass energy [15].

Hadronization

Hadronization refers to the non-perturbative process by which quarks transform into states
with net-zero color charge (hadrons). This phase occurs after the QGP has expanded and
cooled, which means conditions are no longer extreme enough to allow for partonic degrees

of freedom.

Chemical Freeze-Out

This is the final stage of the collision where the final-state particle distributions are reached.
Here, all hadronization and decay processes that can be seen within an experiment have

finished [16-18].

1.2.2 Experimental Variables and Terminology

Here we will detail specialized terminology that will be used in the remainder of the dis-
sertation. To begin, we shall define the laboratory coordinate system. Fig. 1.6 shows the
coordinate system inside the lab frame. The beams of colliding particles are directed along
the z-axis, perpendicular to which is the zy-plane. It is typical, when discussing particle col-
lisions, to use a mish-mash of Cartesian and cylindrical coordinates. The angle # is defined
as the inclination angle from the z-axis (also referred to as the polar angle), and the angle

¢ is the polar coordinate in the xy-plane. Furthermore, given a particle with momentum
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four-vector p = p(E, p, py, p-), a particle’s momentum that is directed into the xy-plane
(it’s transverse momentum), pr, is defined by 1.8. This quantity will occur frequently in the

course of this dissertation.

pr =\/p; +p; (1.8)

PROJECTILE
SPECTATORS

Figure 1.6: Depiction of the coordinate system used in heavy-ion collisions. The beam line
is directed through the page horizontally along the z-axis, with the positive y-axis pointed
upwards, and the positive x-axis directed into the page.

However, it must be noted that the above coordinate system is not Lorentz invariant.
That is to say, upon transformation from reference frame X to frame X’ under coordinate
transformation A, a given set of coordinates (e.g. (z,y,z)) may not be the same in each

frame. Thus, we introduce two special variables in particular to quantify the polar angle 6.
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The first is known as “rapidity”, denoted by y, and is defined in Eqn. 1.9 below.

1
y=3

E+p,
E_pz

In

(1.9)

Where E is a particle’s energy, and p, is a particle’s momentum along the z-axis. It should
be noted that rapidity itself is not Lorentz invariant, but rapidity gaps, Ay, are. In order to
develop a purely Lorentz-invariant analogue for the polar angle, we turn to psuedorapidity,

7. Given the mass-energy relation,

E? =m?+p? (1.10)

where m is the particle’s rest mass, and we have used natural units such that c =h =1, we
can substitute the fact that p, = pcosf and Eqn. 1.10 into the definition of rapidity from

Eqn. 1.9. This gives

1. /m? 2 0
y— o Y EP Fpeost (1.11)
2 \/m2+p?—pcosh

For the case where p > m, as is such in relativistic particle collisions, Eqn. 1.11 reduces to:

p+ pcosd

=—-ln——

2 p — pcosf

1 1+ cosf

y=-ln——

2 /1—cos#

1 1 —cost
y=—~ln—— % (1.12)

2 1+ cosf
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From here, we perform a trigonometric substitution inside the natural logarithm to arrive

at the definition of psuedorapity in Eqn. 1.13.

n= ——lng (1.13)

=0.88
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Figure 1.7: (a) Pseudorapidity n plotted as a function of #. The blue dot is at (90°,0). (b)
Translation of common angles into units of pseudorapidity [19]

Centrality

When colliding two spherical objects in general, one can discuss what’s known as the “impact
parameter,” b, which is the distance between the center of each projectile measured in the
plane perpendicular to their trajectory. In heavy-ion collisions, the impact parameter plays
a direct role in determining the severity of QGP medium-induced effects seen on an event-
by-event basis. As the impact parameter shrinks, the number of nucleons taking part in
the collision, or “participant nucleons”, Npg,.;, increases, along with the number of binary

collisions (collisions between individual nucleons), Ny, thus raising the energy density,
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leading to a more violent QGP fireball. Conversely, “spectator” nucleons are those that
are not directly involved in the collisions. They “witness” it (hence the term “spectator”)
but are not actually struck by another nucleon themselves. The distinction, as well as a

visualization of the impact parameter, is illustrated in Fig. 1.8.

Figure 1.8: Visual representations of Npy.t, Neoy, and the impact parameter b in heavy-ion
collisions [20].

Inversely, when the impact parameter is very large, there are more spectators, less partici-
pants, and thus a less severe amount medium-induced modifications. Despite its importance,
however, the impact parameter is impossible to measure in real events. Thus, the notion
of centrality is introduced to categorize events as a proxy for the impact parameter. Each
experiment defines centrality in a way that is specific to its own minimum bias detector’s
(MBD) capability, and is expounded upon in detail in Sec. 2.2.1.1. In order to tether what
the minimum bias detector measures back to the actual impact parameter in a meaningful
way, though, the MBD’s signal is compared to the Glauber Monte Carlo model[21], which

allows a mapping between a quantity such as the number of charged particles measured in
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an event to the impact parameter, as shown in Fig. 1.9. One can think of the Glauber Model

as a mapping that takes one from the bottom z-axis of N, to the top z-axis of Npy,; and

the impact parameter, b.
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Figure 1.9: Centrality determination via charged particle multiplicity. The bottom z-axis
represents the amount of charged tracks measured in the MBD, the y-axis represents the in-
elastic cross-section, and the top x-axis represents an approximation of the impact parameter

in femtometers|22].
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1.2.3 Probing the Quark-Gluon Plasma

There are two primary experimental observables that validate the hypothesis that QGP is
created inside ultra-relativistic heavy-ion collisions. One is the observation of long-range
spatial correlations between particles that emerge from heavy-ion collisions known as “How”,
and the other is the modification in the yield of high momentum particle formations known

as jets.

1.2.5.1 Collective Flow

Figure 1.10: Cartoon depicting a collision of large nuclei. The left side shows the formation
of the Quark-Gluon Plasma with a elliptic shape owed to the initial elliptic shape of the
overlap region of the two nuclei. The right picture shows how this spatial anisotropy leads to
particles emerging with different momentum due to their interactions with the medium [23].

In heavy-ion collisions, the spatial overlap of the two colliding nuclei need not be perfectly
circular as was discussed when defining the notion of centrality. This spatial anisotropy in
the initial state of the collision then leads to a momentum anisotropy in the final state

as particles undergo medium-interactions along differing path lengths. Fig. 1.10 depicts

the creation of the QGP medium and how its shape is owed to the shape of the collision
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geometry and how this spatial anisotropy is transferred into a momentum anisotropy in
the final state. Experimentally, collective flow in heavy-ion collisions can be measured via
multi-particle correlations, in which a particle is chosen as a “trigger” particle, and the
angular separation between it and other particles in the event, A¢, is recorded. These
correlations can be analyzed via Fourier decomposition given by Eqn. 1.14. A hallmark
feature of these correlations is that they are long-range in nature, meaning they span a long
range in pseudorapidity, whereas correlations due to jets alone do not. This is shown in 1.11,
where one can see that the number of correlations at large n away from the near-side peak
at (A¢, An) ~ (0,0) grows as the system size increases. This phenomenon is often referred

to as the “ridge”.
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Figure 1.11: Two-particle correlation results from the ATLAS experiment [24] in (a) Pb— Pb
collisions at /syy = 5.02TeV, (b) p + Pb collisions at /sy = 5.02TeV, and (c¢) p + p
collisions at /syn = 13TeV. As the collision systems get larger, the amount of correlations
found at large |n| away from (A¢, An) = (0,0) becomes very large due to contributions from
ellitpic flow.
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NPZ;ZCZ@S x1+2 Z<Un> COS(TL[¢ — wn]) (114)
n=1

Spatial relations measured via multi-particle correlations are analyzed by decomposing them
via Fourier decomposition, shown in Eqn 1.14. Here, Npgsicies/d¢ represents the number of
particles at a given azimuthal angle, ¢. The v,, terms are often referred to as “flow harmonics”
and they quantify the relative strength of each of the different modes (e.g. vy, v, v3, etc.).
The v,, values, thus, determine the shape of the udnerlying event in azimuth. Lastly, 1,
represents the n'"-order reaction plane angle. The reaction plane angle is measured in the
experiment in the zy-plane by measuring the spatial density of spectator particles.

While only the four harmonics, v;_4, will play a role in this dissertation, it should be
possible to measure an arbitrarily high n'* order harmonic given a large enough sample set.
The first harmonic vy is called “directed flow,” and it arises from participating nucleons in
each of the target nuclei pushing back on each other in opposite directions along the beam
line. Because this effect is primarily directed along the beamline, and, thus, large |n|, the
effect at mid-rapidity (|n| ~ 0) is negligible, as is shown in Fig. 1.12 [25].

The second harmonic, vy is referred to as “elliptic flow” and owes its name to the elliptical
shape of the overlap region of the collision as shown in Fig. 1.10. Initially, elliptic flow was
thought to be the primary source of flow at mid-rapidity, with higher order odd terms (e.g.
v3) thought to be zero, and higher order even terms (e.g. wv4) thought to be negligible.

However, this conclusion proved to be erroneous, as shown in Fig. 1.13 [26] where a non-zero
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Figure 1.12: Proton and n~ Directed flow, v; as a function of rapidity y in Au+ Aw collisions
at varying center of mass energies. The black stars, red circles, and blue diamonds represent
the 0 — 10%, 10 — 40%, and 40 — 70% centrality bins, respectively. Each row is a different
center of mass energy [25].

v3 can be seen. It can also been seen that v, in the most central collisions is about 25% as
large as v9, which is not negligible.

While the existence of higher order even flow harmonics can be understood as pertur-
bations to the underlying elliptic shape, non-zero vs comes from event-by-event fluctuations
in the collision geometry that results in triangular shaped collision areas. Thus, vs is often
referred to as “triangular flow”. An example of how nucleonic fluctuations in the initial state

can cause triangular overlap regions is shown in Fig. 1.14 [27].
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Figure 1.13: vq (red), vs (blue), and vy (ink) for charged hadrons as a function of centrality
percentile in 2.76 TEV Pb + Pb collisions [26]
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the initial stages of heavy ion collisions, thus leading to nonzero vs [27].

region can occur in

There is one characteristic of collective flow that makes it a hallmark signature of the

Quark-Gluon Plasma, though, and that is the phenomenon of constituent quark scaling.
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Fig. 1.15 [28] shows the elliptic flow, vy as a function of both transverse momentum ps and
transverse kinetic energy K Er for several particle species which includes both mesons and
baryons. One can see that for pr 2 2 GeV/c and for KEr 2 1 GeV, the v, measurements
begin to split, with the protons, lambda, and = baryons having a higher vy than the pions,
kaons, and K? (sometimes referred to as “k-short”) mesons. However, one can see that in
the left panel, when looking at the quantity vo/n,, which is the elliptic flow harmonic divided
by the number of constituent valence quarks for a given species, this difference disappears,
and the flow measurements across both baryons and mesons converge. This phenomenon of
the constituent quark scaling of v, provides the evidence that it is, in fact, the quarks inside
the QGP itself that are flowing, and so the observation of the azimuthal anisotropy of final

state hadrons is an emergent phenomenon born of the flowing of free quarks.
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Figure 1.15: Left: Charged hadron vy as a function of py and K Erfor various hadron species
as measured by the PHENIX and STAR experiments in minimum bias Au + Au collisions
at 200GeV. Right: vy for as function of pr and K Er for various hadron species after scaling
by the number of constituent quarks for each species [28].
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1.2.3.2 Jet Modification

The second indicator of the presence of the QGP in heavy-ion collisions is the phenomenon
of jet modification. As mentioned previously, hard-scattered partons lose energy to the
QGP, and this energy loss results in modifications to both the shape and yield of jets in
heavy-ion collisions relative to jets in p+ p collisions. From these studies, information about
the medium, such as the the energy loss per unit path length, given by the parameter ¢,
can be extracted. The total energy lost by a parton traversing a path of length L is ¢L.

Mathematically, ¢ is defined by Eqn. 1.15.
do
| = 7 —dq; 1.15
q=p / Uz dar (1.15)

Here, p represents the density of partons in the medium, o represents the cross-section of
interaction between two medium constituents, and g% is the momentum transfer exchanged
during parton-medium interactions. The study of jet modification in heavy-ion collisions is
one of the best avenues by which to extract ¢, though, in principle, experimentally, only the
total energy loss gL is feasible, as the exact path-length of the parton through the medium
is never known. Extraction of this quantity is done by modelling partonic interactions in-

medium and then comparing the results of these models to results obtained from experiment.
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Modification to Single Particle Yields: R4

Historically, the observation of jet quenching was first seen via the observable R4 [29],

which is defined as in Eqn. 1.16

Rap = ——e—2 . (1.16)
<N£ﬁ> NPP

Here, N7 is the number of binary collisions in A + A collisions, and Na4 and N, are the
yields of a given particle species as in A + A and p + p collisions, respectively. Put simply,
the R4 quantifies the extent to which a A + A event is the superposition of numerous
p + p collisions. An R4 = 1 is consistent with no modification, whereas an R44 < 1 and
Raa > 1 are consistent with a suppression and enhancement, respectively, in the yield of a
given particle species. Fig. 1.16 shows the R4 as a function of pr for several particle species

as measured in the 10% most central 200 GeV Au + Au collisions. One can see at high pr a

suppression in the yield of high momentum particles which are likely part of a jet.
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Figure 1.16: R4 as a function of transverse momentum for a variety of particle species in
0 — 20% 200GeV Au + Au collisions as measured by the PHENIX detector [29].

Two-Particle Correlations

Studies of jet properties can also be carried out by two-particle correlations just as flow
studies are. Here, the trigger particle is usually chosen to be a particle likely to be a high-py
fragment of a jet, and the azimuthal separation between the trigger particle and the other
associated hadrons in the event is measured, as shown schematically in 1.17 [15]. Correlations
due to the underlying event are then subtracted, leaving only correlations due to jets. This

— gtedron . One occurs

results in two prominent peaks in A¢ space, where A¢ = ¢?ri99er
at A¢p ~ 0 and the other at A¢ ~ 7, known as the near and away-side peaks, respectively.
An example of this in p + p collisions simulated via PYTHIA is shown in Fig.1.18 [15].
One of the chief advantages of the method of two-particle correlations over measuring fully

reconstructed jets is that there is no constraint or requirement placed on the away-side jet

or its constituents, thus allowing for an more unbiased measurement.
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Figure 1.17: A dijet in A¢ space. The arrows represent different jet fragments, and their
magnitude represents their momenta.

1 2
Ad
Figure 1.18: An example of a two-particle correlation measurement made in PYTHIA. (a)

Correlations between a trigger particle and associated charged hadrons in A¢An-space. (b)
The same correlation measurement, but projected onto the A¢ axis [15]

As discussed earlier, jets in heavy-ion collisions have been modified because of interactions
between their parent partons and the QGP. This modification is seen by the disappearance of
the away-side peak in two-particle correlations as one looks at the yield of high-momentum
jet fragments. The suppression in the angular yield of high-momentum hadrons relative to

those measured in p + p collisions can be seen in Fig. 1.19 [30]. Here, one clearly sees a
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suppression in the yield of high-momentum associate hadrons in Au + Awu collisions relative
to those in p + p collisions. As hard partons traverse the medium, they lose energy to it in
accordance with Eqn. 1.15, and this partonic energy loss leads to the creation of fewer high

momentum state hadrons.

0.2 h*+h * d+Au FTPC-Au 0-20% (a) _
- Y A d+Au min. bias .
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B el *  Au+Au central 1
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Figure 1.19: Top: Two-particle correlation distributions for minimum bias d 4+ Awu collisions
(Green), central d + Au collisions (Red), for p + p collisions (Black). Bottom: Comparison
of two-particle correlations distributions for central d + Au collisions (Green) to those seen
in p + p (Black) and central Au + Au collisions (Red) [30]

The results shown in Fig. 1.19 are for hadron-hadron correlations, but current endeavors
using two-particle correlations include using neutral bosons such as direct photons as the

trigger particle, as they are color neutral and, thus, do not interact with the medium, which
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is best demonstrated by the R44 of direct photons being consistent with 1 across a wide pr
range as shown in Fig. 1.16. Fig. 1.20 [31] shows inclusive photon-hadron, decay photon-
hadron, and direct photon-hadron correlations as a function of the separation angle, A¢, in
both 200 GeV p + p collisions and 200 GeV Au + Au collisions. One of the most noticeable
features of direct photon-hadron correlations is that the yield about the near-side is consistent
with zero to within uncertainty after the subtraction of correlations from decay photon-

hadron sources, showing that direct photons appear isolated in A¢ space.
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Figure 1.20: Inclusive photon-hadron (Green diamonds), decay photon-hadron (Red
squares), and direct photon-hadron (Black dots) in 200 GeV p + p collisions (Top) and
200 GeV Au + Au collisions (Bottom) [31] .

One of the quantities of interest extracted from two-particle correlations is the 144, which

is defined as the ratio of the integrated, per-triggger yields in A+ A collisions to that in p+p
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as shown in Eqn. 1.17.

[yg= 24 (1.17)

As with the R4, an I44 consistent with 1 means there is no modification to the per-trigger
yield, whereas I44 < 1 and 44 > 1 mean a suppression and enhancement in the per-trigger
yield, respectively. Fig. 1.21 shows the I44 as a function of the associate hadron pr in four
direct photon pr bins, alongside the I44 for hadron-hadron correlations for 5 < piadron <
10 GeV/c. Here one can see a suppression in the yield of associate hadrons in each direct
photon momentum range. One of the primary efforts of the field currently is to increase the

statistical precision of these neutral boson-hadron correlations by measuring them in larger

and larger data sets.
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Figure 1.21: 44 as a function of the associate hadron p} in four separate direct photon pr

bins, alongside the I,4 for hadron-hadron correlations for 5 < pi"9" < 10 GeV/c in the

upper left hand panel [31].

1.2.4 Theoretical Modelling
The Fragmentation Function
Mathematically, jet production follows the following scheme: consider two nuclei, A and B,
with partons a and b, respectively. In the collision between nucleus A and B, their partons,
a and b, have some probability, do,,_..x, to scatter off one another and create partons ¢ and
X (where X denotes a parton not of interest). Parton ¢ then will go through fragmentation,

thus producing a hadron, h. The differential cross-section of this process is given in Eqn. 1.18.

do =Y [ [ [ 5w sP(a) - doac - DI)dradind (1.18)

a,b,c

Eqn. 1.18 has three sets of terms of note:
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o fA(z,)fB(xp) are the initial parton distribution functions (PDF’s) of nucleus A and B.
They are functions of the variable z, (x;), which encodes the fraction of the nucleus’s

momentum that is carried by parton a (b).

e do,cx is the differential cross-section of the scattering process a +b — ¢+ X as

described above.

e D"(z) is the fragmentation function, which gives the probability with which a parton,

¢ will fragment into a hadron h with momentum fraction z = ptfadron /pFarton,

While it is possible to calculate the cross-section dog,_.x, the parton distribution func-
tions and fragmentation functions can only be measured experimentally at this point in
time, owing to the highly non-perturbative nature of QCD. The PDF’s encode information
about the initial state and, thus, any PDF-dependent modification between p+p and A+ A
collisions can be classified as a cold matter effect (i.e. an effect solely due to the presence of
a nucleus in the collision rather than the formation of QGP medium). Energy loss due to
interactions with the QGP, however, modify the fragmentation by inducing a shift relative
to the p + p fragmentation function, and this shift is proportional to the fractional energy

loss, —%. Thus, the modified momentum fraction, z’, in A + A collisions is

Z = N (1.19)
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Which will then yield a modified fragmentation function that has been shifted accordingly

D (<) = Dg(

— 1) (1.20)

E

Thus, one can see that the jet modification seen in A + A collisions is an expression of a
modification to the fragmentation measured in A + A collisions relative to that measured in
p—+p collisions [32]. Experimentally, one can let a high pr trigger particle stand in for the pr
of the parton and measure the yield of associate hadrons via two-particle correlations. In this
way, the observable [44 as defined in Eqn. 1.17 is approximately related to the fragmentation

function as follows:

]AA = ~ . (121)

CoLBT-Hydro

Modeling jet energy loss due to medium interactions depends upon two factors. One is the
radiative energy loss per unit length travelled in the medium, and the second is the response
from the medium to the energy embedded in it by the hard-scattered parton. Omne such
model that includes both processes is the Linear Boltzman Transport model that has been
coupled with a hydrodynamic evolution [33]. In CoLBT-Hydro, jet propagation through
the medium is governed by a linear Boltzmann equation, and energy lost to jet-medium
interactions appears in the form of soft gluon radiation. Additionally, in this model, the

QCD coupling constant, «y, is set to a, = ¢g?/4m, where g again is the gluon interaction
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strength.
Jet propagation is then coupled to the hydrodynamic evolution of the medium by adding

a source term to the hydrodynamic equation given in Eqn. 1.22.

8T =0 — 9,T" = j* (1.22)

Here, the insertion source term, j, drives the coupling of the evolution of the jet and medium
via (3+1)-D hydrodynamic equations. In the course of solving the equations, both jet prop-
agation via LBT and the hydrodynamic evolution of the medium are handled simultaneously.
That is to say that for every time step A7, energy from a radiating parton is carried out
according to the Linear Boltzmann Equation, and the local temperature and fluid velocity
of the medium are obtained from Eqn. 1.22.

A comparison between CoLBT-Hydro calculations and recent PHENIX direct photon-
hadron correlation results [34] can be seen in Fig. 1.22 for 0—40% 200 GeV Au+ Au collisions.

Here, the 4,4 is plotted as a function of &, which is defined as

E=—In(zr)=—In (pgadm”/p?igger) (1.23)

As both £ and zr relate the associate hadron momentum to the trigger particle’s momentum
(which is meant to serve as a proxy for the parton momentum), they are often referred to
as “fragmentation variables”. For reference, a high £ value relates to a low associate hadron

momentum, and a low £ value relates to a high associate hadron momentum. One can see
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in Fig. 1.22 that the CoLBT-Hydro model has excellent qualitative agreement with the data
for the 5-7 and 7-9 GeV/c direct photon momentum bins, especially in the enhancement
regime at high &, where models that fail to include medium response tend to fail to reproduce
phenomena measured at low momentum. A lack of statistics in data for the highest direct
photon momentum bin, 9-12 GeV/c makes comparison between the model and data difficult,

however.
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Figure 1.22: I44 as a function of ¢ in direct photon-hadron correlations in three direct
photon momentum ranges. Solid curves are calculations from CoLBT-Hydro[33], and the
dashed curve is from a Borghini-Wiedemann modified leading logarithmic approximation

(BW-MLLA) calculation [35].

The Hybrid Model

Another model that attempts to include medium response as a mechanism for jet modifica-

tion is the Hybrid model [36]. This model used a hybrid strong and weak coupling approach
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to the phenomenon of jet quenching. That is to say that different physics process are treated
with methods appropriate for their appropriate coupling strengths. Hard processes, such as
the evolution of the jet through the medium, are treated with perturbative QCD (pQCD),
as they are expected to be weakly coupled. However, processes involving the soft radiation
radiated by this parton are treated as being strongly coupled and are treated via holographic
calculations from AdS/CFT [37]. The primary feature of this model is that the energy lost
by hard partons to the medium appears as a “wake” in the medium, similar to how a ballistic

projectile through water creates a wake. Energy loss in this model is governed by Eqn. 1.24.

1 dFE 4 x? 1
=22 (1.24)
E, dr T Tgiop xgtop 2

Here, Fj, is the initial parton energy (specifically a hard-scattered quark that is modelled
as a string a la string theory), = represents the distance travelled by the quark, and xg
represents the total distance travelled by the quark. A primary consequence of this equation

is that &2 — 0 as £ — 2 gt0p. The maximal stopping distance allowed by this theory is

1/3
Max 1 Eln/

StOp - Q/QSC T4/3 (125)

Where kg is dimensionless constant and 7" is the QGP temperature. A comparison between
the the Hybrid model and CMS Z boson-hadron correlations 0-30% 5.02 TeV Pb + Pb
collisions is shown in Fig. 1.23. The top row shows the angular correlations, whereas the

bottom row shows the D 44, which is the difference, rather than the quotient, of the integrated
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yields in A+ A and p+p (i.e. Daa = Yaa—Y,p). For Daa, a value of zero is consistent with
no modification, whereas positive and negative values indicate enhancement and suppression,
respectively, relative to the p 4+ p baseline. Two calculations are made for this comparison,
one with the wake mechanism, and one without. One can see that for A¢ ~ 7 (i.e. near
the away-side jet peak), the model that includes the wake has excellent agreement with the
data in the 0-30% centrality bin, whereas the model without the wake fails to describe the
data. The model also under-shoots the data in the more peripheral 30-50% centrality bin.
A calculation for CoLBT-Hydro is also shown, although it appears to over-shoot the data in

the 0-30 centrality bin, and under-shoot it in the 30-50% centrality bin.
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Figure 1.23: Top: Z boson-hadron angular correlations in 5.02TeV p + p collisions (Blue)
and 5.02TeV Pb + Pb collisions (Red). Bottom D44 vs. Ag.

In conclusion, theoretical models have come far in describing the complicated intermin-

gling of jet-medium interactions. However, there remains much progress to be made, and
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this progress must be guided by rigorous comparison to data from experiment, and highly
differential (i.e. divided into many bins) measurements are the key to discriminating against
models with subtle differences. The results obtained for this dissertation will to provide such

measurements.
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1.3 Purpose of This Dissertation

Though the PHENIX detector completed its data taking mission in 2016, there remain several
large data sets left to analyze. T'wo such data sets are the 200 GeV Au+ Au sets taken in 2014
and 2016. This dissertation will extract 7° triggered two-particle correlation measurements
from the 2014 data set. Results measured in the 2014 dataset will utilize the same procedures
as those in [38] in terms the raw data analysis, and the same procedure for subtracting the
underlying event will be used, with the exception of the use of a different method to calculate
the background magnitude for the lowest hadron momentum bin (pHedron < 1 GeV/c).
Previous PHENIX n%hadron correlation results such as in [39] only subtracted underlying
event contributions from the second-order flow harmonic, assuming the third-order harmonic,
v3, to be zero, and the fourth order, vy, to be negligible. However, as discussed earlier, the
odd-numbered harmonics are, in fact, not zero, and can leave behind a sizeable amount of
contamination when not accounted for during the underlying event subtraction.
Additionally, the 144 measured with respect to A¢ was measured in [38] and allows
quantification of jet modification at the substructure level, a type of measurement usually
attributed to full-jet reconstruction, using two-particle correlations. The observable is ex-
tracted by dividing the jet functions point-by-point in A¢ space, rather than by integrating
the entire away-side region and taking the ratio of the resultant integrated yields. While the
increased size of the 2014 data set does improve the statistical precision of the observable,
the I44 vs. A¢ measurement is still susceptible to zero or near-zero values in the p + p

baseline.
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Thus, a complementary result, the D44 vs. A¢ is introduced in this dissertation. The
D44 is defined as the difference, rather than the quotient, between the per-trigger yields in
Au+ Au collisions, Y44 and the same quantity in baseline p+ p collisions, Y,,. The principle
benefit of this observable is that it can probe modification to the Au+ Au per-trigger yields at
wider angles relative to the away-side jet peak where values in the p+ p jet function become
very close to zero. This causes both the central values to fluctuate and the statistical and
systematic uncertanties to grow very large in the 144 vs. A¢. The D44, however, is immune
from this effect.

This dissertation follows the following order. Chapter 2 will detail the Relativistic Heavy
Ion Collider (RHIC) located at Brookhaven National Laboratory, its European contemporary
experiment the Large Hadron Collider (LHC) located at CERN, and the PHENIX detector
located at the 8 o‘clock position on the RHIC beamline. Chapter 3 will discuss the analysis
process used to analyze the raw data taken by PHENIX, as well as the process of extracting
the 7%-hadron correlations, including the corrections applied to the data due to detector
effects. One of these corrections, the correction for the occupancy effect seen in heavy-ion
collisions, has been done for the first time in nearly a decade for this type of analysis, and
so particular attention will be paid to its documentation. In chapter 4, we will discuss the
systematic uncertainties associated with each result and their sources, which will then be
followed by a discussion of the results themselves in Chapter 5. These results will then be
compared to contemporary experiments at both RHIC and the LHC and model calculations

in Chapter 6. Finally, the dissertation will conclude in Chapter 7 by discussing the current
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status of the sSPHENIX detector, a next-generation jet and heavy flavor detector designed as
the successor experiment to PHENIX, as well as opportunities to make highly precise direct

photon-hadron correlations with PHENIX’s 2014 and 2016 data sets.
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CHAPTER 2

Heavy-Ion Colliders and Experiments

2.1 The Relativistic Heavy-Ion Collider

If heavy-ion collisions are heavy metal concert, then high-energy particle colliders such as
the Relativistic Heavy Ion Collider (RHIC) are their venues. RHIC began its operation in
2000 with four experiments: PHENIX [40], BRAHMS [41], PHOBOS [42], and STAR [43].
BRAHMS, PHOBOS, and PHENIX finished their data taking missions in 2006, 2009, and
2016, respectively, but the STAR experiment continues to take data, focusing on taking
advantage of RHIC’s Beam Energy Scan program in 2019 and 2020, and now focusing on

forward upgrade implementation for RHIC’s 2022 data taking run.
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Figure 2.1: Alternating Gradient Synchrotron (AGS) and RHIC at Brookhaven National
Laboratory.

A primary advantage of the RHIC facility is its ability to collide a multitude of beam
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species at a wide variety of center of mass energies, spanning \/syy = 7.7 GeV in heavy
and light-ion systems, to /syn = 510 GeV for p+p collisions. While the industry standard
heavy-ion collision species at RHIC is 200 GeV Au+ Au collisions, the facility is also capable
of creating U + U, Cu + Cu, Al + Al, and Cu + Au collisions on the heavy-ion side, and
to further probe the QCD phase diagram, RHIC is also capable of creating many mixed
collisions as well to, allowing for more precise exploration of the QCD phase diagram shown
in Fig 1.4. To this end, RHIC can also collide d + Au, 3He + Au, p+ Au, and p + Al beams.
Indeed, measurements of multi-particle correlations in the latter three collision species at
200 GeV yielded evidence for collective flow in small systems [44].

Before beams of any species can be collided, they must pass through a series of facilities
shown in Fig. 2.1. Firstly, ion of various species are produced via the Electron Beam Ion
Source (EBIS). These ions are then fed into Linear Accelerators (LINACs), where they are
then passed on to the Booster Synchrotron. It is here that the ions receive their first large
kick to approximately 37% speed of light [45]. From the Booster Synchrotron, ions are
then injected into the Alternate Gradient Synchrotron, where they then are accelerated to
approximately 99.7% speed of light [45]. Finally, the beams are transferred into RHIC, where
they are then separated into bunches. Bunch sizes vary depending on collision systems,
but in the case of Au + Au collisions, a beam is separated into 112 bunches containing
1.1 billion ions [46]. This results in a luminosity of 2 x 102°cm~2s~!. Additionally, the RHIC
rings contain magnet known as “Siberian Snakes”, which allows for the creation of spin-

polarized proton beams. Polarized proton collisions are critical to the RHIC spin physics
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program, which seeks to understand the spin structure of the proton.

2.2 PHENIX

The PHENIX (Pioneering High-Energy Nuclear Interaction EXperiment) detector is a
general-purpose particle detector which sat at the 8 o’clock position on the RHIC beamline
from 2000 until it completed its data taking mission in 2016, when it was dismantled to
make way for its successor experiment, SPHENIX. The PHENIX detector is shown in its
Run 11 configuration in Fig. 2.2, beyond which it was not changed in a way relevant to this
dissertation. The detector itself contains two large central arm spectrometers at mid rapid-
ity which contain the Drift Chambers, Pad Chambers, Ring Imagine Cherenkov Detectors,
Beam-Beam Counters, and the Electromagnetic Calorimeters. These subsystems, along with
the central magnet, play critical roles in this dissertation’s analysis and will have their own

sections detailing their functionality and purpose.
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Figure 2.2: 2011 and onwards configuration of the PHENIX detector. The subsystem of note
here is the Silicon Vertex Detector located at the interaction point
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2.2.1 Beam-Beam Counters

The Beam-Beam Counters (BBC) [47] are a pair of detectors that sit at the north and south
end of the beam line 1.44 meters from the interaction point, covering 3.0 < |n| < 3.9 in
psuedorapidity and 27 in azimuth. They are composed of sixty-four photomultiplier tubes
(PMT’s) each, and their primary function is event categorization according to parameters
such as the event z-vertex, centrality, collision time, and event plane. Each tube has a 30 mm
long quartz Cherenkov radiator at the front and is covered by a metal shell to prevent light

leakage [47].

Figure 2.3: Left: The beam-beam counter in its entirety. The 64 photomultiplier tubes of
the BBC are located at the front, and in back are the readout electronics. Right: A single
BBC PMT consisting of a 30 mm long quartz Cherenkov radiator connected to a 54 mm
long PMT. The whole tube is covered with a hexagonal piece of shielding used to keep out
excess light [47].

Event categorization starts with determining the event timing itself. Particles from the
collision arrive at the two BBC’s asymmetrically because every collision is not centered
perfectly at z = 0. Thus there are two initial timing parameters, Ty and Ts, the initial

timing of the event as measured by the North and South BBC arms, respectively. T and
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Ts are calculated according to the following Eqn. 2.1:

1"

Here, m is the number of fired PMT tubes, and 7} is the hit time of the i*" fired PMT tube.

Using these arrival times, the collision time 7, can be estimated using Eqn. 2.2:

T+ Ty +2LJc
_ g ,

T (2.2)

Where L = 144 cm is the distance from BBC to the interaction region and c is the speed of
light. Finally, the z-vertex (z) of the position can be calculated as:

_Ts—Ty

5 X ¢ (2.3)

20

2.2.1.1 Centrality Determination

Additionally, the BBC’s serve as PHENIX’s minimum bias detector and is estimated via
simulation to have an efficiency of 93% in 200 GeV Au+Au collisions. And, as PHENIX’s
minimum bias detector, the BBC determines each event’s centrality categorization by mea-
suring charged particle multiplicities as described in 1.2.2. PHENIX’s minimum bias criteria

is as follows:

e More than one PMT in either north or south BBC must be struck
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e The reconstructed z-vertex must be within £30cm of the interaction region (z = 0).

e The north and South zero-degree calorimeters must measure non-zero energy.

e There must be a successfully reconstructed z-vertex from the zero degree calorimeters.

Initially, an analysis of Run 16 was the target of this dissertation. As such, to become
familiar with the PHENIX software infrastructure and as a service task for the PHENIX
collaboration, the centrality reclibration was carried out for it. The first step in the process
is to measure the charged measured in the BBC’s across all events in Run 16 that have been
tagged as minimum bias. The charge is collected in sixty separate lcm z-vertex bins for the
final calibration. The resultant charge distribution integrated over all z-vertex bins can be
seen in Fig. 2.4. Corrections for drifts in the gain supplied to the BBC north and south are
also applied by dividing each charge entry by the mean charge for a given data-taking time

(1%}

window (also referred to as a “run” with a lower-case “r”, formally defined in Sec 3.1.5).
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Figure 2.4: Distribution of the total charge embedded in both the BBC north and south
collected over all of Run 16’s minimum bias events for |z| < 30cm.

Next, this charge distribution is broken apart into 1% quantiles such that the number of
events in each quantile is the same. Thus, the same fraction of the inelastic cross section is
sampled in centrality ranges of the same size. This results in Fig. 2.5, which is a distribution
of the number of events in each centrality bin. The distribution is flat as desired, meaning
the process has been carried out successfully. This calibration is one of the first steps towards

making a data set usable to other collaboration members.
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Figure 2.5: Centrality distribution for Run 16’s minimum bias data set.

To cross-check the result, the number of events that fall within a given centrality range in
each run is calculated. The expectation is that for a flat distribution such as in Fig. 2.5, the
number of events that fall within a centrality percentile, Ac, is equal to (Ac)(Ngyents) (for
0 < Ac < 1). For example, for 100 events, one expects there to 25 events in the 0-25% and
25-50% centrality classes, or 15 events in the 30-45% centrality class, etc. The cross-check
is shown in Fig. 2.6, which shows that the number of events per quantile agrees to within
the standard deviation of the expected value of (Ac)(Ngyents) over the course of Run 16 and
for centrality bins that span from the most central (0-5%) to the peripheral (80-93%), thus

meaning that the calibration process was a success.
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Figure 2.6: Number of events in a given centrality range as a function of run number for
Run 16’s minimum bias data set.

2.2.2 Zero-Degree Calorimeters

The zero-degree calorimeters (ZDC) [48] are a pair of hadronic calorimeters located in the
North and the South arms, at a distance of 18 m from the interaction region. The ZDC’s are
dedicated to neutron measurements which can be used to measure event centrality and z-
vertex position; though, their primary purpose in this analysis is to work in tandem with the
BBC’s for the purpose of background reduction during centrality determination as described

in the previous section.
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A dipole magnet sits in front of each ZDC arm and magnets are responsible for shielding
the ZDC’s from charged particles, which are bent away from the ZDC’s upon encountering
the dipole’s magnetic fields. Thus, only neutral particles, neutrons in this particular case,
arrive at the ZDC’s. The z-vertex of the event can be measured by the ZDC in the same

fashion as the BBC’s by using Equation (2.3).
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Figure 2.7: Depiction of ZDC’s and dipole magnets along the beam pipe. The black lines
represent the ion beams, and neutron and charged particle trajectories are represented by
green and red lines, respectively. Unlike neutrons, charged particle trajectories bend because
of the dipole magnet and miss the ZDC’s [48].

2.2.3 Central Arm Tracking

The primary subsystems responsible for the reconstruction of tracks created by charged par-
ticles are the PHENIX Drift Chambers (DCH) and Pad Chambers (PC) [49]. These two
subsystems, along with the electromagnetic calorimeter discussed in Sec. 2.2.5, cover 7 ra-
dians in azimuth and £0.35 units in psuedorapidity, the former dimension giving PHENIX

it’s iconic shape with a gap at the 12 and 6 o’clock positions. Charged particles created in
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particle collisions streak through the gas-filled volume of the drift chamber, ionizing atoms
in their path. This ionization causes electron-ion pairs to form along the path of the track.
An electric field inside the drift chamber then guides the ions and electrons towards anode
and cathode wires in the drift chamber, respectively. The drift chamber will then use the
hit information to reconstruct the track via combinatorial Hough Transform (CHT). Inter-
subsystem track matching between the drift chambers, pad chambers, and electromagnetic
calorimeters is also used to reduce the number of fake tracks. In this method, tracks recon-
structed in the drift chamber are matched to hits in the pad chamber or, in the event of
dead pixels in the pad chambers, a tower of the electromagnetic calorimeter, confirming that

they’ve been seen in multiple parts of the detector.

2.2.3.1 Drift Chamber

The Drift Chamber is the first step in track reconstruction. As outlined above, it is a gaseous
volume filled with 50% Argon and 50% Ethane and a large assortment of wires which are
struck by ions produced when charged tracks traverse the drift chambers. These wires are
categorized into U, V, and X categories based on how they are arranged in the Drift Chamber.
The X layer wires cross the drift chamber in straight lines (parallel to the beamline), whereas
the U and V layers do so at angles, as shown in Fig. 2.8. While the bulk of the heavy lifting
in terms of track reconstruction is done by the X layers, the U and V layers help refine the
tracking information along the z-direction. In total, the PHENIX drift chambers carry a
total of 12,800 wires.

As mentioned above, when charged particles pass through the drift chamber, they cause
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Figure 2.8: Left: mechanical drawing of the PHENIX Drift Chamber. Center: Drawing of
a sector of the drift chamber with 6 layers of wire labelled as X1, X2, U1, U2, V1, and V2.
Right: Top view of the wire orientations from three neighboring sectors

cascades of ions and electrons to strike wires in the U, V, and X layers. What results, then, is
a complex network of hit information from multiple different tracks with different momenta
and trajectories. This hit information is then fed through a Combinatorial Hough Transform
to reconstruct the tracks and recover information such as their momentum. In general, the
goal of a Hough Transform is to probabilistically identify lines from sets of points. Here
these points are the hits in the drift chamber distributed in the x — y plane. Each pair of
points (x;,y;) in this space can be transformed into a line, and these lines populate a unique
vector space known as a “feature space,” which, in the study of pattern recognition, is a
vector space composed of n-dimensional vectors composed of information that describes a

given set of data. The slopes and y-intercepts of these lines are the components of these
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vectors, but because high momentum tracks appear straight in the drift chamber, this causes
a singularity where m = 0 corresponds to too many tracks to allow for faithful reconstruction.
Thus, the Hough Transform is slightly modified so that the lines are parameterized in polar

coordinates:

r(f) = x;cos + y; sin (2.4)

In this way, we can have a unique representation for the line for each set of points when we
constrain 0 < 6 < 7. If a set of points lies along a line y; = mx; + b, then it constrains the

parameterization given in Eqn. 2.4 to:

r(0) = x; cos 0 + (mx; + b) sin O (2.5)

There is a point of intersection for the whole family of curves given by Eqn. 2.5, and it
is the point where cosf + msinf = 0. Sampling many r — 6 pairs will eventually result
in a peak in the feature space, which uniquely identifies the line. However, using a simple
Hough Transform such as the one listed above is computationally expensive and leads to
the reconstruction of many false tracks. Thus, a Combinatorial Hough Transform (CHT), in
which one considers pairs of ordered pairs instead of singular points, is used. In PHENIX| the
CHT considers pairs of X1 and X2 drift chamber hits and bins them into a two-dimensional
histogram ¢ — «a histogram, where ¢ is the polar coordinate and «, which, as depicted in

Fig. 2.9, is the inclination angle from a track to a given reference line in the DCH. One
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Figure 2.9: Cartoon of a single track traversing the PHENIX drift chamber. Here one can
see depictions of the polar angle ¢ and the inclination angle «

important thing to point out is that although tracks in PHENIX are bent by the detector’s
interior magnet, once they reach the DCH, they become straight as they exit the magnetic
field, thus permitting use of the CHT as outlined above. Additionally, reconstructed tracks
are required to be confirmed by the Pad Chamber 1 (PC1) subsytem.

Final track candidates are chosen when a peak in the a — ¢ histogram mentioned above
rises above a certain threshold. The momentum of these tracks is then derived from the
inclination angle o from the following relation:

K
pr

(6]

(2.6)

Where K is the integrated field strength and pr is the transverse momentum of the track.
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2.2.3.2 The Pad Chambers

West arm East arm

Figure 2.10: Cartoon depiction of the location of the PHENIX Pad Chambers (PC1, PC2,
and PC3) within the central arms. Distances to interaction point and other measurements
of interest are also shown

The Pad Chambers (PC1, 2, and 3) are the back-up singers for the Drift Chambers, composed
of multiwire proporotional chambers, the Pad Chambers provide supplemental tracking in-
formation. As mentioned above, the first Pad Chamber (PC1) is the innermost chamber and
is used in track reconstruction where its primary role is to provide information on a track
candidate’s z coordinate. PC2 is only located in the west arm of the detector and is not
used in this analysis. PC3 however, plays a role in providing “track-matching” information,
whereby tracks reconstructed in the Drift Chambers are matched to hits in PC3, and such
inter-subsystem track information is used to improve the purity of the track sample. Each
track will then have a certain amount of mismatch in its spatial coordinates (in centimeters)

between the Drift and Pad Chambers (denoted dz and d¢ for such quantities in the z and ¢
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Figure 2.11: Left: PC1 readout pad consisteing of nine pixels grouped together in a staggered
configuration. While shown for PC1, the outer pad chambers have similar configurations
which accomplish a comparable angular resolution, albeit with larger pixels. Right: pads
are arrangement into an inter-locking pattern such that three vertically adjacent pixels form
a cell. These cells form the fundamental component of a pad chamber cluster.

directions, respectively). These values are collected for all tracks, and the resulting distribu-
tions are fitted with a Gaussian. For this analysis, cuts are made on the standard deviation
of the the dz and d¢ distributions, o4, and o044, and this will be further discussed in the
Analysis chapter of this dissertation. Depictions of the Pad Chambers and their location in
the central arms can be seen in Fig. 2.10.

The individual Pad Chambers consist of a single plane of anode and field wires immersed
in a gas mixture (50% ethane and 50% Argon like the drift chambers) that are sandwiched
between cathode planes. One of these cathode planes is solid copper, and the other planes
is segmented into pixels as shown in Fig. 2.12. These pixels are then combined into groups
of three to form one cell. In order to be recorded, signal from a hit must be received by each
of the three pixels in a cell to reduce electronic background. This configuration is shown in

Fig. 2.11. This signal is then sent to the ReadOut Card (ROC) for amplification.
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Figure 2.12: Internal configuration of a PHENIX Pad Chamber panel
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Structurally, the inner pad chamber (PC1) is supported by its stiff honeycomb-like interior
rather than in actual frame. This design is chosen to reduce the PC1’s radiation thickness
because it resides on the interior of the central arm, close to the interaction region. To
provide stability, PC1 is actually glued shut, meaning that it, unlike the drift chambers, for
instance, cannot be re-opened for repairs. PC2 and PC3, however, are further away from the
interaction region and have fiberglass frames. Lastly, all reconstructed tracks are assigned
a quality number depending on the number of hits in the U, V, and X layers of the drift
chambers and information from the first pad chamber with 63 and 31 being the best and

second best qualities, respectively.
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Figure 2.13: Left: Outer view of the RICH subsystem. Right: Cutaway drawing showing
Cherenkov light rays being reflected into the PMT array by a spherical mirror (not depicted).

2.2.} Ring-Imaging Cherenkov Detector

The Ring-Imaging Cherenkov Detector (RICH) sits behind the drift chamber and first pad
chamber. Its primary role is to allow for discrimination between electrons and other charged
particles. In the case of this analysis, the RICH is used to veto electrons from the charged
particle pool so that only charged hadrons remain. A visual overview of the RICH subsystem
is shown in Fig. 2.13

The primary phenomonon exploited by the RICH is Cherenkov radiation. Cherenkov
radiation is produced when a charged particle traverses a dielectric medium at a speed faster
than the speed of light in that medium. Mathematically, this threshold is expressed as:

>

n

(2.7)

Where 8 = 2 and n is the index of refraction of a given medium. When a charged particle
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passes through a dielectric material (often referred to as a radiator) with a velocity that
satisfies Eqn. 2.7, molecular dipoles within the material are disturbed by the fast moving
electromagnetic field produced by the incoming charged particle. Upon their return to equi-
librium, they release a wave of radiation in the short visible and near UV wavelength range.
Ordinarily (8 < 1/n), the light released by these dipoles destructively interferes with itself
and effectively dissipates. However, past this threshold, the light interferes constructively,
causing the radiator to emit Cherenkov radiation along the trajectory of the particle, sim-
ilar to a Mach cone that appears when objects travel faster than the speed of sound in an
atmosphere. This radiation appears at an angle, 6., to the charged particle’s trajectory, and

this angle is governed by Eqn. 2.8.

1
S 2.
cos 6, - (2.8)

PHENIX’s RICH detectors use CO, as a radiator, which has an index of refraction of
n = 1.000410, which corresponds to a threshold momentum of 0.02 GeV/c for electrons,
whereas charged pions will begin to trigger the rich at 4.7 GeV/c. In spite of COy’s lower
Cherenkov photon yield versus, say, Ethane, the 4.7 GeV/c threshold is also higher than
Ethane’s threshold momentum, allowing for greater pion/electron separation. Because this
analysis makes use of charged pions above the RICH’s threshold momentum, however, RICH
information for charged tracks above 5 GeV/c is not used.

In practice, each PHENIX RICH subsystem uses a spherical mirror to reflect Cherenkov

light into an array of 1280 PMT’s (2560 total in both arms). This allows for the Cherenkov
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Figure 2.14: Left: Cherenkov light from an electron being focused onto the PMT array by
the RICH’s mirrors. Right: Rings of Cherenkov light hitting PMT’s. In this analysis, if any
PMT is fired by a track with momentum beneath 5GeV /c, the track is vetoed.

light from a radiating charged track to be focused into a ring whose radius is independent of
the emission point, but instead dependent only on the momentum of the radiating particle.

A cartoon of this is shown in Fig. 2.14. Typical ring sizes are about 12 cm.

2.2.5 Electromagnetic Calorimeter

One of PHENIX’s most critical subsystems is its electromagnetic calorimeter subsystem.
The EMCal is responsible primarily for measuring the energy and position of photons and
electrons, and it can also be used as a back-up for the PC3 for track matching in the event of
dead cells in the PC3. The EMCal is composed of six lead-scintillator (PbSc) and two lead-
glass (PbGl) sectors, as shown in Fig. 2.2. Via test beam measurements, the energy resolution
of the PbSc and PbGl sectors were measured to be 8.1%/vE ® 2.1% and 5.9%/vE © 0.8%,

with timing resolutions of 100 ps and 200 — 400 ps, respectively. One of the key advantages
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of the PHENIX EMCal is its granularity, which allows for reconstruction of neutral pions
(7%’s) from pairs of photons (as opposed to by cluster shape) reliably up to 20 GeV/c, thus
making it a centerpiece of this dissertation’s analysis.

The PbSc design is known as a Shashlik-type (Russian for “skewer”) sampling calorimeter
comprised of alternating layers of lead and scintillator. The scintillator is composed of
polystyrene containing an organic scintillator known as POPOP and a fluorescent additive
p-Terphenyl, which a large light yield (~12500 photons/GeV /tower). The base unit of
the calorimeter sectors are called towers, which contains 66 sampling layers that have been
skewered together by wavelength shifting fibers, which themselves are responsible for carrying
signal photons to the readout electronics. Four towers are then grouped together into a
module, 36 of which form a supermodule, 18 of which will form one sector. This configuration
is shown on the left side of Fig. 2.15.

The PbGIl modules, by contrast, are large glass blocks containing 51% PbO. The blocks
are wrapped in aluminized mylar for light isolation and then grouped into 6-by-4 tower super-
modules. The finer segmentation of the PbGl sectors leads to improved position and energy
resolution; however, the timing resolution is worse because of its sensitivity to hadronic
interactions.

Both towers function using the phenomenon of electromagnetic showers, which are pro-
duced via two primary interactions of particles with the EMCal: those arising from photons,
and those arising from electrons and positrons. As e*’s pass through the calorimeter, their

trajectories are bent by the positively charged nuclei within the lead atoms, causing them
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Figure 2.15: Left: A lead-scintillator module with a cutaway through which one can see
the four individual towers that compose the modules. Right: Schematic of a lead-glass
supermodule composed of 24 individual models.

to radiate photons via bremsstrahlung (German: “breaking radiation”). For photons, elec-
tromagnetic showers are begun when a photon similarly passes near a positively-charged
lead nucleus, causing it to undergo pair production, whereby an electron-positron pair are
produced, which then go on to further shower via the same principle that applies when you
begin with an individual electron or positron. Additionally, because the photons and e*’s
that enter the calorimeter typically have above several hundred MeV’s worth of energy, the
showering processes typically repeat themselves a number of times, leading to a electro-
magnetic cascade of e*’s and photons. Both of these process are illustrated in Fig. 2.16.
Additionally, because electromagnetic showers produced by photons and e*’s have slightly
different profiles, a cut on the shower shape allows one to discriminate between photons,

electrons, and positrons.
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Figure 2.16: Left: Electromagnetic shower initiated by electronic bremsstrahlung. Right:
Electromagnetic shower initiated by a photon undergoing pair production.

2.2.6 PHENIX Data sets

A list of data samples taken by the PHENIX detector is shown in Table 2.1, and the data
sets used in this analysis, specifically, are highlighted in yellow. PHENIX took data for a
wide variety of collisions and center-of-mass energies. Collecting data a various center of
mass energies was the focus of the RHIC Beam Energy Scans (BES) in an effort to search
for the QCD critical point. Additionally, a parallel effort included holding the center-of-mass
energy constant while changing the collision systems, which eventually lead to the discovery
of both elliptic and triangular flow in small systems [44] by the PHENIX collaboration. The
bread-and-butter collision-type measured by PHENIX, however, is Au + Au collisions at
Vsnny = 200 GeV and their accompanying p + p baseline.

Improving the statistical precision of PHENIX measurements is composed of two strate-

gies. The first is to simply take more data during the RHIC operational periods. This has
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culminated in two large-statistics data sets, Run 14 and Run 16. Results from Run 14 will
be presented in this dissertation, but, unfortunately, Run 16 was not fully ready for analysis
at the same time as Run 14. The second strategy is to combine results from new data sets
with those from older data sets. The original intention of this dissertation was to combine
new 7’-hadron correlation results from Run 14 (the largest PHENIX 200 GeV Au+ Au data
set) with those from Runs 10 and 11 reported in [38]. Unfortunately, problems arose with
Run 10’s PC3 matching recalibrator, meaning a re-measurement of the results would be in
order. Thus, the results in this dissertation from Run 14 will serve as the baseline to be

combined with future analyses from Run 16.



Table 2.1: Summary of PHENIX minimum bias data sets

Run C.M. energy Number integrated

Number Year  Species (GeV)  of events Luminosity (b=1)
1 2000  Au+ Au 130 10 M 1
2 20012 Au + Au 200 170 M 24 1
p+p 200 3.7B 0.15 p
3 2002-3 d+ Au 200 5.5 B 2.74 n
p+p 200 6.6 B 0.35 p
4 2003—4 Au + Au 200 1.5B 241 p
Au + Au 62.4 58 M 9 u
5 2006  Cu+Cu 200 8.6 B 3n
Cu—+ Cu 62.4 400 M 0.19 n
Cu+Cu 224 9M 2.7 1
p+p 200 85 B 3.8 p
6 2006 p+p 200 933 B 107 p
p+p 62.4 28 B 0.1p
7 2007  Au+ Au 200 51B 813 1
8 2008 d+ Au 200 160 B 80 n
p+p 200 115 B 5.2 p
9 2009 p+p 500 3.08 B 14p
p+p 200 9.36 B 16 p
10 2010  Au+ Au 200 8.2 B 1.3 m*
Au+ Au 62.4 700 M 0.11 n
Au+ Au 39 250 M 40
Au+ Au 7.7 1.6 M 0.26 p
11 2011 pip 500 594 B* 27 p
Au+ Au 19 13 M 2.17 p*
Au+ Au 27 2.2 B* 5.2 1
Au+Au 200 5.7 B 915 1
2 2012 pip 200 i5B 924 p
p+p 510 42 B 30.03 p
Cu+ Au 200 6.8 B 2.8n
U+U 192 3B 171.19 4
13 2013 piop 510 5B 156.49 p
14 2014 He+ Au 200 2.8 B 134 n
Au+ Au 15 15 M 442
Au + Au 200 19.9 B* 2.56 n
15 20156 p+p 200 1B 59.91 p
p+ Al 200 2 B* 691 n
p+ Au 200 3.7 B* 206.2 n
16 2016  Au+ Au 200 14.3 B 2.3 m*
d+ Au 20 1.0 B*
d+ Au 39 2.0 B*
d+ Au 62 0.93 B*
d+ Au 200 1.5 B* 286 p*

* Estimated values



69
CHAPTER 3

n9-Triggered Two-Particle Correlations: Analysis

As mentioned earlier in Sec. 1.2.3.2, two-particle correlations involves measuring the angular
correlations between a high-momentum jet proxy and charged hadrons in a given event.
In this analysis, the 7¥ serves as the jet proxy, or trigger particle. 7°’s in PHENIX are
reconstructed by combinatorially pairing photons together and selecting on those that pass
a series of quality cuts, including restricting their reconstructed invariant mass to a range
centered about the 7°’s measured mass of approximately 135 MeV /c2. The angle between the
trigger 7%’s and charged hadrons is then measured, yielding a correlation function, which is
then corrected for detector inefficiencies and acceptance deficiencies. Finally, the underlying
event accounting for flow is subtracted, leaving behind only correlations between particles
associated with jets. From the jet functions, we then extract physics quantities. Plots and
data shown in this chapter will be from the 2014 PHENIX 200 GeV Au-+ Au data set, though

Sec. 3.2 will make reference to the 2010 and 2011 200 GeV Au + Au data sets as well.

3.1 Data Selection

Cuts are applied on events, EMCal clusters, reconstructed 7°’s, and charged tracks. After
passing all the cuts described in Table 3.1, the data are binned in centrality percentile, 7° pr,
and charged hadron pr. Furthermore, a run-by-run quality assurance, detailed in Sec. 3.1.5,
is also performed to remove so-called “bad runs” from the data. These bad runs are typically
the result of fluctuations in the performance of different PHENIX subsystems that either go

away or are repaired over the course of data taking.
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Table 3.1: Summary of cuts applied during particle and event selection

Cut Criteria
Event z-vertex |zvtx| < 10 cm
Centrality Bins 0-20%, 20-40%
Single Photon | Tower Cuts Reject clusters from identified bad towers

Reject clusters in towers located next to bad towers
Reject clusters located in towers at the edge of the EMCal
Energy E>1 Gev
Shower Shape Cut Reject clusters that are 2% least likely to be a photon
using photon probability < 2% cut or photons that
fail dispersion cut in the PbGI sectors
Charged Track Veto Reject clusters within 8 cm of a charged track projection
from the PC3 to the EMCal

Photon Pairs | Proximity Both photons are in the same arm of the EMCal
Total Energy Erota = B, + E,, > 4 GeV
Energy Asymmetry o < 0.15+ 0.85(E”f_;54)2)

Invariant Mass Cut 0.12 <m,, < 0.16 GeV
Momentum Bins 4-5 GeV/e, 5-7 GeV/c, 79 GeV/c
9-12 GeV/c, 12-15 GeV/c
Charged Tracks | Track Quality Reconstructed tracks must have
a hit in both X1 and X2 planes of the DC,
a hit in either U or V plane of the DC, and a hit in PC1

Electron Rejection  Reject tracks with pr < 5 GeV/c that trigger the RICH
Track Matching \/0as t 05, <2forpr <5

\/ 0 + 05, < 1for pr >5

Momentum Bins 0.5-1 GeV/c, 1-2 GeV/c, 2-3 GeV/c
3-5 GeV/c, 5-7 GeV/c

3.1.1 Event Selection

To make sure that the final particles fall within the PHENIX pseudorapidity acceptance
(n < 0.35), the absolute value of each event z-vertex is required to less than 10 cm. This

z-vertex cut is tighter than in years past (which were typically set at 30 cm) as a large
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fraction of the events in the minimum bias data set fall within this narrower window to make
them fall within the acceptance of the silicon vertex detector. Furthermore, this analysis
focuses on two centrality bins, 0-20% and 20-40%, to study the potential impact of system

size on medium-induced jet modification.

3.1.2 Single Photon Selection

Single photon selection begins with individual clusters reconstructed by the EMCal. Clusters
located in predetermined bad regions of the EMCal are rejected fiducially. These include dead
and malfunctioning towers found during production of the raw data. Additionally, towers in
a three by three square around these dead towers are also rejected. This expanded exclusion
zone accounts for the fact that electromagnetic clusters will sometimes span multiple towers.
Thus, removing the towers around a given bad tower ensures that no clusters associated
with that bad tower will be used in the analysis. Additionally, the two towers closest to the
EMCal’s edge are also excluded for a similar reason. Towers near the edge of the EMCal’s
acceptance can possibly “leak” a portion of the cluster’s energy outside of the EMCal,
meaning that the cluster’s energy does not accurately reflect the energy of the original
photon or electron. We also reject clusters with an energy beneath 1 GeV to mitigate noise.

A cut on the frequency of hits in a given tower is done to mask “hot towers”, which might
also be malfunctioning by falsely reporting hits. To create this list of hot towers, data from
the entire run is used to measure the average number of clusters per tower. After the removal
of outlier towers, the standard deviation of this distribution is calculated, and towers having

a number of hits exceeding a certain multiple of the standard deviation are excluded from
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this analysis. This analysis, in particular, uses a 40 cut-off. The impact of the hot tower cut

can be seen in Figs. 3.1 through 3.4. All towers bordering hot towers are also masked.
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Figure 3.1: Hit maps of clusters within the EMCal for clusters with 3 < Egjser < 7 GeV
before the removal of bad towers. The color scale represents how many times a cluster
registered within a given tower. Sectors 0 through 5 are lead-scintillator, while sectors 6 and

7 are lead-glass
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Figure 3.2: Hit maps of clusters within the EMCal for clusters with 7 < Egjuster < 12 GeV
before the removal of bad towers. The color scale represents how many times a cluster
registered within a given tower. Sectors 0 through 5 are lead-scintillator, while sectors 6 and
7 are lead-glass
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tered within a given tower. Sectors 0 through 5 are lead-scintillator, while sectors 6 and 7

are lead-glass
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Figure 3.4: Hit maps of clusters within the EMCal for clusters with 7 < Egjyster < 9 GeV
after the removal of bad towers. The color scale represents how many times a cluster regis-
tered within a given tower. Sectors 0 through 5 are lead-scintillator, while sectors 6 and 7
are lead-glass

A cut on the shape of the cluster itself is also applied. Idealized reference clusters based
on photon showers are created in simulation, and clusters from real data are then compared
to them. A cut is then applied to remove the clusters that are within the least likely
probability to be a photon. The value cut on is a confidence level, thus, the requirement
that the photon probability be < 2% means that 2% of real photons are removed by this cut.
A specialized dispersion cut developed specifically for the PbGI sectors is also used, though
its functionality is the same: to cut on the profile of electromgatic clusters.

Finally, a cut must be applied to prevent hadrons that have deposited energy into the
EMCal from being considered as photons. To do this, positional information from both the

pad chambers and the EMCal is combined, and the distance from the nearest pad chamber
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hit and the EMCal cluster of interest is calculated. The basic idea is to exclude any cluster
which has an associated pad chamber hit within a certain radius. In this case, the exclusion
zone, adopted from [50], is circular with a radius of 8 cm. That is to say, clusters are rejected
if there is a charged track projection within 8 cm of a cluster. The effect of the sequential
application of each cut on the raw, black single photon spectrum can be seen in Figs. 3.5
for the 0-20% centrality bin and 3.6 for the 20-40% centrality bin. Cutting out bad towers
(going from magenta to grey spectra) is the most impactful cut and does the most to give

the inclusive spectrum the steeply falling feature typically associated with particle spectra.
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Figure 3.5: The impact of each cut on the inclusive photon spectrum in the 0-20% centrality
bin. The cuts are applied sequentially going from left to right and top to bottom in the
legend. Some cuts can be hidden because their impact is negligible; thus, the next cut sits
on top of it.
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Figure 3.6: The impact of each cut on the inclusive photon spectrum in the 20-40% centrality
bin. The cuts are applied sequentially going from left to right and top to bottom in the
legend. Some cuts can be hidden because their impact is negligible; thus, the next cut sits
on top of it.

3.1.3 Photon Pair Selection

Clusters that pass all cuts detailed in the previous sections can then be used to reconstruct
7V’s via combinatorial pairing process. In accordance with the cuts listed in Table 3.1, the
decay photon pair must be detected in the same EMCal arm, the total energy of the photon
pair, Eiotq = Ey1 + E,2, must be at least 4 GeV, and, to help reject fake 7%, an energy

asymmetry cut is applied on the photon pairs that have total energy less than 5.25 GeV.

The energy asymmetry is defined by Eqn. 3.1.

|E71 _E72|
a=-——>"—. 3.1
E71+E72 ( )
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Where E. is the energy of a given photon used in the 7" reconstruction process. The

asymmetry cut requires that o satisfy the following constraint for Fo < 5.25 GeV:

(3.2)

B — 417
a <0.15+ 0.85 {L}

1.25

Next, the mass of the reconstructed 7° is calculated with the formula given by Eqn. 3.3:

Mo = /2B Eyy cos(1 — 1) (3.3)

Here, v is the open angle between the photon pair. The spectra of reconstructed 7° masses
measured in Run 14 are shown in Fig. 3.7. Although Fig. 3.7 shows 7° candidates with masses
from 0-0.2 GeV/c?, only 7% candidates with mass between 0.12 GeV/c? and 0.16 GeV/c?

are used as trigger particles.
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Figure 3.7: Invariant mass distributions in each 7% momentum region in the 0-20% (Top)
and 20-40% (Bottom) centrality classes. The red solid line represents the total fit to the
spectrum, whereas the blue dashed line is the background only. The vertical red dashed lines
represent the nominal invariant mass window range of 0.12 GeV/c? to 0.16 GeV/c?, and the
vertical blue dashed lines represent the upper and lower sideband regions used to compute
the 7 reconstruction systematic uncertainty, discussed in Sec. 4.5

The true 7° mass is measured to be 134.98 MeV/c? [5], but, because of detector smear-

Y’s reconstructed by the detector may not have this exact value for their mass.

ing, true w
Accepting 7° candidates from the invariant mass ranges listed above accounts for this smear-
ing effect. Finally, as this is a jet modification analysis, 7%’s that serve as trigger particles
must have a momentum between 4 and 15 GeV/c to increase the likelihood that they are
associated with or are the leading hadron of a jet. The 7° momentum distributions for Run
14 are shown in Fig. 3.8. The most noticeable feature of the spectrum is the plateau-like

structure at low p}o, which is caused by the asymmetry cut. The impact of individual cuts

specific to the 7°’s can be seen in Figs. 3.9 and 3.10.
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Figure 3.8: ©° pr distribution for the 0-20% centrality class (Left) and the 20-40% centrality
class (Right) in the Run 14 200 GeV Au + Au data set.
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Figure 3.9: Impact of different cuts on the raw 7° spectrum in the 0-20% centrality class
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Figure 3.10: Impact of different cuts on the raw 7° spectrum in the 20-40% centrality class

3.1.4 Charged Hadron Track selection

Charged track measurements are made via charged hadron reconstruction carried out by the
drift and first pad chambers, as detailed in Sec. 2.2.3. Additionally, the third pad chamber
plays a role in track matching, whereby a reconstructed track’s trajectory is projected out-
wards towards the third pad chamber via track model and is matched to an actual hit in the
drift chamber. The distances from the projected track and the actual hit in the pad chamber
in ¢ and z are denoted d¢ and dz, respectively. While one can impose cuts on these raw track
matching variables themselves, it is instead helpful to cut on their sigmalized versions, 044
and o4,. Because the distributions of the raw track matching distributions change according
to momentum, cuts on the raw variables themselves would have to be as well. However,

the calibration process for sigamlization removes this py dependence, allowing one set of



82

parameters to be used at all momenta. For this analysis, a so-called “circular” sigma value

is used, as defined by Eqn. 3.4.

Ocircular = 4/ 0—3(15 + 0'32 . (34)

This value must be less than 2 for pr < 5 GeV/c, and less than 1 for pr > 5 GeV/. The
cut becomes tighter above 5 GeV/c to compensate for the fact that the RICH is no longer
used above that threshold because it begins firing on charged hadrons as well as electrons,
causing the efficiency to rapidly drop. To reject electrons, a RICH veto cut is applied on
tracks with pr < 5 GeV/c. Any track associated with a fired RICH PMT is rejected. All
tracks must also pass a track “quality” cut as well, having a track quality of either 63 or 31.
These values correspond to the requirements presented in Table 3.1, with a quality value of
63 being the highest quality possible, and 31 being the second highest.

Lastly, this analysis considers tracks with momentum within 0.5-7 GeV/c to be used as
associate hadrons. Although one can, in principle, measure charged hadrons up to 10 GeV/c,
both [51] and [39] note that a large background begins to contaminate the charged track
pool in this region because of in-flight decays of others hadrons such as Kaons, as well as the
presence of electrons which can be incorrectly reconstructed as high momentum hadrons.
Hence, a top momentum of 7 GeV /c is used. The momentum distributions of the associated
tracks are shown in Fig. 3.11. The steep drop at 5 GeV/c in Fig. 3.11 is caused by the

tightening of the track matching cut from 2 o to 1 o.
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Figure 3.11: Spectra of associate hadrons in the Run 14 200 GeV Au + Au data set in the
0-20% (Left) and 20-40% (Right) centrality bins.

Figs. 3.12 and 3.13 are the impact of individual cuts on the associate hadron spectrum.

One can see that the track matching cut is the most severe, especially above 5 GeV /c where

it is tightened from 2 o to 1 o.
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Figure 3.12: Impact of individual cuts on the associate hadron spectrum in the 0-20%
centrality bin.
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Figure 3.13: Impact of individual cuts on the associate hadron spectrum in the 20-40%
centrality bin.
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3.1.5 Run Selection

PHENIX data is collected in data-collecting sessions called “runs” (with a small “r”, not to
be confused with “Run” as in the run year, e.g. “Run 14”) which last for roughly 60 minutes.
The detector setup and performance can change between or during these runs and cause a
variation in detector efficiency and acceptance. Therefore, a run-by-run quality assurance
process is performed to remove runs that deviate too far from the average behavior of the
Run as a whole. The process for Run 14’s run QA is reviewed here.

Following previous analyses [50, 34|, good runs are determined by considering the correla-
tion functions used for the event-mixing correction detail in Sec. 3.2.2, which are sensitive to
detector acceptance effects. Run 14’s runs are separated into six groups as shown in table 3.2.
Group 3, which is relatively smaller, exists because of the unique shape of the background
correlation functions in that group 3. Comments in the PHENIX run control log also show
there were issues in the west arm drift chamber in runs 409697, 409698, 409699, and 409714,
and these issues induce a specific feature on the away-side peak of the correlation functions
of group 3 (see figure 3.14). Additionally, two runs, 409459 and 409714, are excluded from
the analysis because of a malfunction in how information from the drift chambers is encoded

and decoded. The event-mixing background correlation functions are summed for each group

Table 3.2: Run Groups

Grou Run Numbers
0 405863 — 406500

406501 — 407000
407001 — 409690
409691 — 410500
410501 — 413300
413301 — 414988

TR WO
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and then normalized to 1 as shown in Fig. 3.14. Next, the background correlation functions
for each run in a given run groups is compared to the summed correlation function for that
group by taking the ratio of the two. Under ideal circumstances, this ratio would be consis-
tent with 1 across all A¢; however, variations in run conditions give a distribution of ratios,
as shown in Fig. 3.15. Runs with a deviation 3 times or higher than the run group average
are rejected. In total, of Run 14’s 1069 runs, 995 survive the QA process and make it on to

the good run list.
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Figure 3.14: Summed event-mixing background correlation functions in different run groups.
These correlation functions are normalized to 1.
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Gaussian fit is used to extract the mean and the standard deviation, o, in the peak region
and is shown by the solid red line. The red dashed line indicates i + 30, beyond which a
run becomes “bad”.
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Figure 3.16: Examples of bad runs in Run 14. The event-mixing background correlation
fucntions from each run (black) and from the corresponding run group (red) are drawn on

the left in each panel. The ratio of the two is shown on the right of each panel.
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Figure 3.17: Number of charged hadron tracks per event as a function run number (top)
and number of events as a function of run number (bottom). The blue dashed lines indicate

the different run groups. From left to right are groups 0 to group 5. Bad runs are drawn in
red.

3.2 Detector Corrections

Corrections for detector inefficiencies and acceptance limitations must be made before one
can extract physics quantities. This section details corrections for the efficiency of the
tracking system, inefficiencies due to the occupancy effect, and correlations caused by the

shape of the detector itself.
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3.2.1 Charged Hadron Tracking Efficiency

The combination of detectors used for charged hadron track reconstruction do not have
a 100% efficiency, as one might expect of any measurement device. The efficiency of the
tracking system, €ryqcking, must be calculated, and its inverse, G%rlackmg applied to the per-
trigger yields to account for correlations missing due to the tracking system’s efficiency.
The tracking efficiency is calculated in a specialized GEANT3 [52]-based simulation of the
PHENIX detector known as PISA (PHENIX Integrated Simulation Application). Positive
and negative protons, kaons, and pions (1,000,000 of each) are sent through a GEANT
mock-up of the detector, and their interactions with the detector are recorded. Tracks from
simulation are then analyzed in the same manner as those reconstructed in real data, and
the same cuts detailed in 3.1.4 are applied to see how many survive from the original input
sample. The tracking efficiencies are calculated for the kaons, protons, and pions separately
and as a function of pr, and then combined after being weighted by their relative abundance,

as measured in [53].

3.2.1.1 Input Particle Distributions

1,000,000 positive and negative protons, pions, and kaons are created with the following

kinematics, which are shown in Fig. 3.18:

0.25 < pr <10 GeV/c

In] < 0.4
0<¢<2rm

|z| < 12cm



90

x10°
300 IS .
- ' 60000
200F [
! 40000}
100 . 20000f-
G: 1 1 /: 1 ..\ 1 1 G: 1 1 1
-40 -20 0 20 40 -0.5 0 0.5
zvix (cm) n
x10° x10°
400F -
100_ - T—
300F
50 200F .
i 100F ’
L ! 1 1 b R [ —
% 2 4 6 b 1 2 3
¢ 0

Figure 3.18: Initial kinematics for simulated hadrons used in the efficiency calculation. The
z-vertex distribution is based off of real data from the 2014 200 GeV Au + Au data set.

The kinematic ranges for the pr, pseudorapidity, and z-vertex extend outside the ranges
used in this analysis, but this is to prevent so-called “edge effects.” Ordinarily, the slight
mis-reconstruction of a particle’s kinematic information can yield a value slightly higher or
lower than its truth value. Near the center of a distribution, such bin migration is basically
cancelled out because these reconstructed values have an equal chance of migrating up or
down a bin. However, near the edges, this effect is one-sided, and can lead to artificial
inefficiencies. Thus, we extend the kinematic range of the input particles to avoid this effect.

Real data is used to influence the input particle distributions in two ways. Firstly, the z-
vertex distributions shown in Fig. 3.18 are created by drawing from real data from Run 14. In

reality, there is a slight z-vertex dependence to the detector’s efficiency, and in real data, one
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samples the center of the detector (z &~ 0 cm) more so than the rest. Thus, re-weighting the
input particles’ z-vertex distribution gives a better approximation of the average detector
efficiency seen in real data. Secondly, the input pr distributions are weighted by a fully
corrected, published spectrum measured in [51], and this is done to preserve momentum
resolution effects. The weighted momentum spectrum can be seen in Fig. 3.19 below. The
effects of applying the standard analysis cuts on the z-vertex, pseudorapidity, and azimuthal

angle are also shown.

x10°
” I o 1071 — No Cuts — Zvtx<10cm
S I S o —n<0.35 —All Cuts
© 300 ———— S 10°5F ™
: 3| .,
200/ 1077
—nocuts — zvtx<10cm — 10
1001 0
i —mn<0.35 —allcuts 107}
OT ‘ — Y P N N B B
0 10 92 4 6 8 A
p, (GeV/c) p_ (GeVrc)

Figure 3.19: Left: unweighted input pr spectrum. Right: input pr spectrum weighted by fit
to published spectrum [51]. The re-weighted distribution also has a much higher bin count
to take advantage of the increased simulation statistics used in this efficiency calculation

3.2.1.2 Modelling the PHENIX Detector in Simulation

As mentioned before, the status of the drift and pad chambers changes from run year to run
year. Thus, it is important to model these changes in simulation. Firstly, a representative
run is chosen whose track yield closely matches the mean track yield for the entire set of

runs of a given year of data taking. Then, a mock production of the raw data is performed
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to extract information on the drift and pad chambers. More specifically, the single wire
efficiencies are calculated for the drift chambers, and dead cell and readout card lists are
made for the pad chambers. The single wire efficiency is calculated for a given wire by
comparing how many reconstructed tracks a given wire in the drift chamber did see and how
many its neighbors saw. If a given wire played a part in reconstructing far fewer tracks than
its neighboring wires, its single wire efficiency is accordingly reduced.

Fig. 3.20 shows a comparison of the number of reconstructed tracks as a function of
position in both simulation and in real data. In a perfect world, the overlap between the
red and blue distributions would be perfect. However, several hurdles make this nearly
impossible. Fluctuations in the state of the detector aside, the simulacrum of the detector in
PISA usually will not match real data 100% due to smearing effects and mismatches between
in live and dead areas between the simulation’s detector and the real one. The extent of
this inaccuracy, called the scale uncertainty, is quantified by finding regions of the phase
space where the behavior of the detector and simulation are identical. Here, we assume any
difference is due to A) a difference in statistics and B) a pure difference between simulation
and data. In order to isolate B, we normalize the integrals of this region in simulation
and real data together to remove effects from source A. Then, the remaining difference in
coverage is the scale uncertainty, which is measured by calculating the ratio of the newly

normalized distributions. The scale uncertainty for Run 14 is measured to be 5%.
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Figure 3.20: Track position distributions for real (blue) and simulated (red) tracks before

(Left) and after (Right) normalization to remove differences purely due to statistical differ-
ences between the simulated real sets of track data.

Lastly, Run 14 is unique in comparison to previous analyses in the fact that it uses track
matching from the EMCal when information from the PC3 is unavailable. The majority
of the tracks used in this analysis are confirmed by the PC3 with a ratio of approximately
12:1 when compared to tracks confirmed by the EMCal. However, this ratio was found to
be closer to almost 1:1 in simulation, owing to the lack of a proper EMCal dead map in
simulation. The over-idealized EMCal also drove up the scale uncertainty to about 12%. As
such, it was decided that EMCal track matching would be disabled in simulation, despite
its use in the analysis on real data. This is justified though, because results derived without
the EMCal in simulation are more similar to what is seen in real data than vice-versa, as

quantified by the lower scale uncertainty obtained when not using EMCal track matching.
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3.2.1.8 PC3 Track Matching Recalibration

As is used in real data, a cut on the circular sigma track matching value of a given track
is used. However, the population of tracks that exist in simulation may not share the same
recalibration parameters that those in real data do. Initially, the single particle correction
process was to be done for Runs 10, 11, and 14 for the purpose of eventually combining
the m¥-hadron results across all three runs, but because of a bug found in Run 10’s track
matching recalibrator and Run 11’s lack of statistical impact, they were discarded from the
data pool. However, we demonstrate the PC3 track matching recalibration procedure on Run
10 here (Run 10 is chosen as Run 14’s correction did not require this process). To begin, each
simulation track’s dz and d¢ values are measured in 0.25 GeV/c momentum slices beginning
at 0.5 GeV/c. These distributions are then fit with a double Guassian whose form is given

by Eqn. 3.5.

A —(@=np? A —(@—p)?
: T2 (3.5)
o1V 21 ooV 21

The double Gaussian accounts for a narrow, signal distribution and a wider, background
distribution. Here, A, 112, and 042 are the amplitude, mean, and width of the distribu-
tions, and 1 denotes the signal Gaussian, whereas 2 denotes the background distribution. A
sample fit to the d¢ distribution for positive pions with 0.5 < pr < 0.75 GeV/c is shown
in Fig.3.21. While it suffices to perform the recalibration for just one particle species, it

must be done for both positive and negative charges, as their behavior in the ¢ direction is



95

different because of interactions with the magnetic field.

0.5<Piplus<0.75GeV/c

10t
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Figure 3.21: Example fit to the d¢ track matching variable from Run 10’s simulation. The
blue fit is for the wider Gaussian with width parameter o, and the black curve represents
the Gaussian fit to the signal region with width paraemter o;. The red curve present is the
total fit that contains both signal and background components.

Once the mean and width for each d¢ and dz distribution are extracted, they are plotted
as a function of the hadron pr and fitted by Eqn. 3.6, where A, B, C', and D are fitting
parameters, and n is allowed to be positive, negative, or fractional depending on what gives
the best fit. Results to the fits for both positive and negative pions are shown in Figs. 3.22
and 3.23. It should be noted that in some regions, where statistical uncertainties dominate,

the simplest fit form (a straight line) is chosen.

B C
y(pT) =A +— + — + DpT (36)
pbr Pr
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Figure 3.22: Fits to the p and o of the track matching parameter dz in Run 10 simulation.
The red corresponds to negatively charged pions, and the blue corresponds to positively
charged pions.
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Figure 3.23: Fits to the p and o of the track matching parameter d¢ in Run 10 simulation.
The red corresponds to negatively charged pions, and the blue corresponds to positively
charged pions.

And these fits are stored and placed in a local recalibrator for use in simulation. The

recalibrator then uses the fits to calculate the sigmalized variables used in the circular sigma

cut defined in Table 3.1 according to the following formulae in Eqns. 3.7 and 3.8.

do —
Noqy = ng(;ud(b (37)
nog, = dz — pas (3.8)
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To cross-check the recalibration, distributions of the sigmalized variables are extracted, fit
with Eqn. 3.5, and the means and widths are again extracted as a function of py. A successful
recalibration results in a 044 distribution with mean of 1 and standard deviation 1, and a 4.
with a mean of 0 and a standard deviation of 1 as well. Figs. 3.24 and 3.25 shows the result
of the recalibration for the sigamlized distributions of o4, and o44. It can be seen that there
is still some deviation from the proscribed values given above, and the error bars presented
are grossly overestimated by the fitting software. In spite of this, however, the location of
the central values is consistent with documented PC3 track matching results for Runs 11 and
14. A similar exercise for Run 14 was also attempted; however, it was found that the initial

sigmalized variable distributions were almost fully calibrated, as shown below in Fig. 3.27.
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Figure 3.24: Distributions of the sigmalized dz values in units of no as a function of piedron

for positive (Blue) and negative (Red) pions in Run 10 simulation.
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for positive (Blue) and negative (Red) pions in Run 10 simulation.remo

One final cross-check is also performed on the actual value that is cut on, the circular
o value. Fig. 3.26 shows a distribution of circular ogjre = 4/ pc3fl¢ + pe3% before and after
the PC3 matching recalibration process for Run 10 for several momentum bins. As this
distribution is the quadrature convolution of two distributions with mean zero and standard
deviation 1 and mean 0, the result distribution has a peak of about m or about 1.25.
One can see that the calibration process shifts the distribution to the right slightly to the

proscribed value.
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Figure 3.26: Left: Number of tracks with a given circular sigma value in different pr ranges as
described in the legend before undergoing the PC3 matching recalibration procedure. Right:
Number of tracks with a given circular sigma value in different p; ranges as described in the
legend after undergoing the PC3 matching recalibration procedure. Both come from Run 10
simulation

Additionally, Fig. 3.27 shows the same distribution, uncalibrated, for Run 14. As it bore
the same features as the calibrated distribution seen in Fig. 3.26 it was decided to forego the

re-calibration process for it in favor of the one already in place.
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Figure 3.27: Number of tracks with a given circular sigma value in different py ranges as
described in the legend before undergoing the PC3 matching recalibration procedure in Run
14 simulation.
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3.2.1.4 Output Spectra and Identified Particle Ratios

A plot showing the impact of all cuts on the simulated spectrum can be seen in Fig. 3.28.
As with cuts on the associate hadrons in real data shown in Figs. 3.12 and 3.13, the track
matching requirement is the most stringent. Additionally, one can see large spikes in the
spectra, and these occur when a low momentum particle, which carries a large weight, is
mis-reconstructed as a high momentum particle and is then re-weighted according to its

parent particle’s momentum. The Apy cut removes this non-physical effect, however.

1 O - —— w/o cut — zvix —— track quality

——RICHnNn —— PC3/EMC & _ —— all cuts
TRth circulr

108
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P, (GeV/c)

NTracks

Figure 3.28: The combined output spectrum for all particle species from simulation. The
different spectra show the impact of a given cut on the input spectrum.

The output spectra are then divided by the input spectrum from Fig. 3.19 on a species-

by-species basis, yielding the efficiency for a given particle species, shown in Fig. 3.29. Next,
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the species are weighted by their abundance in 200 GeV Au + Au collisions as measured

in [53] as shown in red in Fig. 3.30 and then combined into the total efficiency shown in

Fig. 3.31.
107 proton kplus kminus piplus piminus
. - - ! - ! ! — input
10°F = 1 — PISA output
L | L .
10° [ [ I [ I
) [ % [ = I [ ~ |
"'-.: - .-".; - = I - .-'1‘ I
10 \ \ N i A
10 \ ' . ' Ao - N
I [ I [ [ [ I
~073 | |\\\ | \ | \.
2 > T T T T
© | | | |
0.4 | | | |
I I I I
0.3 I I I I
I I I I
0.2 P w——— o | e [ ametnnans Yy '/.w.w«,tl
B I 3 I % I N I 3 I 3 I
0.1 B frommttnnmae, | [, | e, | [t | fromisamio, | e, |
(‘t) 5 10 5 1 5 10 5 1 5 10 5 10
P, (GeVic) P, (GeVic) P, (GeVic) P, (GeVic) P, (GeVic) P, (GeVic)

Figure 3.29: Top: Input (blue) and output (red) particle distributions for all particle species.
Bottom: Identified hadron efficiencies.



104

proton kplus piplus
40.5 40.5 40.5
© [ o [ ) I
| | |
0.4 | 0.4F | 0.4F , * raw eff.
| | |
0.3F I 0.3f I 0.3F , ° scaled eff.
| | |
0.2 ! 0.2F : 0.2} ppmnrapyalom,
!
|
0.1 /M*I 0.1+ A A
o I
| AP IR B BRI PRI B PR PRI BRI RPN BRI PR
T YT e T T
P, (GeVic) P, (GeVic) P, (GeV/c)
antiproton kminus piminus
405 0.5 0.5
© [ o [ o} I
0.4f | 0.4 | 0.4F |
| | |
0.3F I 0.3f I 0.3f I
| | |
[ | [ | [ e |
0.2 I, 0.2 . 0.2 ml
, | o PN 9
0.1 2 M 0.1 | 0.1+ |
s I N s I “
L e —) ol NI I P T T E N R
T S R S R YT T T s T I YT T e T
P, (GeVi/c) P, (GeVic) P (GeV/c)

Figure 3.30: Blue: Identified hadron ratios before being scaled by their abundance relative
to 7’s. Red: Identified hadron ratios after being scaled by their abundance relative to 7’s.

The final hadron efficiency is calculated by combining the identified hadron efficiencies

calculated in Fig. 3.30 and then fitting with a function of the form seen in Eqn.3.9.

e(pr) = A+ Be®PT 4+ D + Befrr (3.9)

Where A through F' are fitting parameters. C' and F', in particular, are allowed to float
between negative and positive values to facilitate fit convergence. The result of the fit to
the simulation data can be seen in Fig. 3.31. A constant fit is used for the pr > 5 GeV/c

region. Additionally, the fit to the pr > 5 GeV/c region only extends to 8 GeV/c to avoid
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edge effects that can be seen at pr ~ 9 — 10 GeV/c.
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Figure 3.31: Non identified hadron efficiency as a function of hadron pr. The red curve is
the fit to the data points.

Fit Parameter
Hadron Momentum (GeV /c) g B c D E F
0.25-5 0356 |-0.144-0.109|0.098 |-3.46*10~17 | 7.03
58 1.54

Table 3.3: Values for the fit parameters in Eqn. 3.9.

3.2.1.5 The Occupancy Correction

Because of the higher multiplicity of tracks in heavy-ion collisions versus proton-proton
collisions and because the tracking system has a finite spatial resolution, tracks can interfere
with the reconstruction of other tracks, thus lowering the tracking system’s overall efficiency.
This phenomenon is known as the occupancy effect, and while it is negligible in p+p collisions,

the high multiplicity environment of A + A collisions demands a separate correction for
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it. The methods mentioned previously to calculate the tracking efficiency only involve the
reconstruction of a single track, and, thus, do not account for the occupancy effect.

In order to correct for the occupancy effect in high multiplicity A+ A collisions, a process
known as embedding must be used. Embedding is a process whereby hits in the tracking
system from simulated tracks are “embedded” into hits from real data. The number of tracks
lost due to the occupancy effect is thus estimated by measuring how many tracks are lost
during the embedding process. Three classes of tracks are introduced for this procedure, and

their details are outlined below.

e G-Type tracks: these are the original Monte Carlo tracks generated by EXODUS, a

monte carlo particle generator. They have not interacted with anything in simulation.

e S-Type tracks: these are tracks that have been fired through PISA and then recon-
structed. S-Type tracks are used in the calculation of the single particle tracking

efficiency, which is the ratio of S to G-type tracks.

e R-Type tracks: these are tracks that have been reconstructed after hits from S-Type
tracks have been embedded in real data. They are matched back to the Monte Carlo
track by a dominant contributor algorithm, which requires that at least 50% of the

hits used to reconstruct the track came from its parent G-Type track.

With the track definitions outlined above, the so-called embedding efficiency can be
calculated as the ratio of R-Type tracks to S-Type tracks. It should be noted though, that

one can calculate the total single particle correction from dividing the R-Type track yields
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by the G-Type track yields. However, for this study, in order to quantify the impact of the
installation of the SVX on the magnitude of the occupancy effect, the tracking and embedding
efficiencies are calculated separately. Both S-Type and R-Type tracks are required to pass

the same cuts as tracks used in analyzing real data along with the additional constraints

that:

e The original G-Type track identified as the dominant contributor must have a been a

first-generation particle.

e At least two hits in the drift chamber’s X1 and X2 layers are required, in addition to

the requirement of having a track quality value of 31 or 63.

The impact of tracking cuts on S-Type and R-Type tracks is shown in Figs. 3.32 and
3.33 below. For both types of tracks, the PC3 matching cut is the most severe, as is the case

in the single particle efficiency study.
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Figure 3.32: Yield of S-Type tracks in the 0-20% (Left) and 20-40% (Right) centrality bins
for Run 14.
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Figure 3.33: Yield of R-Type tracks in the 0-20% (Left) and 20-40% (Right) centrality bins

for Run 14.

The total embedding efficiency, the ratio of R-Type tracks to S-Type tracks is shown in

Fig. 3.34. The two regions (above and below pr = 5 Gev/c are fit with a simple straight

line. Firstly, the statistical uncertainties are slightly too large to permit more complicated fits

with much faith. Secondly, it was found that over-fitting the region slightly below 5 Gev/c

resulted in an over-correction of the hadron spectrum when the full efficiency and occupancy

correction was applied.
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Figure 3.34: Embedding efficiencies for Run 14 in

centrality bins for Run 14.

the 0-20% (Left)

and 20-40% (Right)
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The embedding efficiency for Runs 10 and 11 were also calculated, and their accompa-
nying S and R-type track yields are located in App. B. The embedding efficiencies for Runs
10, 11, and 14 are shown in Fig. 3.35. The “hybrid” in “Run 14 w/ Hybrid Matching Cut”
refers to the track matching cut used in this analyis that changes to 1o at pf@ron =5 Gev/c,
whereas the curved labelled “Run 14”7 uses a 20 cut throughout, allowing one to gauge the
impact of tighter track matching cuts on the embedding efficiency. Two interesting things
become apparent. Firstly, as shown when examining the Run 14 embedding efficiency with
and without the tighter track matching cut at high py, one finds that the embedding effi-
ciency actually increases with a tighter cut. One possible explanation for this phenomenon
is that when applying a tighter cut, one is selecting on a purer selection of tracks that are
more likely to survive the embedding process.

Secondly it was initially posited that the installation of the SVX before Run 11 would
contribute to a lower embedding efficiency because the denser silicon of the SVX would
lead to a higher production of conversion electrons, thus increasing the occupancy effect.
However, the embedding efficiencies for Runs 10, 11, and 14 are all found to be consistent
to within the 5% uncertainty attributed the procedure in studies for [39]. However, the
consistency of the embedding efficiencies does not necessarily provide proof that the SVX
does not increase the yield of conversion electrons, only that the tracking system is relatively

agnostic to this increase.
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Figure 3.35: Embedding efficiencies for Run 10 (Blue), Run 11 (Red) and Run 14 with a
stanrd circular track matching cut (Black) and a 1o circular track matching cut for pfrack >
5 GeV/c

3.2.2 Acceptance Correction

Although the gaps at the 12 and 6 o‘clock positions of PHENIX give the detector its iconic
blueprint, they can also induce biases in the correlations. Essentially, because of PHENIX’s
acceptance, one is simply less likely to measure trigger and associate pairs with an opening
angle near 90°, as illustrated in Fig. 3.36. Additionally, holes in the drift and pad chambers
can also induces biases towards or against certain correlations angles. In essence, certain fea-
tures of the measured correlation function can be caused by gaps in the detector’s acceptance,

rather than physics processes.
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Accepted Missed

Figure 3.36: Illustrations of detector acceptance effect on angular correlation measurements.
The grey areas represent the PHENIX central arm detectors, the blue arrow represents a
trigger particle, and the yellow arrow represents an associated charged track. Left: example
of accepted correlation. Right: example of missed correlation where the charged track is
missed by the detector because of limited acceptance..

To correct for these features, the process of event mixing is used. In event mixing, a
trigger particle is paired with charged hadrons from different events, thereby intentionally
creating correlation functions consisting entirely of acceptance-driven correlations. These
mixed-event correlations are then corrected for tracking inefficiencies much like the same-
event pairs are, normalized per-trigger, and then normalized to 27. This normalization
is used because for a detector with perfect acceptance, one expects a unitary correlation

function with the property given in Eqn. 3.10.

/%/2 d(A¢) = 2. (3.10)

—7/2

In the absence of acceptance-induced biases, one expects an equal probability of measuring

any given correlation angle. Finally, it is assumed the entire correlation signal is a convo-
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lution of the same-event foreground and mixed-event background distributions, and so, the
foreground distributions are divided by the background distributions after having been fully
normalized and separated into the correct trigger and charged hadron momentum ranges.
Example distributions are shown for Run 14 in Figs 3.37 and 3.38. For the sake of pre-
sentation, the foreground distributions are scaled to meet the near-side peak’s height. The

fully acceptance, efficiency, and occupancy corrected correlation functions are then shown in

Fig. 3.39 and 3.40.
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3.3 Background Flow subtraction

The signal extracted via two-particle correlations is comprised of two components. The first
is correlations that arise due to jets, which is the physics this analysis aims to study. There
are, however, particles that are paired together by other physical processes unrelated to jets.
In p + p collisions, this pairs add a flat background to the correlation function, which is
subtracted off using a method known as ZYAM (Zero Yield At Minimum), the underlying
principle of which is that there should exist a region (typically about A¢ ~ 7) where the jet
function should be zero. The correlation function measured in p + p collisions is thus fitted,
and the background level, b, is extracted directly from the fit and then subtracted off as a
flat line in A¢ space, thus yielding correlations due only to jet interactions. However, this
process is complicated in heavy-ion collisions, for not only is the background much larger,
it is also correlated via spatial anisotropies in the initial state of the collision as detailed in
Sec. 1.2.3.1. This is known as the “two-source” model for correlations in particle collisions

and is given mathematical form by Eqn. 3.11.

dNCorr dNJet dNBackground
= A1
iAo dhe | dAe (3.11)

Here, Ncopr is the total number of correlated pairs, Nj.; are pairs correlated through jet
interactions and Npgekground are pairs correlated through some background mechanism. Ad-

ditionally, dA¢ normalizes the histogram by the A¢ bin width. The quantity of interest to

ANjet

dNBack:ground
R —2actaroune from

dA

us, of course, is which can be extracted intuitively by subtracting the
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the %‘g“ term, as shown in Eqn. 3.12.

dNJet dNCorr dNBackground
= — 12
IR, AN (3.12)

As discussed in Sec. 1.2.3.1, collective flow can be expanded to a Fourier series

delow
AN

=0 [1 +2 Z(Un> cos (n - Agb)] : (3.13)

Here, b is the background level, which is calculated using the Absolute Background Subtrac-
tion method 3.3.3 for pfedron > 1 GeV/c. For pifedron < 1 GeV/c, the ZYAM method is

used, as detailed in Sec 3.3.4. Several experimental results [39, 54, 55] show that the (v,,)

70

™) (v") which are the n' order flow harmonic

term in 3.13 can actually be factored as (v
coefficients for 7m’s and charged hadrons, respectively.

vy, which is directed along the longitudinal direction and approximately zero at midrapidty,
can be ignored. For this analysis, coefficients 2 through 4 are considered, and the influence

of the higher order harmonics is considered negligible. Then, equation 3.13 can be rewritten

as:

dNﬂ — b[l +92 Z(v;{oﬂvg) cos (n - Agb)] ) (3.14)
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3.3.1 Charged Hadron v, Coefficients

vl vl and v? values for inclusive charged hadrons in the momentum range of 0.5-10 GeV /c
25 U3 4

come from previous PHENIX measurements [56]. The charged hadron v, values from [56]
were then merged into a 0 — 20% and a 20 — 40% centrality bin for use in [38] as shown in
Fig. 3.41, and are re-used here. After the v, values are merged into the correct centrality
bins, the v, distributions are then fit with Eqn. 3.15 so that values between the published

data can then be interpolated.

B—pp

vapr)=A- e 4 (D - E-eFPr) (3.15)

Evaluation points are chosen from the average of this analysis’s measure charged hadron
spectrum, and are shown in Fig. 3.42 as open circles. This procedure is also carried out
for the charged hadron vs and vy. The v, values extracted from this method then serve as

inputs into Eqn. 3.14.

0-20% 20-40%
> 025 —o— 0-10% (PPG173) =02
C —e— 10-20% (PPG173) C 0 00
0.2 N 0.2~ ce & @ Q
C —e— 0-20% merged C 008008 9 g
r . o o
0.5 0.15F o®
E o o O O ¢ E 080 @
0.1 o [ ] oo ® ° 0.1 08
Tk O e [ E 8
r o..o o o0 () ; @ r 8 —6— 20-30% (PPG173
00 en0° © Q 0osfg —o— 30-40% (PPG173
r 880 F —e— 20-40% merged
of 3 : 4 of : : :
pT(GeV/c) pT(GeV/c)

Figure 3.41: v% values in different centrality classes. The open circles are from experimental
results [56]. The black dots are the merged values from the open circles.
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Figure 3.42: Merged (solid dots) and interpolated (open circles) v values. The blue dash

lines are the fits of the nominal, upper and lower bounds values of the solid points.

3.3.2 ©° v, Coefficients

The first PHENIX two-particle correlation analysis to subtract the 3" and 4" flow harmonics

was [38], and this subtraction was meant to increase the purity of the measured jet signal,

which it did greatly over the previous published result in [39]. However, one of the problems

that arose was the lack of measured 7° v5 and v, results from either PHENIX or STAR in

the momentum ranges needed. Thus, another method, known as acoustic scaling [57] was

employed and will be detailed in the next section. The process begins as it does with the

charged hadron v, calculations, with the published 7° vy results being merged into a 0 —20%

and a 20 — 40% centrality bin. From there, they are fit with Eqn. 3.15 and evaluated at the

mean hadron py as measured in the analysis. The result of this process is shown in Fig. 3.43.
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Figure 3.43: Merged v} values (black dots) in 0-20% (left) and 20-40% (right) centrality
bins. The red and blue data points are the measured values from [58].

cent: 0-20% cent: 20-40%
2 b2
2 ¢ 0-20% (merged) >°-2:“ . * 20-40% (merged)
» o Interpolate m0v, e .‘\ o Interpolate m0v,
0.15} . 0.15f ¢ “%
r : Y
[ [ Thoe
o1 et 0.1 ?-:'f; +H_._ R S N
¢ T T TR st : N
0.05}- L] 0.05}-
" Lowerbound fit: t " Lowerbound fit:
r TangentlineI starts at 8 GeIV/ : - Tangentline starts at 8 GeV/c
0 " i i O A A " 1 A A " 1 " 1

0

5 10

p. (GeVic)

0

5

° . (GeVic)
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Acoustic Scaling

As mentioned earlier, there are no published 7° v3 or vs measurements from RHIC exper-
iments, so, in order to subtract these harmonics, a method known as acoustic scaling is
employed. Acoustic scaling is the observation that the different flow harmonics that can be

related by Eqn. 3.16.

(3.16)
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Thus, by simply rearranging the terms, one can isolate the harmonic of interest and calculate
it from a given species’ vy value and its measured ¢, value. One aspect of interest of the g,
values is that they appear to be flat in pr up to about 10 GeV/c as shown in [57]. Thus,
with the data at hand, we can calculate the g, values for the charged hadrons according to
Eqn. 3.16. Then, because of their similar composition and mass, these charged hadron g,
values are used to calculate the missing 7° v3 and v, values, as shown in Eqn. 3.17. Here, we
assume that g ~ gf{o due to the similar mass and composition of the three types of pions.

Applying equation (3.16) again to estimate neutral pion vg{o and vjfo gives

70 7O\n
vn = gn(v3 )", (3.17)

n

Fig. 3.45 shows the g" values that are calculated using Eqn. 3.16 using the published v”
values from [56]. Because ¢” is approximately constant in 0-10 GeV/c a flat line is used to
fit the data and extract the average g” values. The uncertainties of g" are derived from the
fit uncertainties. Finally, ng and UZO are estimated using Eqn. 3.17 in conjunction with the

g" values from Figure 3.45.
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Figure 3.45: g3 (top row) and g4 (bottom row) calculated using charged hadron v, in [56]
in different centrality classes. The dash lines are the constant fits and their upper and lower
bound values.

3.3.3 Background Magnitude Estimation via Absolute Background
Subtraction

With its shape in A¢ space now characterized by the flow harmonics extracted in the previous
section, it is now time to calculate the magnitude of the background, denoted as b. In this
analysis for pHadron > 1 GeV /c, a method known as Absolute Background Subtraction [59] is
used to estimate b. The power of this method over ZYAM is that the method is not affected
by statistical fluctuations in the correlation function which can effect the the extraction of
the background magnitude via fitting. Instead, the background level is calculated assuming
that it is combinatoric in nature. That is to say, the number of correlated pairs in an event
should scale combinatorially in relation to the number of hadrons and trigger particles in

the event. This is encoded in 3.18:
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<nAB>mixed

by = —/mixed
O () (NP

(3.18)

Here, by is the initial background estimate, n* is the yield of trigger particles (here 7°’s),
nP is the yield of associate particles (here, charged hadrons), and n“P is the number of
pairs. This ratio tells you the extent to which the number of possible particle combinations
((n)(nP) mixed) se€n in an event exceeds that which arises from trigger-associate particle pairs
alone ((n%) nixea). To avoid biasing this calculation towards background levels when only
jets are present, correlations measured for the event-mixing process are used, and hadrons
from events where trigger particles may not be present are also used. This has the added
benefit of simplifying Eqn. 3.18 to Eqn. 3.19 as the use of mixed-event background correla-
tions means the background is solely dependent on the number of background triggers and
background pairs and is maximally decorrelated from the jet correlation signal. Next, the

initial background estimate, by, is multiplied by the centrality correction factor, &, giving the

total background level, b, in Eqn. 3.20.

(17 e (3.19)

bp = ——L———
0 <nA>mixed

b= &by (3.20)
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¢ is called the centrality correction factor because it accounts for the fact that the background
level actually changes smoothly as a function of event centrality. Thus, when looking over a
large centrality range (e.g. the 0-20% and 20-40% centrality bins used in this analysis), there
is a chance to under or over-estimate the background level. The mathematical definition of
¢ is given in Eqn. 3.21. £ is calculated as the ratio of the mean trigger and associate yields
(n“nP) to the mean number of combinatorial pairs (n?)(n?).

(n4n®) and (n?)(n?) both depend on the number of binary collisions, Ny, and number
of participants, Np,+. Therefore, they can be estimated in small centrality windows (5%
is used for this calculation) using the probability, w9 ** of Ny (Npart) vielding a certain
number of trigger and asociate particles in a certaint centrality range, as calculated from the
Glauber Monte Carlo model [22]. This gives rise to the computational form of (3.21), which
can be expressed as (3.22). The summation over ¢ denotes a sum over different centrality

bins.

TLATZB
£ = W (3.21)
2w nitng (3.22)

= glaub A glaub B °
Do w T xS wit

i 7

In order to find nf‘ and nZB , distributions n? and n? as functions of N,y and Npare are

fitted with Equations 3.23 and 3.24 over the N, and N, regions which correspond to the
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centrality classes 0-20% and 20-40%. This fitting procedure is shown in Figs. 3.46 and 3.47.

nA/B =7 tan_l (BN;?a'rt/coll)

nA/B — fy(l _ eﬁNgart/coll)

(3.23)

(3.24)
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Figure 3.46: Yield of trigger (top) and associate charged hadrons (bottom) as functions of
Npgre from Run 14 data.
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Figure 3.47: Yield of trigger (top) and associate particles (bottom) as function of Ny from
Run 14 data.

Equations 3.23 and 3.24 are chosen for how well they fit the data across a large Npg.+
and Ngoy range. However, this results in a total of four fits for determining ¢ values using
equation 3.22. The final £ values, therefore, are the average of the calculations using these
different fits, and the variance in the £ values given by the different fits is assigned as an
uncertainty on the final value. The & values used in this analysis for Run 14 are shown in
Figure 3.48. The different panels correspond to 7° momentum bins, and the colored points
correspond to charged hadron momentum bins. The points between 0-20% are the £ values
used in that centrality bin, but are spaced out for visibility, and the same applies to the &

values between 20-40%.



128

" 45 Gevic' 5-7 GeVic' 79 GeVic' 9-12 GeVic 12-15 GeVic
1.02f @ 0.5-1.0 GeVic T
® 1.0-2.0 GeV/c
1.015F ® 2.0-3.0 GeVic

® 3.0-5.0 GeVic

101} ® 5:0-7.0Gevic }l}} 1 [ } 1 I + 1 ]{

1 {17} f17h it

1.005F z T T T

. Qo,o’ . . . o.,.é oo,.é oo,oi ®oce )

= 10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
centrality (%) centrality (%) centrality (%) centrality (%) centrality (%)

Figure 3.48: ¢ as a function of centrality in different trigger and associate pr ranges from
Run 14.

3.3.4 Background Magnitude Estimation via ZYAM

In the course of this analysis, it was found that Absolute Background Subtraction over-
subtracts significantly in the lowest pr hadron bin, 0.5-1 GeV/c. This over-subtraction
leads to substantial disagreement with previous measurements and leads to negative per-
trigger yields, which are un-physical. To account for this, ZYAM is adopted in this bin
alone. Subtraction via ZYAM is done by fitting the entire correlation function with a fit of

the following form

4
(29)? (Ap—m)?

f(Ag)=Aem 5 +Ce D +E1+2) (u"9)(wl*"") cos (nAg)) (3.25)

The variables A, B, C, and D are fitting parameters that pertain to the Gaussian-like
structure of the correlation function. Because we constrain the fit by using real values for
the (vI7i9)(pHadrony terms, parameter E is thus the background magnitude b. Fits to the
correlation functions in the 0.5-1 GeV /¢ pZ®@°m bin can be seen in Figs. 3.49 and 3.49 below.
Here, the method runs into trouble in the higher p;”g bins where the correlation function

is dominated by statistical uncertainty, and this will lead to large systematic uncertainty on
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physics results extracted from these bins. However, the method is very robust at low p;”g

where there are much smaller statistical error bars.
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Figure 3.49: Fits to correlation functions measured in Run 14 in the 0-20% centrality class.
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Figure 3.50: Fits to correlation functions measured in Run 14 in the 20-40% centrality class.

The correlation functions and the background correlations due to collective flow scaled
by b computed by ZYAM and Absolute Background Subtraction are shown in Figs. 3.51
and 3.52. The fully subtracted jet functions can be seen in Sec. 5 with full systematic

uncertainties in Figs. 5.1 and 5.2.
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Figure 3.51: Correlation functions (black points), collective flow (red curve) and background
level (dashed red line) in the 0-20% centralty class.
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Figure 3.52: Correlation functions (black points), collective flow (red curve) and background
level (dashed red line) in the 20-40% centralty class.

3.4 Extracting Physics Quantities

Subtraction of the underlying event due to collective flow yields jet functions, which them-
selves measure the spatial correlation between particles correlated by jet interactions. These

jet functions are the source of the physics results below.
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3.4.1 Integrated Per-Trigger Yield Modification: [44(pr)

144 is defined as the ratio of the integrated per trigger yields in Au+ Au to those in baseline

p + p collisions, as per Eqn. 3.26.

Lag =22 (3.26)

Yaa and Y, are the integrated per-trigger yields extracted from the jet functions in Au+ Au

and p + p collisions, respectively. They are defined as per Eqn. 3.27.

1 (% dN;,
Y = / —2=dA¢ 3.27
Nog Jaw 05 327
Here A¢™ is the integration range which is [ — I, + Z] for the away-side peak. I44 can

also be computed for the near-side, but this is not extracted for this analysis.

3.4.2 Differential Per-Trigger Yield Modification: [ 4 vs. A¢

The I44 can also be calculated point-by-point in A¢ space by directly dividing the Au+ Au
jet function by the p+p jet function. This measurement offers a way to quantify modification
of the jet structure via two-particle correlations, something usually only attributed to full-jet

reconstruction studies.

3.4.3 Differential Per-Trigger Yield Modification: Das vs. A¢

The quantity D4, is defined as the difference between the Au + Au jet functions and the

p + p jet functions, rather than the quotient. This observable is introduced in this analysis
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to probe jet structure modification like the 44 vs. A¢ observable, but with the benefit of
not being effected by division by near-zero yields in the p + p jet functions. This immunity
allows the D4 to more reliably (i.e., with smaller uncertainties) probe jet modification

further away from the away-side jet peak than the 144 vs. A¢ can.
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CHAPTER 4

Systematic Uncertainty

Systematic uncertainties are to quantify how changes in the input parameters (e.g. cuts or
vy, values) change the final result. There are five source of systematic uncertainty associated

with this analysis. They are:

e The v, coefficients which can vary between their upper and lower bounds as presented

in their original measurements.

e The uncertainty on the centrality bias correction factor £ that results from the four

methods used to calculate it.

e Uncertainties resulting from the hadron efficiency and occupancy corrections.

e The uncertainty arising from the combinatorial method used to reconstruct trigger 7°’s

e Systematic uncertainties associated with the baseline p + p measurement done in [39].

This chapter will detail the first four of these five.

4.1 Flow Harmonics

The systematic uncertainty associated with the different flow harmonics arise from the un-

certainties reported in [56, 58], as well as the uncertainties calculated for the acoustic scaling
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method used to generate the higher order 7% v,, coefficients.

Flow(A¢) = 1+ 2[v] vl cos (2A¢) + vI v cos (3A¢) + v] vl cos (4As)]
= 1+ 200 vl cos (2A¢) + gs(vT )20l cos (BAG) + g4 (v )*/?0] cos (4AP)] .

(4.1)

To find the systematic uncertainty, o/», contributed by the variation of a given order flow
harmonic, the corresponding v,’{o and v! terms are set to their upper and lower bound values
in Eqn. (4.1), and the systematic uncertainty for a give harmonic is the absolute value
of the difference between the nominal result and the varied result. This process is done
independently for the upper and lower bound and is done one at a time for n = 2,3,4
for both the 7% and charged hadron coefficients. The total uncertainty is evaluated as the
quadrature sum of the contributions from each harmonic.

The systematic uncertainty associated with the v,, values tends to be largest at low pr and
decreases at high pr as the underlying event becomes smaller. The uncertainties associated
with the v, coefficients are generally less than 5% across the different observables. However,
one can see a spike in their magnitude in some bins (e.g. the 9-12®0.5-1 GeV/c pgmy R pissoe
bin, as shown in Fig. 4.18). These large increases in the relative uncertainties from the v,
values stems from the use of ZYAM to estimate the underlying event magnitude b. As v,
values are varied to calculate the systematic uncertainties, the b value extracted from ZYAM
can also change as fits to the correlation function change, thus driving a larger discrepancy

between the nominal and varied results, which yields a larger systematic uncertainty. One
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can see this effect does not occur when Absolute Background Subtraction is employed as the
background magnitude stays constant during the v,, variance, and the relative uncertainties

can be less than 1% on quantities like the integrated yields and [44.

4.2 ZYAM

ZYAM is used to estimate the background magnitude for the lowest pZedron hin (0.5 <
pifadron < 1 GeV/c) to avoid the over-subtraction that was encountered when employing
Absolute Background Subtraction. To calculate the uncertainty arising from ZYAM, the
nominal correlation functions are fit with Eqn. 3.25, but this time the value b is varied
between its upper and lower bounds as determined by the errors on the fit. At low p}o.

Thus, Eqn. 3.25 becomes Eqn. 4.2.

(Ag)? (Ap—m)?

f(Ag)=Ae™ 5 +Ce™ D +(Edomu)(1+2) (o)) cos (nAg))  (4.2)

Because the uncertainty on the fit is directly related to the statistical errors in the correlation
functions, the systematic due to ZYAM at low p}o is not terribly egregious at around 10%
and is even lower in some observables compared to the uncertainty from & reported in [38].
However, at high p}o, the method runs into trouble at the statistical error in the correlation
functions increases rapidly. The uncertainty quickly jumps to as high as 50% on quantities
like the integrated yields, although this is in the 12-15®0.5-1 GeV /c pr™ ® piedror momen-
tum bin, which is not used to derive later observables. For quantities like the 144, which is

calculated for p?o < 12 GeV/c, the uncertainty from ZYAM is a large, but more reasonable



138

20%. Lastly, the other major pitfall of the ZYAM method is the fact that it can influence
other observables’ uncertainties as well. Because the E term in Eqn. 3.25 is allowed to vary
in the calculation of the other uncertainties, a larger variance can occur between the nominal
and varied values. It is for this reason that estimating the background level using ZYAM is
the largest contributor to the systematic uncertainty in the 0.5-1 GeV /c associate hadron

momentum bin.
4.3 Absolute Background Subtraction

The systematic uncertainty arising from the Absolute Background Subtraction method comes
from the calculation of the &, the centrality bias correction factor. £ is extracted via fitting
trigger and charged hadron distributions as a function of N and Npg, via two equations,
Eqn. (3.23) and Eqn. (3.24). While the average value is used as the nominal value for ¢, the
deviation between them is assigned as a systematic uncertainty.

The uncertainty arising from & takes over as the dominant contributor to the total relative
uncertainty, but with a number of caveats. It’s most dominant contribution can be seen in
the integrated yields and I44 in the 4-5®0.5-1 GeV /c pr™ @ piedron bin, where it’s almost
20% in the 20-40% centrality bin. However, it should be noted that the relative uncertainty
arising from & decreases exponentially as one increases either the trigger momentum or the

associate hadron momentum, quickly becoming less than a percent.
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4.4 Hadron Efficiency

There are six sources of systematic uncertainty in the single particle efficiency and occupancy

corrections.

The momentum resolution of the central arm tracking systems.

The PC3 track matching done specifically for the efficiency calculation.

The embedding procedure.

The procedure of merging the charged hadron-to-pion ratios from [53].

The statistical uncertainty from the simulated sample size of charged tracks.

The total systematic arising from the single particle corrections is thus the quadrature
sum of all these uncertainties. Furthermore, this uncertainty is presented as a band at the
right end of the line at y = 0 of a given observable for quotients like the I44, and quoted as
a raw uncertainty for observables like the jet functions and Dj4. This presentation is due
to the uncertainty’s classification as a Type-C uncertainty, which can be applied uniformly

point-by-point. The values from each of these sources is given in Table. 4.2.

4.5 7" Combinatorial Background

As mentioned in Chap. 3, all photons that pass the single particle cuts listed in Table. 3.1
as paired combinatorially to create 7° trigger candidates. However, while this method will

reconstruct true 7°’s, it can also reconstruct fake 7°’s as well, which are impossible to
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distinguish from real 7%s as they pass all the same cuts. Therefore, it is necessary to assign
a systematic uncertainty which accounts for the presence of fake 7%’s in the trigger pool.
Fig. 4.1 shows an example of an invariant mass distribution. The signal region is highlighted

in red and is shown sitting above a combinatoric background which is shaded in green.
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Figure 4.1: Example of an invariant mass spectrum. The blue dash line represents the
background level, and the red solid line is a fit to both the combinatorial background and
the signal. The vertical dashed lines indicate the signal invariant 7° mass window (red), and
side-band mass windows (blue).

The first step is to quantify a signal-to-background ratio. This calculation is done by
fitting the invariant mass spectrum with a Gaussian to account for the signal region and a
4% order polynomial to account for the background. The polynomial terms alone are then
integrated in the signal region 0.12-0.16 GeV/c?, and this quantity is subtracted off the
integral of the entire fit in the same region, quantifying the signal term. The more the 7°

mass peak stands out above the background, the larger this term, and the smaller the total
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systematic, and vice versa. Fits to the invariant mass spectra can be seen in Fig. 3.7, which
is reposted here as Fig. 4.2, and the 7° signal-to-background ratio is plotted as a function of

the 7° pr in Fig. 4.3.
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Figure 4.2: Invariant mass spectra 7° pr bins. The total fit to the data is the red solid line,
and the solid blue line represents the fit to the background. The dotted lines represent the
nominal invariant mass range (red) and the side band windows (blue) used in this analysis.
The top row is from the 0-20% centrality class and the bottom row is from the 20-40%
centrality class.

Next, one must quantify how the choice of invariant mass window effects the per-trigger
yield of hadrons. Ideally, even using fake 7°’s should not change the number of hadrons
that can be paired with any given trigger particle. But in practice this is not necessarily
true. Thus, extraction of the jet functions is performed with two “side band” invariant mass
windows, and the difference in the per-trigger yields between correlations in the side band
and those in the nominal invariant mass regions is measured. The lower side band window

used in this analysis is 0.08-0.11 GeV, while the upper side band is 0.165-0.2 GeV. The ratio
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Figure 4.3: Signal-to-background ratio for reconstructed 7°’s as a function of 7° py in the
0-20% (black) and 20-40% centrality classes.

of the combined sideband per-trigger yields to the same quantity in the nominal invariant
mass window is shown in Fig. 4.4 and Fig. 4.5 for the 0-20% and 20-40% centrality classes,

respectively.
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Figure 4.5: Near (top) and away-side (bottom) per trigger yields as a function of associate pr
in different trigger pr bins in 20-40% centrality. See Figure 4.4 for description.
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Both the signal-to-background ratio and the per-trigger yields extracted from the side-
band regions are then fed into Eqn. 4.6, which we begin deriving with Eqn. 4.3. The total

relative systematic uncertainty for the 7° reconstruction procedure is defined as

7T0
Oy _ Ytrue - Y;Jeak (43)
Y;)eak )/peak ’

where, 0,0 is the uncertainty of the per-trigger yield. Y. is the per-trigger yield from the
inclusive 7° trigger candidate pool that falls within the nominal invariant mass window of
0.12-0.16 GeV/c?. Y is the same quantity, but for “real” 7%’s. However, as mentioned
before, there is no true way to differentiate the terms Yo, and Yi.e in data. To turn the
right-hand side into something usable, we start with Eqn. 4.4, which we will then rarrange

to isolate the Y7, term:

NPeakYPeak = NTrueYTrue + NBGYBG (44)

NTrueYTrue = NPeakYPeak - NBGYBG

Npeaks Nrrue, and Npg are the number of reconstructed 7%’s found in the nominal invariant

0’5, and the number of fake 7%’s, respectively. Furthermore,

mass region, the number of true 7
Yiq is the per-trigger yield of these fake 7’s. Again, because we do not make an attempt to

discriminate between real and fake 7°’s in the nominal mass region, Yzg cannot be measured

independently. Instead, it is approximated by the per-trigger yield of 7°’s with masses that
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fall in the side-band regions of the invariant mass spectrum. Thus, Eqn. 4.4 becomes Eqn. 4.5.

YTrue - —YPeak - —YSide . (45)

Substituting Eqn. 4.5 into Eqn. 4.3 then yields

70 Npeak _ Npa o
Oy _ NTrue YPeak NTrue YSzde YPeak
YPeak YPeak
Npeak _ 1YY, — Nec y,.
— ( NT'rue ) Peak NT'rue Side
YPeak
Npeak=Nrrue _ Npc v,
— NTrue Ypeak NTrue YSZde
YPeak

Then, because Npeor = Nrpwe + Ng, we have

0 Npa

- NBg
O-Y _ NTrue

YPeak: - Nirue YSide

YPeak YPeak
o NBG YPe(zk - YSide
NTrue YPeak

B 1 (1 Yside )
NTrue /NBG YPeak

(4.6)

Here, the term Ny.../Np¢g is the signal-to-background ratio that is measured as mentioned
above by carefully dissecting the invariant mass spectrum in the nominal invariant mass
window. Finally, the last two terms, Yp.. and Yg;q., are directly measurable as well. As

stated before, in the ideal case Ys;q. and Yp.,, are approximately the same, as using fake or
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real 7¥’s should not, in principle, change the number of associated hadrons, given that both
real and fake 7%’s are required to pass the same cuts, making it likely that they're both jet
constituents.

The relative systematic uncertainty, a{}o /Ypear s plotted as a function of the associate
hadron momentum in Figs. 4.6 and 4.7 for both the near and the away-side. The main trend
to observe is that the uncertainty is generally smaller in the 20-40% centrality class (~ 5%
maximum at low pZe@r°" than in more central 0-20% collisions. This decrease in the uncer-
tainty arises because the overall particle multiplicity, and thus, the potential background, is

smaller in the 20-40% centrality bin.
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Figure 4.6: Relative background 7° systematic uncertainty as a function of associate pr in
near (top) and away-side (bottom) peaks in the 0-20% centrality class. The trigger pr is
labeled on the top of each panel.
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4.6 Propagation of Systematic Uncertainties

4.6.1 Flow Harmonics and Background Subtraction

The absolute uncertainties that arise from the flow harmonics and Absolute Normalization
are obtained by evaluating the jet function at their upper, lower, and nominal values. The
differential from each source is the systematic associated with that source. The two notable
exceptions are the 7° combinatoric systematic uncertainty and those arising from the p + p

baseline. To combine the systematics, all are added in quadrature

Utotal _ Z(Ui)Q

where ¢ is the systematic uncertainty from the i** source.

Systematic uncertainties are categorized according to PHENIX convention into three cate-
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gories:

e Type A: These uncertainties are completely uncorrelated point-to-point (such as sta-
tistical uncertainties) and are propagated via quadrature addition of the errors them-
selves for simple sums such as the integrated yields or D44 and quadrature sums of

the relative yields for ratios such as the 44

e Type B: These uncertainties are correlated point-to-point, meaning that if one data
point in the measurement moves upwards, the ones near it will do the same. For
instance, when increasing the v, to its upper bound, all the points in the jet function

will be shifted downwards.

e Type C: These uncertainties arise from the uniform application of scale factors and

are displayed separately where necessary.

The different systematic uncertainties in this analysis are classified in Table 4.1.

Table 4.1: Sources of Systematic
Uncertainty and Their

Classification
) Uncertainty

Quantity I R W 3 4 7 VLY v
Jet Function B B B B B C

Jet width B B B B
Per trigger yields B B B B B C
Away-side I4a(pr) B B B B C
Away-side I44a(A¢) B B B B C B C

B: Correlated systematic uncertainty

C: global scale uncertainty
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4.6.2 Hadron Efficiency Uncertainty

The uncertainty arising from the hadron efficiency is treated as a Type-C uncertainty as was
done in [39] and displayed as either a number near the expository text on a plot (e.g. on the
jet functions) or as a blue bar on plots taking the ratio of two quantities (e.g. the I44(pr) or
versus A¢). The systematic uncertainty arising from the tracking efficiency and occupancy
correction is 6.9%, and is a combination of several sources, as detailed in Sec. 4.4. Table 4.2

shows the magnitude of these individual contributors, along with the total systematic.

Table 4.2: Systematic uncertainity sources for the hadron efficiency calculation.

Single Particle Correction Systematic Uncertainties
Detector . ) PC3
. |Statistical| Identified |Momentum . Total
Reproduction . . Matching i
s . Error |Hadron Ratios| Resolution . > | (Maximum)
in Simulation Recalibration
Run 14 5% <1% <3% 2% 3% 6.9%

4.6.3 Combinatorial Background Uncertainty from 7° Reconstruction

The uncertainty arising from the combinatorial 7° reconstruction process is applied on all
quantities derived from the per-trigger yields extracted from the jet functions. Thus, the

uncertainties on the yields are as follows:

71'0 71'0
Ojet _ Oy
jet Y
oT’
0 Y :
Ujet = 7 . Jet (48)
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and similarly, for quantities such as the I4,4 and D 44,

7rO
o
ofp = 7‘“ I/Dyy . (4.9)

4.6.4 Uncertainty From Baseline p + p Measurements

Here we consider the impact of the systematic uncertainty arising from the p + p baseline
and its impact on two quantities, the /44 and the D44, which must be considered separately
because they are a quotient and a difference, respectively.

For the 144, the impact of the p 4+ p systematic begins with considering a downwards
fluctuation on the I4a, Iaa — o}’ , caused by an upwards fluctuation from the baseline,

—Yas__ The impact is then propagated through analytically to the result given by

pp+ *
Ypptoy

Ipp — o7 = ——————
AA ! Y;Dp“‘gffﬁ
_ Yaa
o’ = yp — ————
! - Ypp"'U};/er
ZIAA—YAA' Yoy
Yo Yop o (4.10)
:[AAl_L
+
Yop + 0y
:IAA‘Y;)p"‘U];p+_Y;Dp
+
Yyp + 0y’
pp+
_[AA.LW.
Ypp + 0y

The same procedure can be used to derive the impact from a downwards fluctuation in the
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baseline that results in an upwards fluctuation of the I44, and the absolute uncertainty on

the I44 arising from p + p can be summarized by

oPPF
Jppi = Iaa- Y
r ppF
Y Foy

(4.11)

For the D4y, a similar method is applied. We again consider an upwards fluctuation in the

D 44 caused by a downwards fluctuation in the baseline.

Daa— 0~ =Yaa— (Yo +07")
0" = —=Daa+ (Yan — (YVpp + "))

o =Dua— (Yan — Ypp +0¥"))

- +

0" =Daa—Yan+ Y, + 0y

- +
UPDP :DAA—DAA—FU%),P
pp— __ _pp+

O0p =0y

Thus,
+
o= = olPF

(4.12)

Here, we can see that the propagation of the baseline’s uncertainty through to the D4

amounts to a simple addition in quadrature.
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4.7 Summary of Systematic Uncertainties

The following plots display the individual contributions of each systematic uncertainty on
each measurement. The nominal values and their statistical uncertainties are in black, and
the systematic uncertainty on display will be represented by red boxes. In general, systematic
uncertainty arising from &, ZYAM, and the 7¥ reconstruct process are the primary contributor

(though their dominance is pr dependent), especially in per trigger yields and I44.

4.7.1 Jet Functions

The systematic uncertainties on the jet functions arising from multiple sources are shown in
Figs 4.8 to 4.17. One can see that overall, the systematic uncertainties are rather small, with
the exception for the lowest hadron pr bin. Here, the use of ZYAM leads to larger systematic
uncertainties over Absolute Background Subtraction (even in plots for the systematics due to
the v, values) for two reasons. Firstly, with increasing trigger momentum comes increasing
statistical uncertainty, which the ZYAM level is particularly sensitive to. Secondly, because
the ZYAM level is allowed to float when evaluating the systematics from the v,, terms, leading

to under or over-subtraction and, thus, a larger deviation from the nominal.
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Figure 4.11: Jet functions in 20-40% centrality class with systematic uncertainties from only
the third order flow harmonic drawn as boxes.
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Figure 4.12: Jet functions in 0-20% centrality class with systematic uncertainties from only
the fourth order flow harmonic drawn as boxes.
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Figure 4.13: Jet functions in 20-40% centrality class with systematic uncertainties from only
the fourth order flow harmonic drawn as boxes.
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Figure 4.14: Jet functions in 0-20% centrality with systematic uncertainty from ZYAM for
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Figure 4.15: Jet functions in 20-40% centrality with systematic uncertainty from ZYAM for
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Figure 4.16: Jet functions in 0-20% centrality with systematic uncertainty from combinato-
rial 7¥ reconstruction process drawn as box.
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Figure 4.17: Jet functions in 20-40% centrality with systematic uncertainty from combina-
torial ¥ reconstruction process drawn as box.

4.7.2 Yields

The systematics on the away-side yields are shown in Figs.4.18 and Figure 4.19. One can
see behaviors similar to those of the systematics on the jet functions, and we display them
here for the integrated yields to serve as a proxy for the systematics on the Dy vs. A¢
later. It should be noted that the systematic on the even-order harmonics is zero, owing to

their symmetry about the away-side peak, as described by Eqn.4.13:

3m/2 1 3m T
2n - =— |(sin(2n-—) —sin(2n-=)| = 4.1
/7T/2 cos (2n - ¢)d¢ o sin (2n 5 ) — sin(2n 2) 0 (4.13)
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This only holds for bins where the background level is calculated via Absolute Background
Subtraction, though, as the estimation of the underlying event magnitude is completely
divorced from the v,, terms, whereas with ZYAM, this is no longer true. This is because the
ZYAM level itself is allowed to change in between the upper, lower, and nominal v, value.
Hence, while contributions from directly changing the vy and vy values might cancel, the

resultant ZYAM levels leave a residual systematic.
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Figure 4.18: Relative uncertainties in away-side yield in 0-20% centrality.
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Figure 4.19: Relative uncertainties in away-side yield in 20-40% centrality.

4.7.3 ]AA(pT)y IAA vS. Agb, and DAA vSs Agb

Figs. 4.20 to Fig. 4.21 are the systematic uncertainty contributions to the I44(pr) from
various sources. At low hadron py, uncertainties on the estimation of the background level
via ZYAM dominate. This then switches to the systematic arising from calculating ¢ for
pladron > 1 GeV/c. As per the previous sections, the even ordered flow harmonics do not
contribute to the systematic uncertainties for pe@ron > 1 GeV/c.

Finally, the systematic uncertainties on I44 vs. A¢ from different sources are shown
separately in Figs. 4.22 to 4.33 which show the individual magnitudes of the different sys-
tematic uncertainty sources on the I44 versus A¢, and Figs. 4.34 to 4.45 are the same for

the D44 versus A¢. One can see that the primary advantage that D4 has over 144 when

being shown against A¢ is that the D44 is less affected by regions where the p+ p yields are
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close to zero, which cause the statistical and systematic uncertainties to increase rapidly as

one moves further away from the away-side jet peak.
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Figure 4.20: Relative uncertainties from various sources on the away-side 44 in the 0-20%
centrality class.
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Figure 4.21: Relative uncertainties from various sources on the away-side I44 in 20-40%
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Figure 4.22: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from, o/2, the second order flow harmonics drawn.
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Figure 4.24: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
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Figure 4.25: Away-side 44 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from, /3, the third order flow harmonics drawn.
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Figure 4.26: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from, /4, the fourth order flow harmonics drawn.
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Figure 4.27: Away-side 44 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from, o4, the fourth order flow harmonics drawn.
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Figure 4.28: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from underlying event subtraction drawn.
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Figure 4.29: Away-side 44 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the underlying event subtraction drawn.
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Figure 4.30: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from the 7% reconstruction process drawn.
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Figure 4.31: Away-side 44 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the 7° reconstruction process drawn.
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Figure 4.32: Away-side 44 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from the p + p baseline drawn.
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Figure 4.33: Away-side [44 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the p + p baseline drawn.
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Figure 4.34: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from, o/2, the second order flow harmonics drawn.
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Figure 4.35: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from, /2, the second order flow harmonics drawn.
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Figure 4.36: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from, ¢/2, the third order flow harmonics drawn.
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Figure 4.37: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from, /3, the third order flow harmonics drawn.
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Figure 4.38: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from, /4, the fourth order flow harmonics drawn.
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Figure 4.39: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from, o4, the fourth order flow harmonics drawn.
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Figure 4.40: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from underlying event subtraction drawn.
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Figure 4.41: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the underlying event subtraction drawn.
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Figure 4.42: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from the 7% reconstruction process drawn.
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Figure 4.43: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the 7° reconstruction process drawn.
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Figure 4.44: Away-side D4 vs. A¢ in the 0-20% centrality class with only the systematic
uncertainty arising from the p + p baseline drawn.
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Figure 4.45: Away-side D4 vs. A¢ in the 20-40% centrality class with only the systematic
uncertainty arising from the p + p baseline drawn.
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CHAPTER 5

Results

This chapter details the results of this analysis from the PHENIX 2014 200 GeV Au + Au
data set only. Over the course of the analysis, it was discovered that the 2010 200 GeV
Au + Au data set had a faulty PC3 matching recalibrator, which is discussed in App. C.
Fixing the recalibrator and re-analyzing Runs 10 and 11 would be a dissertation unto itself,
and, so, Run 10 was dropped from the analysis. This left only the 2011 200 GeV Au + Au
data set, which contained only roughly 20% of the 2014’s overall statistics, and so, to avoid
amassing any further systematic uncertanties that might arise from combining the two runs,

the results shown here are solely from the 2014 200 GeV Au + Au data set.

5.1 Jet Functions

Jet functions quantify the per-trigger yields of charged hadrons as a function of A¢. They
are characterized by two primary structures: one peak at A¢ ~ 0 and one at A¢ ~ 7. The
first is known as the near-side peak, and A¢ = 0 is where the trigger 7° resides. Thus the
associate hadrons in this region are likely from the same jet as the trigger 70 itself. The
region about A¢ ~ 7 is known as the away-side peak. The two peaks are the result of the
formation of a dijet pair due to the fragmentation of a hard-scattered parton and its recoil
partner. The 7°hadron jet functions measured in 200 GeV Au + Au collisions are shown
in Figs. 5.1 and 5.2. One can see a decrease in the away-side peak relative to the near-side
as well as what appears to be a collimation of the near-side peak as one looks at bins with

Hadron
T .

higher and higher p
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Figure 5.1: w0 hadron jet functions measured in 200 GeV Au + Au collisions in the 0-20%

centrality class. pT Y increases as one goes from the top of set of plots to the bottom, and

plfadron increases as one goes from left to right. 46.9 scale uncertainty not shown.
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Figure 5.2: 7%~ hadron jet functions measured in 200 GeV Au + Au collisions in the 20-40%

centrality class. pT Y increases as one goes from the top of set of plots to the bottom, and

plfadron increases as one goes from left to right. 46.9 scale uncertainty not shown.

5.2 Yields

The integrated away-side yields in each pg”?" bin as a function of the associate hadron pr is
plotted in Fig. 5.3. The integral for the yields is computed over the range |A¢ — 7| < 7/2,
thus encompassing the entire away-side jet peak. The integrated yield decreases as a function
of the associate hadron pr in all cases (i.e., the p+ p baseline and the Au+ Au in the 0-20%
and 20-40% centrality bins). Additionally, one can see that the integrated yields in the 20—
40% centrality bin are consistently higher or at least equal to those in the 0-20% centrality

bin within uncertainty. This difference in the yields occurs because a larger QGP is formed in
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more central collisions, leading to a larger path length traversed by hard-scattered partons,
thus resulting in a greater energy loss and lower hadron yield. One can note a substantial
dip in the integrated away-side yields in the 7-9 ® 3-5 GeV/c p?ig ® piiadron hin, occurring
in both the 0-20% and 20-40% centrality bins. This dip arises from over-subtraction in
that particular bin, and at high pr, the integrated yields are particularly sensitive to over-
subtraction as they are already quite small. This point, however, when propagated to the
Ia4(pr) still has decent agreement with the published result’s 0-20% to within statistical
uncertainty, as shown in Fig. 6.1. The comparison is still good in the 20-40%, but it must

noted that the comparison is less concrete as the published result uses a 20-60% centrality

range.
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Figure 5.3: Integrated away-side yields in 200 GeV Au + Au collisions in the 0-20% (Black)
and 20-40% (Red) centrality classes. The p + p baseline is plotted in blue for reference.

5.3 Away-side I44(pr)

The 44 (pr) is defined as the ratio between the integrated per-trigger yield of the jet functions
in A 4+ A collisions, Y44, to that in baseline p + p collisions, Y,,, and is used to quantify
modification to the per trigger yields of jets in collisions where a QGP is formed relative to

one where no QGP is formed. Here, Y44 and Y, are calculated by integrating the away-side
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peak about the interval |A¢ — m| < w/2. The results, shown in Fig. 5.4, show the 144 as a

% momentum bins and in two centrality bins.

function of the associate hadron pr in four m
One can observe a suppression in the yield of high momentum hadrons and an enhancement
in the yield of low momentum hadrons in each bin, with a cross-over point occurring at
approximate 1.5 GeV/c in each bin. Lastly, one can see that the modification in the 0-
20% bin is more severe on average than that measured in the 20-40% centrality bin. This
difference in modification might stem from a difference in the size of QGP produced in 0-20%

versus 20-40%, leading to partons in the more central bin to traverse a longer path-length

on average, thus suffering more energy loss.
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Figure 5.4: Away-side I44 as a function of the associate hadron momentum measured in
0-20% (Black) and 20-40% centrality classes.

5.4 IAA VS. A¢

In an effort to probe jet structure modification, the 144 versus A¢ was first extracted in [38].
To measure this observable, the jet functions in Au+ Awu collisions are divided point-to-point
by the jet functions in p + p collisions. The I44 vs. A¢ from the 2014 PHENIX 200 GeV

Au + Au data set in the 0-20% centrality class for 4 < p}o < 5 GeV/c is shown in Figs. 5.5



196

to 5.7, where each colored set of points represents a different hadron momentum bin. Like
with the 44(pr), there is an enhancement in the yield of low momentum particles, but the
I44 vs. A¢ shows clearly that the excess soft particles appear predominantly at wide angles
relative to the away-side jet peak as in Fig. 5.5. Additionally, in the lowest associate hadron
momentum bin, this soft particle enhancement is seen at all angles across the away-side peak.
As one looks at higher and higher associate hadron momentum bins, the 44 vs. A¢ shows
that the region near the away-side peak |A¢ — 7| &~ 7 sees a suppression in the yield first as
in Fig. 5.6. In the highest associate hadron momentum range seen in Fig. 5.7, the yields are

suppressed flatly across A¢ to within uncertainty.
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Figure 5.5: The I44 vs. A¢ for the 4-5 GeV/c #° momentum bin. The points here are from
the 0.5-1 associate hadron momentum bin.
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Figure 5.6: The 4 vs.

A¢ for the 4-5 GeV/c 7 momentum bin. There are multiple

hadron momentum ranges which are defined by the legend.
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Figure 5.7: The I44 vs.

A¢ for the 4-5 GeV/c 7 momentum bin.

There are multiple

hadron momentum ranges which are defined by the legend.
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5.5 TODAA VS. Agb

One major pitfall of the 4,4 vs. A¢ observable shown above is that it is very sensitive
to near-zero points in the p + p baseline as one measures further and further away from
the away-side jet peak. This leads to large central values as well as large statistical and
systematic uncertanties. In order to combat this, the Dy vs. A¢ has been measured for
the first time from the PHENIX collaboration in this dissertation. D44 is defined as the
difference, rather than the quotient, of the integrated yields in Au + Au and those in p + p.
The Daa vs. A¢ is plotted in Figs. 5.8 and 5.9, and one can see that the measurement can
go out to 7/2 away from the away-side peak without its uncertainties blowing up. Similar
to the I44 vs. A¢, the Day vs. A¢ shows an enhancement in the yield of soft parts that
is more prominent away from the away-side jet peak as seen in Fig. 5.8. However, one can
also see a diminishment in this enhancement as one approaches A¢ &~ m/2, which appears
to follow naturally from the fact that both the Au 4+ Au and p + p per-trigger yields trend
towards zero in this region. Additionally, Fig. 5.9 further corroborates that the region closest
to the jet peak suffers the most severe suppression at high p/®¥°". Finally, one can see that
due to how differential the measurements are in both charged hadron and 7% momentum
space and its increased coverage in A¢ space, the Dy vs. A¢ is an excellent candidate to

test the physics presented in [36] shown in Fig. 6.5.
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Figure 5.8: Top: Folded per-trigger yields versus A¢ from 200 GeV 0-20$ Au + Au (Black)
and p + p (Blue) collisions. Each column is a different 7° momentum bin, and the associate
hadron momentum ranges between 0.5-1 GeV/c. Bottom: Day vs. Ag.
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Figure 5.9: Top: Folded per-trigger yields versus A¢ from 200 GeV 20-40% Au+ Au (Black)
and p + p (Blue) collisions. Each column is a different 7° momentum bin, and the associate
hadron momentum ranges between 3-5 GeV/c. Bottom: Dya vs. A¢.

5.6 Direct photon Dy, vs. A¢

A calculation of the D44 vs. A¢ using the jet functions published in [34] is shown in Fig. 5.11,

with the jet functions used in their calculations shown in Fig. 5.10.
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Figure 5.10: Direct photon-hadron jet functions in 0-40% 200 GeV Au + Au collisions
(Black) and 200 GeV p + p collisions (Blue) [34] for 5 < p;. < 9 GeV/c. Only the away-side
(m/2 < A¢ < m) is shown here to correspond to the Dya vs. A¢ shown in Fig. 5.11. The
dashed line represents zero.

As with the D44 vs. A¢ measurement made with 7%-triggered correlations, the differen-
tial per-trigger yields of the p 4 p jet function are subtracted from those in the Au + Au jet

functions, yielding the D44 vs. A¢ for direct photon-hadron correlations, shown in Fig. 5.11.
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Figure 5.11: D4 vs. Ag for direct photon-hadron correlations in 0-40% 200 GeV Au + Au
collisions 5 < pj. <9 GeV/c.

One can see similar behaviors between the direct photon and 7%-triggered Dy4 vs. Ag
measurements. A hint of enhancement can be seen in the highest ¢ (lowest pr) bins of
the direct photon-hadron measurement in Fig. 5.11. Additionally, one can see a similar
suppression in the yield of low £ (high pr) particles that appears to be most apparent near
the away-side peak (A¢ =~ m). The combined statistics of later PHENIX data sets (e.g.
Run 14 and Run 16) should allow several improvements to this measurements. The number
of bins in A¢ space can be increased, and the analysis might have the statistical precision
to look at the 0-20% and 20-40% centrality bins separately as was done for the 7% result.
Ultimately, the similarity in the behavior seen in the D4 vs. A¢ measurements in both

the 7 and direct photon-triggered correlations offer a valuable cross-check on one another.
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The direct photon-triggered correlations are a well-calibrated probe for studying jet energy
loss, but the rarity make the statistical precision of their measurement suffer. Whereas using
79s as a jet proxy in two-particle correlations allows for highly precise measurements at the

cost of some smearing of the relationship between the 7%’s momentum and the recoil jet’s

momentum due to both near and away-side jets’ having suffered in-medium energy loss.
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CHAPTER 6

Discussion

This dissertation has expanded upon 7%-triggered two-particle correlations presented in both
[39] and [38]. Asin Ping Wong’s thesis, the studies detailed here improve upon the previously
published results by subtracting the 3"¢ and 4 collective flow harmonics, thus allowing for
a more precise measurement of modification to the away-side peak’s per-trigger yield of
charged hadrons and its shape relative to what is measured in baseline p + p collisions.
Additionally, this analysis introduces the first measurement of D44 versus A¢ at PHENIX,
which improves upon the 44 versus A¢ as it is impervious to fluctuations caused by the
differential yields in the p + p baseline approaching zero. The results from this analysis take
advantage of PHENIX’s largest data set of 200 GeV Au+ Au collisions from the 2014 RHIC
run. This chapter will compare the results from this analysis to other experiment results,

and discuss the implications of any agreements and discrepancies.

6.1 Comparisons to Results in Large Nucleus-Nucleus Collisions.

This section will show comparisons between the Au+ Au results from this analysis and results
from PHENIX’s sibling RHIC experiment, STAR, as well as results from experiments at the
LHC. As PHENIX and STAR are meant to be complementary experiments, comparison
between the two experiments’ results is important for validation. Comparisons to Pb + Pb
results will also be shown in an attempt to qualitatively infer how jet modification depends

on system size and center of mass energy.
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6.1.1 Comparison to Previous PHENIX Results

This analysis serves as an update to PHENIX's previous published 7°-hadron correlation
measurements presented in [39]. Compared to the data set used in the publication, the
2014 200 GeV Au+ Au data set contains 4.1 times as many events overall, and is the largest
200 GeV Au+ Au data set available from PHENIX. In addition to the increased statistics, this
analysis also subtracts off the vy, v3, and v, components of the underlying event due to flow,
whereas the published result subtracts off v only. And lastly, ZYAM is used to estimate the
magnitude of the underlying event in the 0.5 — 1 GeV /c hadron momentum bin, whereas the
published result uses Absolute Background Subtraction across all p?”g ® pifadron momentum
bins.

The difference between this analysis and that carried out in [39] is best exemplified in a
comparison of the I44(pr) results shown In Figs. 6.1 and 6.2. The starkest difference can be
seen in the 0-20% centrality bin, where the subtraction of the higher order flow harmonics
correlates directly to larged amount of underlying event being subtracted off and, hence, a
lower integrated yield, which manifests itself as a lower I44 at low pifadron. At high piaedron
where the underlying event is smaller, however, one can see that the two analyses begin to
converge. Additionally, there is great agreement between the two analyses when comparing
the semi-central bins (20-40% in this analysis and 20-60% in [39]), which implies that the

measurement is less sensitive to the subtraction of the higher order flow harmonics in these

centrality regions.



205

_4-5GeVic__ 5-7GeVlc L-9GeVlc 9-12 GeVic_
3 - -4 - - -
f f ] {. -~ PRL 104 252301
o[ I 1 1 - This Thesis -
FI |
N o f
1P - 2- 1 ————————— - % - ———————— r-1----------1 s Gl Tl it
¢ . ) { t
n 1 ‘ 1 1 il 1 1 1 ‘ 1 1 ’I 1 It 1 ; 1 1 *I 1 1 1 1 1 iI
g‘(]‘?‘-"o".""i"“Tc‘*"&'"*'“i"} """" S AR EUEEETEE
=0k E i
-1 0 1 2 3 4 5 6 2 1 2 3 4 5 6 2 1 2 3 4 5 6 7 1 2 3 4 5
assoc p_ (GeVlc) assocp_ (GeVlic) assoc p_ (GeV/c) assoc p_ (GeVlc)

Figure 6.1: Comparison of this analysis’s 144 (pr) result (red) to the published result in the
0-20% centrality class.
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Figure 6.2: Comparison of this analysis’s 144 (pr) result (red) to the published result (black)
in the 20-40% centrality class.

6.1.2 STAR Results in 200 GeV Au + Au Collisions

Fig. 6.3 below shows the I44 as a function of zp = pifadron/ p?”g for both 7°-hadron and
direct photon—hadron correlations in 200 GeV Au + Au collisions as measured by the STAR
(Solenoidal Tracker At RHIC) experiment. As the 44 measured in this dissertation is
a function of the associate hadron’s pr, the points between the PHENIX and STAR mea-
surement cannot be overlaid, but can be compared side-by-side. In particular, one should

compare the STAR result to the 9-12 GeV /c m° momentum bin in the 0-20% centrality bin.
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Additionally, the STAR result’s kinematic reach for the charged hadron extends down to
1.2 GeV/c, whereas this dissertation’s result extends down to 0.5 GeV /c, meaning that the
STAR result is comparable to this dissertation’s result starting at the 1-2 GeV/c in Fig. 4.20.
Qualitatively the PHENIX result appears to measure a suppression in the conditional yield
of charged hadrons in this region, whereas STAR measures an enhancement of about 20%,
although [60] does note that the enhancement in this region is small relative to the system-
atic uncertainty, which is dominated by the 7° reconstruction process, the uncertainty for

which in this analysis is relatively small in the 9-12 GeV/c m° momentum bin.
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Figure 6.3: Left: The away-side I44 as a function of pZe@ron from 200 GeV Au+ Au collisions
measured by the PHENIX experiment. Right: The away-side I44 as a function of zp from
200 GeV Au+ Au collisions measured by the STAR experiment [60]. The I44 from 7°-hadron
and direct photon—hadron correlations are drawn in blue and red, respectively.

6.1.3 ALICE Results from 2.76 TeV Pb+ Pb Collisions

The ALICE (A Large Ion Collision Experiment) experiment at the LHC focuses on mea-
suring Pb + Pb collisions at 2.76 and 5.02 TeV center of mass energies. In Fig. 6.4 is the

away-side 44 as a function of the associate hadron py. Both the ALICE result and this



207

dissertation’s result both measure a suppression in the yield of high momentum associate
hadrons and an enhancement in the yield of low momentum associate hadrons. Of particular
note is that the transition point from suppression to enhancement occurs at lower piedron
in this dissertation’s result, which appears to occur around 1.2 GeV/c bins, than in the
ALICE result, where it appears to occur around 3.5 GeV/c. One possible explanation for
this phenomenon is that the larger center of mass energy at the LHC allows for the creation

of hard-scattered partons with higher initial momentum. These higher momentum partons

will thus radiate more energetic “soft” radiation, thus moving the cross-over point higher

along pHaedron axis.
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Figure 6.4: Left: The away-side I44 as a function of pZe@ren from 200 GeV Au+ Au collisions
measured by the PHENIX experiment. Right: Away-side I44 as a function of pr from

2.76 TeV Pb + Pb data from ALICE experiment [61]. The results from 7’-hadron and
hadron-hadron correlations are drawn in red and black, respectively.

6.1.4, CMS Results in 5.02 TeV Pb+ Pb

The CMS (Compact Muon Solenoid) solenoid experiment at the LHC has recently measured

the Dya versus A¢ [62]. In the CMS study, however, charged hadrons in an event are
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correlated to a Z boson rather than a 7°. Z bosons, like direct photons, are color neutral,
and, thus, the QGP medium is transparent to them, making them another well-calibrated
probe for studying jet modification in heavy-ion collisions. Z bosons are reconstructed via
their Z — et +e~ and Z — u" + p~ decay channels, a method that has the added benefit of
a higher signal-to-background ratio at low pZ than the extraction of direct photons. Fig. 6.5
shows the CMS Dyaa result in 5.02 TeV Pb + Pb collisions for pZ > 30 GeV/c and for
pifadron > 1 GeV/c. Looking specifically at the 0-30% centrality bin at the top right and
its associated D44 result beneath, this bin appears to have good qualitative agreement with
this dissertation’s lower p}o ® plfadron momentum bins, but it should be pointed out that the
measurement made via m°~hadron correlations is much more differential in p; because of the
relative abundance of trigger 7°’s. Theory calculations in Fig. 6.5 are from CoLBT+Hydro
[63] calculations discussed in Sec. 1.2.4 and from a hybrid model [36] which propagates energy
lost by hard partons as a “wake” through the medium. Focusing on the latter model, one can
see that the calculation labelled “wake” seems to have good agreement with the CMS D 44.
This agreement can be attributed to the fact that the calculation done for the “w/ wake”
curve includes medium response to the energy radiated by partons experiencing energy loss
in the form of a wake of low momentum particles. Because the CMS data is measured in one

large momentum bin for the associate hadrons, low momentum phenomenology dominates

as it is more abundant.
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Figure 6.5: Daa vs. A¢ as measured via Z—hadron correlations 5.02TeV Pb+ Pb collisions by
the CMS experiment. The top set of plots shows the per-trigger yield of hadrons correlated
to a Z boson in Pb+ Pb (red) and baseline p + p (blue) collisions. Each coloumn of plots
represents a different centrality class. The bottom row is the Daa = Ypypy — Y.

6.1.5 ATLAS Results in 5.02 TeV Pb-+ Pb

The ATLAS (A Toroidal LHC ApparatuS) experiment additionally has measured jet mod-
ification via Z boson hadron correlations [64]. Fig. 6.6 shows the [44 as a function of
the associate hadron pr for three Z boson momentum ranges. The measurement shows
a suppression in the yield of high momentum associate hadrons across all pZ, and an en-
hancement in the yield of low momentum associate hadrons for pZ > 30 GeV/c. Model
predictions from the Hybrid model with and without a medium response in the form of a
wake of low-momentum particles are also presented for each Z boson momentum bin. Both
sets of calculations properly account for the depletion of high momentum particles, but

only the set which includes the wake mechanic are able to reproduce the enhancement seen
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at low momentum. However, it should be noted that the calculations with the wake still
seem to have difficulty accurately predicting the turnover point between suppression and
enhancement, and fail to describe the lowest Z momentum bin at low hadron momentum.
Compared to the PHENIX results from the 0-20% centrality bin shown in Fig. 5.4, the
Ia4(pr) result in this dissertation does not measure an apparent trend in suppression levels
that depends on the trigger particle’s momentum. It also measures a marked enhancement
in the yield of low momentum particles in each 7° momentum bin, while the ATLAS I44(pr)
measurement seems to measure a slight suppression in the yield of low momentum particles

in its 15-30 GeV/c momentum bin.
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Figure 6.6: ATLAS I44 as a function of associate hadron momentum for 3 Z boson momen-
tum ranges: 15-30 GeV/ (Green), 30-60 GeV/c (Red), and > 60 GeV/c (Orange). Hybrid
models with (solid bands with color corresponding to Z momentum range) and without
(cross-hatched bands with color corresponding to Z momentum range) are also included.
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6.2 Comparison to Small System Results

The original purpose of studying jet modification in small systems was to quantify the
impact of cold matter effects. Cold matter effects, loosely, are effects that change the final
measurement of an observable (such as the I44), but are not due to the presence of a
QGP medium. They are effects that appear simply because one is colliding two nuclei
instead of two protons. It should be noted, though, that recent results [44] shows nonzero
collective flow in these small systems, suggesting the presence of a QGP medium, thus
muddying the idea that small systems can always be used to isolate these cold nuclear
matter effects. Nevertheless, these systems can useful in gauging how the size of the medium
created correlates to the magnitude of jet modification measured.

Fig. 6.7 shows the 14 for 7%-hadron correlations measured in 200 GeV d+ Au collisions as
a function of zp = pifadron/ p?i‘q for both the near and away-side. On the away-side, one can
see a clear suppression at high zp, corresponding to high momentum associate hadrons. At
low zr, one additionally measures a statistically significant enhancement, but this deviation
from unity does not exceed the systematic uncertainty of the measurement. Nevertheless,

this result does show jet modification in small systems.
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Figure 6.7: Away-side I;4 as a function of zp in 200 GeV d 4+ Au collisions [65].

In conclusion, one can see that the magnitude of the modification (i.e. how far the points
deviate from 1) measured by the I;4 result is smaller than that seen in large system results.
Coupled with evidence from [44], this could mean that the smaller modification is due to the
fact that the medium created in small systems collisions is smaller, thus leading to a smaller
path-length probed by hard partons and, thus, smaller energy loss. Ultimately, however, the

large systematic uncertainties in Fig. 6.7 make drawing a definite conclusion difficult.
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CHAPTER 7

Future Prospects

While the studies contained in this dissertation were painstakingly performed and exhausting

in their meticulousness, there still remains much work to do in the field of jet physics.
7.1 Direct Photon-Hadron Correlations

Firstly, efforts are fully underway to extend results from this 7%-hadron correlation analysis
to the 2016 200 GeV Au + Au data set. Once that is accomplished, it will be time to
return to the Run 14 data set analyzed in this dissertation to extract the direct photon-
hadron correlations. These correlations are often referred to as the “golden channel” of jet
energy loss studies because the direct photon trigger acts as a well-calibrated probe since,
to leading order, it approximates the energy of the recoil jet very well. The first step in
extracting these correlations will be to map the 7% hadron correlations to the decay photon-
hadron correlations using a decay probability distribution which gives the probability that
a given photon came from the decay of a neutral pion. These correlations are measured
simultaneously with the single photon-hadron correlations shown in. Mathematically, the

single photon and decay photon-hadron yields are related via Eqn. 7.1 below:

[ p(pry — pr,)e (pr o) Neo_ndpr,
[ ppro = pr,)e (pr_o) Neodpr

YDecay = (71)

The two pieces of note in the above equation are p, which gives the probability that a given

single photon came from a 7° decay, and the second is €, the 7° reconstruction efficiency. For
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Figure 7.1: The probability weighting function giving the probability that a given 7% will
have a decay daughter with 5 < pJ. <7 GeV/c.

previous analyses, such as that in [34], p is calculated by simulating 7 decays via Monte-
Carlo. The resultant distributions of this process are shown in Fig. 7.1. The data points are
the results of the Monte Carlo, which includes smearing due to simulated detector effects.
The dashed black line is from calculation, the red line is from simulation with no simulated
detector response, and the data points are from simulation with simulated detector effects.

After estimating the contribution from decay photon-hadron correlations, they can then
be subtracted from the inclusive photon-hadron correlations to yield the direct photon-
hadron correlations via a statistical subtraction procedure. The total yield of hadrons asso-

ciated to high momentum photons is given by Eqn. 7.2.

Nlnclusivey}nclusive = NDirectYDirect + NDecayYDecay (72)

where N represents the total number of direct, decay, and inclusive photon triggers, and
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Y represents the per-trigger yield of hadrons for a given trigger photon type. Rearranging

Eqn. 7.2 to isolate the per-trigger yield of direct photons yields we find

R Ync usive Y eca
YDirect = ! lR 1 D y- (73)
Y

Here, we have introduced the observable R,, which is defined as

N}
R’y — ]{;;:luswe (74)

Decay

and has been measured independently. In order to cover the momentum range used in this
analysis, the Rgqmmq result from PHENIX’s Run 7 data set and used in [50] will need to
be used. After performing the statistical subtraction procedure outline in Eqn. 7.3, one
will have extracted the jet functions for the direct photon-hadron correlations, which can
then be used to extract the same observables shown in Sec 5. The ability to compare 7°
and direct photon-triggered correlations will be a powerful tool, as it creates another handle
on the path-length dependence of the energy loss suffered by hard partons due to medium
interactions. One would expect that, because they do not suffer energy loss as they traverse
the QGP, direct photons should have no preferential depth or geometry by which they emerge
from the medium, especially at high py. Neutral pion triggers, however, are born from the
fragmentation of strongly interacting partons, and so the requirement for them to serve as

0

high momentum trigger particles might bias one’s 7m° sample towards those whose parent

parton underwent little to no energy loss. This phenomenon (referred to surface bias) tells
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us nothing about the path length traverse by the recoil parton and might even force it to
suffer an even greater amount of energy loss as it traverses a significant portion of the QGP

away from its partner.

7.1.0.1 Previous PHENIX Direct Photon-Hadron Correlation Results

In preparation for extraction of the direct photon-hadron correlations from the 2014 200 GeV
Au+Au data set, a similar set of results was published from the 2007, 2010, and 2011 200 GeV
Au+ Au and d+ Au data sets [34], creating a highly differential set of measurements. [34]’s
publication had originally stalled during internal review, but efforts over the course of this
dissertation satisfied the PHENIX collaboration’s internal review process, leading to the
paper’s publication in 2020. The integrated yields of direct photon-associated hadrons, I44,
and Iz4 as function of ¢ for direct photon triggered correlations in 200 GeV Au + Au and
d + Au collisions is shown in Fig. 7.2.

The behavior of the I44 in Fig. 7.2 matches the behavior with those measured in Figs. 4.20
and 4.21, whereby we see suppression in the yield of high-momentum (low ) particles, and
an enhancement in the yield of low-momentum (high &) particles relative to the yields in
the p + p baseline. The I;4 measurement, however, finds no significant deviation (to within
both statistical and systematic uncertainty) from the p + p. This lack of modification is an
interesting juxtaposition to the discovery of flow in small systems measured in [44]. This
phenomenon might be explained by the creation of a QGP medium that is small enough
such that it is missed or only very lightly traversed by hard partons, resulting in negligible

energy loss.
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Figure 7.2: Top: Integrated yields of hadrons associated with direct photons with 5 < pJ. <
9 GeV/c in n 200 GeV Au+ Au (Black), d+ Au (Pink), and p+p (Blue) collisions. Bottom:
I44 and Iz4 in 200 GeV Au + Au and d + Au collisions. The radius of the isolation cones
used in the p+ p and d + Au collisions is shown next to their respective legend entries, along
with their offset along the ¢-axis, which is done for visual clarity.

Fig. 7.3 shows again the direct photon 744 in 200 GeV Au + Awu collisions, but this time
varies the range over which the integrated range is calculated. One can see that, in the
5 < pk, 7 direct photon bin, especially, the enhancement measured in Au + Au has a large
dependence on how large the angle of integration is. It can be see that the enhancement
is widest for the largest opening angle (black points) and smallest (almost non-existent) for
the narrowest opening angle (red). This is consistent with the /44 measurement made as a
function of A¢ shown in Fig. 5.5, where the softest particles see a significant enhancement
to their yields that is most prominent at wide angles to the away-side jet peak (A¢ =~ 7).

Additionally, the suppression in the yield of high momentum associated particles seems
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Figure 7.3: Direct photon I44 in 200 GeV Au + Au collisions in three direct photon mo-
mentum windows. Each window shows the 44 calculated with an integration range of
|A¢p — | < /2 (black), |[A¢ — w| < 7/3 (blue), and |A¢p — 7| < 7/6 (red).

agnostic to the integration range in Fig. 7.3, and, correspondingly see the same suppression
level at all A¢ in Fig. 5.7.

Both Fig. 7.3 and Fig. 7.2 show that the crossover point from suppression to enhancement
as a function of ¢ does not occur at a fixed value of &, whereas measurements from 7°-
triggered correlations as a function of the associate hadron momentum do appear to have a
fixed transition point. This is currently best understood by understanding the suppression
as being a response from the medium to the energy embedded in it. The fixed transition
of the transition point along the pr axis would appear to mean that the medium re-emits

the energy lost to it in a fixed momentum range that is independent of the parent parton’s

momentum. This, in turn, suggests that the enhancement measured at high ¢ is due to a
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response from the medium to the energy embedded in it, rather than a modification to the
parent parton’s fragmentation function.

Lastly, it should be noted that the statistical error bars in Fig. 7.3 and Fig. 7.2 are quite
large, and this is despite using three runs and an expanded centrality range of 0 — 40%.
The analysis of the combined ~30 billion events from the 2014 and 2016 should offer enough
statistical power to break this apart into a measurement done in the 0 — 20% and 20 — 40%
centrality bins while either keeping the relative statistical uncertainty the same, or possibly
even decreasing it. Additionally, these measurements will be made as a function of pp
rather than £ to explore the behavior and location of the transition point in the I44. A
measurement of the I44 as a function of A¢ for direct photon-hadron correlations will also

be an immensely important measurement as the first direct photon-tagged, substructure-like

measurement by PHENIX.
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7.2 sPHENIX

In addition to the work done with data taken by the PHENIX detector, a substantial amount
of work was done for the preparation of a new particle detector, PHENIX’s successor experi-
ment, sSPHENIX. sSPHENIX is a next-generation, precision jet and upsilon detector scheduled
to begin taking data in 2023. It is the successor experiment to the PHENIX experiment and
will take its place at the 8 o‘clock position on the RHIC beamline. A schematic of the
sPHENIX detector is shown in Fig. 7.4. Charged particle tracking is handled by a com-
bination of the MAPS (Monolithic Active Pixel Sensor) Vertex Dectector (MVTX), Time
Projection Chamber (TPC), and the Intermediate Tracker (INTT), with emphasis put on
the ability to accurately and reliably reconstruct charged tracks emerging from secondary
decay vertices due to heavy flavor decays. Secondly, calorimetry is handled by the Electro-
magnetic Calorimeter (EMCal), which is responsible for measuring the energy of electrons
and photons, and the Inner and Outer Hadronic Calorimeters (0HCAI and iHCal), which
are responsible for measuring the energy of both neutral and charged hadrons. sPHENIX’s
calorimetry subsytems are critical in its role in making unbiased, fully-reconstructed jet

measurements, and the hadronic calorimeters in particular will be the focus of this section.

7.2.1 The Hadronic Calorimeter

The sPHENIX haronic calorimeters are composed of scintillating tiles sandwiched between
layers of metal absorber plates. These plates are made of aluminum in the iHCal, which

will be situated inside the central magnet, and steel in the oHCal. Each tile in the HCal
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Figure 7.4: Cross-section of the sPHENIX detector currently under construction at
Brookhaven National Laboratory

is composed primarily of polystyrene with an organic scintillator mixed in, allowing it to
release light when struck by a charged particle. This scintillation light is then captured by a
wavelength-shifting fiber and routed to one end of the tile, where a Silicon Photomultiplier
(SiPM) resides. In order to reduce the amount of readout electronics needed, signals from
sets of tiles called towers are aggregrated into one and readout as a single signal. These
towers are composed of four tiles in the inner HCal, and five in the outer HCal. The physical
positioning of the tiles within the detector along with breakdowns of the number of tiles and
readout components for the outer HCal is shown in Fig. 7.5.

As noted in Fig. 7.5, the tiles of the hadronic calorimeters are tilted in ¢ to ensure that
particles embed energies in multiple tiles. Additionally, the shape of the tiles changes as a
function of their location in pseudorapidity, as shown in Fig. 7.6. This shape change accounts

for the fact that particles leave the interaction region leave at different angles. Thus, making
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Figure 7.5: A) The sPHENIX barrel. B) Going from inner to oute radius: the electromagnetic
calorimeter, followed by the inner hadronic calorimeter, which serves as its support structure,
and the outer hadronic calorimeter. The small dotted lines represent particle trajectories.
One can also see the relative tilt of the inner and outer hadronic calorimeters, which is chosen
to ensure that particles strike at least four scintillator tiles. C) A sector of the outer hadronic
calorimeter in building 1008. While the blue paint also makes it look cool, the paint is also
there to prevent the steel from rusting. Photos courtesy of Xiaochun He.

the tiles projective in 7 increases the path length travelled through the tiles by the particles,
improving the chances that the energy in a given hadronic shower will be relegated to a
single tower.

Extensive testing of the hadronic calorimeter subsytems was carried out via prototypes
using test beams at Fermi National Accelerator Laboratory (also known as Fermi Lab) near
Batavia, Illinois. Test beam procedures at Fermi Lab allow for the characterization of a
given detector’s performance by particle beams of a known energy through it and measuring
the detector’s response. Fig. 7.7 shows the energy resolution as a function of the input for

different combinations of calorimetry subsystems, along with fits to the data, from which
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Figure 7.6: Depiction of the projective tilt in the outer (Top) and inner (Bottom) hadronic
calorimeters.

the energy resolution and response linearity, both key physics performance parameters, can
be determined. For the hadronic calorimetry system in paricular, it was found that the
subsystem’s resolution was 74.9%/ V'E when using the inner and outer hadronic calorimeters,
which meet the project’s requirement of having a hadronic energy resolution of less than
100%/VE.

While the energy resolution of the hadronic calorimeters was already shown to have met
the project’s intended goal, it was questioned if the overall performance could be improved.
At the time of the test beams, it was noticed that the response of individual scintillator tiles
within the HCal could vary quite significantly. Thus, if tiles of vastly different performance
characteristics were placed in the same tower together, the accuracy of the reconstructed jet
energy would suffer. Therefore, a plan was put forward to characterize the performance of
each scintillator tile before its placement into the detector in order to guide their placement

into towers.
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Figure 7.7: A) Reconstructed energy as a function of input energy for different combinations
of calorimetry subsystems. The EMCal, inner HCal, and outer HCal’s combined response is
shown in black. Response from just the inner and outer HCals is in red, and the response of
just the outer HCal is in blue. First-order polynomial fits to the data are shown using the
same color scheme. B) Energy resolution for various calorimetry subsystem combinations as
a function of the input energy. The EMCal, inner HCal, and outer HCal’s combined response
is shown in black. Response from just the inner and outer HCals is in red, and the response
of just the outer HCal is in blue.

7.2.2 Tile Testing at Georgia State University
7.2.2.1 Tile Production and Initial Quality Checks

The scintillating tiles for the hadronic calorimeters are produced by a Russian company
named UNIPLAST. There, individual tiles are cut from a ~ 9 meter-long slab of extruded
scintillating plastic. The individual tile shapes are then milled via CNC from the extruded
slab, after which workers smooth the sides of the tiles by cutting off excess plastic manually.
Next, the tiles are submerged in a special liquid for a brief period of time, which deposits
onto them a white coating, which helps prevent scintillation light from leaking out. Then, a

routing for the wavelength-shifting fiber is cut into the tile, and a wavelength-shifting fiber is
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Figure 7.8: Pallets of tiles at GSU, ready to be unpacked and tested.

installed by hand. A special optical glue is then used to cement the fiber into place. Finally,
the tiles are wrapped in a layer of Tyvek and a layer of Tedlar. The former is again to
help prevent light leaker, and the latter is give the tiles a smooth exterior so they can easily
slide into the metal of the calorimeters. Fiducial checks on the tiles’ light yields are also
performed, and low performing tiles are not shipped to GSU.

The tiles arrive at GSU in large shipping pallets containing roughly 18 boxes each. The
pallets are broken downa and the boxes moved to a storage space near the lab where they
will be tested. Upon unboxing the tiles undergo three quality control checks. The first is an
initial inspection by eye on the overall quality of the tile. Records are kept of any tiles that
are damaged or malformed (e.g., having torn wrapping or a significant warp). Next, tiles are

passed through a glass dimension checker to test the thickness of the tiles shown in Fig. 7.10.
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Special care is taken not to force the tiles through the thickness gauge if met with resistance,
as the gap in the thickness corresponds to the tile’s thickness when wrapped. Next the tiles
are placed into a dimension checker, shown in Fig. 7.9, made especially for this project in
a collaborative effort between GSU’s machine shop and BNL. The dimension checker is a
large slab of aluminum with dozens of holes drilled into it at fixed positions. Each of the
wholes has a number that corresponds to a certain tile shape, and when all wholes of a given
number are filled with the provided metal pins, they outline the shape of that tile. Tiles
are then placed within the dimension checker to see if they fit snugly within the pegs. This
assures that the longitudinal dimensions of the tile are within specification.

Finally, two reference tiles are selected at random to serve as dummy reference tiles.
These serve as the trigger for the CAEN DT-5702 readout system that records the tiles’
light output. 8 standard tests, as outlined below, are performed, and the light output from
each tile is calculated relative to the dummy reference tiles. Then, two tiles whose light yield
is closest to the average are chosen. This is done to select tiles whose performance reflects
the population of the tiles from the beginning, thus minimizing the need for re-calibrations

down the line.

7.2.2.2 Relative Light Yield Characterization

In order to characterize the relative performance of the hadronic calorimeter’s scintillating
tiles, the response of the tiles to being struck by cosmic ray muons is measured for a period of
twenty minutes for the outer HCal tiles and thirty minutes for the inner HCal tiles. The time

difference is to account for the difference in cosmic ray flux due to the difference in surface
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Figure 7.9: Top: The tile dimension checker fitted with pegs for the B25 tile shape. Bottom:
A B25 fitted into the dimension checker

area between the inner and outer tiles. In order to measure this response, the tiles are
placed into a test stand, which was designed jointly between GSU and Brookhaven National
Laboratories and is shown in Fig. 7.11 during a test of inner tiles. Initial prototypes of the
test stand were made at GSU in the course of study for this thesis over the course of many
tests with pre-production tiles, and these tests helped inform the specifications for the final

version of the test stand.
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Figure 7.10: Left: Glass gauge for checking a tile’s thickness. Right: A Z01 tile being
inserted into the gauge. One can see the blue mark on the tile’s ID sticker, indicating that
it did not fit smoothly through the thickness gauge.

Tiles are tested eight at a time as shown in Fig. 7.11. As cosmic rays strike the tile, they
cause it to scintillate, and this scintillation light is then captured captured by a wavelength
shifting fiber embedded in the tile, which then routes it to an SiPM at the base of the tile.
The signal from the SiPM is then recorded by a CAEN DT-5702 unit, which records the
magnitude of the analogue-to-digital conversion (ADC) signal. The standard test length was
determined by collecting data for increasingly longer time intervals until such a point that
fluctuations in the measured MPV were negligible. Additionally, the threshold value on the

CAEN unit was found by varying it until the tests measured a muon flux of approximately
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e

Reference TiIe

Figure 7.11: Configuration of a standard test with eight inner tiles sandwiched between two
inner tile reference tiles.

% the sea-level flux of 1 count per minute per square centimeter. Over the course of the
test length, histograms for each tile are filled with these ADC values, eventually forming
a Landau distribution. This distribution is then fit with a Landau function, which is a

probability density function defined by Eqn. 7.5

p(z) = go() (7.5)

Where ¢ is defined by

1 c+100
¢(}\) _ _/ e)\s+slogsds (76)

270 Jeioo
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And A = (x — x) /&, where z is the ADC value, ¢ is the width parameter which is analagous
to the Gaussian standard deviation, o, and z( is the location parameter which is analogous
to the Gaussian mean, p. An example of this fit to data collected during a test is shown in
Fig. 7.12. The key parameter to extract from the Landau fit is the “Most Probable Value”

(MPV) of the distribution, which is the location along the ADC axis of the peak.

10 Chan_31_Soft_Trigger
Entries 3159
Mean 1035
MPV Std Dev 435.1
%2 [ ndf 322.8/169
Constant 3845+ 11.1
10? MPV 799.4 =56
Sigma 126.6 + 3.0

0 500 1000 1500 2000 2500 3000 3500 4000

Figure 7.12: Landau fit to an ADC distribution. The text near the peak of the distribution
denotes the location of the “Most Probable Value” (MPV) for the distribution.

The MPYV is then used as a proxy for the average light yield of a given tile and compared
to the MPV’s of a set of reference tiles that are included in every test and serve as triggers
for the CAEN unit, thus giving rise to the Performance Ratio, defined by Eqn. 7.7. The
performance ratio then allows us to compare the relative light yields for all tiles of a given
type and then sort them into towers such the variance in performance between tiles in a

given tower is minimized.

_ MPVpy.
< MPVgess >

PR



231

_ Entries 7765 Entries 6336
2000? lezagev 0.111-3421 2000% gltzalgev 000%72%71
1800f— 1800—

1600 1600
1400; 1400;
1200; 1200;
1000; 1000;
soo; 300;
500; 600;
a00F- 400
200; 200;
o Loyl I B R I P T R B Ll P RN R B
0 02 04 06 08 1 12 14 MlF"?/mE/<%/'|%vRE,S>2 0 02 04 06 08 1 12 14 Mli'D?/We/<%/'|§vRE,s>2

Figure 7.13: Final performance ratio distributions for the outer (Left) and inner (Right)
HCal tiles tiles.

Fig. 7.13 shows the final distribution of performance ratios for the outer and inner tiles.
The distributions for both the inner and outer tiles are peaked about 1 with a modest
standard deviation. These distributions have been corrected for inter-channel performance
variance, which were developed over the course of this dissertation. Code for this correction,
as well as for other studies by undergraduates and graduate students alike that were peer-
mentored over the course the pursuit of this PhD. have resulted in a robust suite of code
maintained on GitHub, as well. The mean and deviation of the final performance ratio
distributions tell us that the tiles in both calorimeters are very self-similar, which will make
their assortment into towers much easier than if the distributions were extremely wide.
One might notice the small peak around 1.25 in the outer tiles’ PR distribution. During the
production of the B24 tiles, there was a marked decrease in the quality of the fiber embedded
in the tiles, making them more prone to crazing and light leaks. These tiles with sub par

fibers made up the first batch of tiles sent to GSU, and, thus, is the batch reference tiles were



232

selected from. Later on the issue was rectified, which means that later tiles had a higher

light output on average, thus creating a secondary peak.

7.2.2.8 Impact of the COVID-19 Pandemic

In the early months of 2020, the first rapid onset of the COVID-19 pandemic began. While
the pandemic spent January and February relegated off the mainland United States, by
March, American COVID cases were on the rise, prompting a shut-down of Georgia State
University, and, thus, a halt on the tile testing. Similar measures were taken at Brookhaven
National Laboratory, and construction on the sSPHENIX detector halted altogether for a
approximately three months. Beginning in June of 2020, however, laboratories at GSU
began to reopen with new safety guidelines. The GSU HCal lab, in particular, adopted
social distancing and mask and glove wearing policies to ensure the safety of the students
working in the lab. Additionally, whereas in the early phases of the tile testing project as
many as twelve graduate and undergraduate students could be on hand at any given time,
this number was restricted to two for safety. In spite of these restrictions, however, tile
testing resumed in June of 2020, and the project quickly regained traction. Through the
hard work of a dedicated team of undergraduate and graduate students, including the author
himself, the tile testing project ultimately succeeded in testing all hadronic calorimeter tiles
and successfully shipping them to BNL, where they are currently being installed. Although
the pursuit extracting direct photon-hadron correlations from PHENIX’s Run 14’s data set
had to be abandoned in part due to the pandemic, that sSPHENIX remains on schedule means

there will be many more opportunities for photon-jet measurements in the author’s future.
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7.2.2.4 Clurrent sSPHENIX Project Status

Ultimately, the tile testing project at Georgia State University was a wonderful success.
Every tile currently being installed in the outer and inner hadronic calorimeters has an
associated performance ratio attached to it that is used to help sort it into a tower with
tiles of a similar performance ratio. This sorting will help decrease the uncertainty on the
reconstructed energy in a given tower, which, in theory, should help drive down the constant
(also called the stochastic) term in the energy resolution shown in Fig. 7.7. In total, 6,336
inner HCal tiles were tested, with 99.6% having a performance ratio higher than 0.8. During
the pre-production phase of the outer HCal tile testing, 1,506 tiles were tested, with a 98.1%
yield of good tiles, and, finally, during the full production phase of the outer HCal tile testing,
6,218 tiles were tested, with a 98.6% yield of good tiles. Installation of the tiles into SPHENIX
is also well underway, as evidenced by Fig. 7.14, where one can see the BABAR magnet’s
installation into the sSPHENIX cradle. The outer hadronic calorimeter can be seen directly
beneath where the magnet is being installed, capped with black end-pieces. Furthermore,
the sSPHENIX project as a whole is on-time and is still scheduled to take its first round of
data in the spring of 2023. That this start date has not changed is due to the immense work
of all the students, faculty, technicians, and engineer<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>