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Chapter 1

Introduction

1.1 Description of fundamental interactions and struc-
ture in nature

Nature is rich in phenomena, and we still have a lot to learn about them. There are several
ways in which matter interacts with itself, which produces myriads of effects: from formation
of galaxies in space to the chemistry of life on Earth to conductivity of semiconductors in
microchips. All of this complexity emerges from only a few fundamental interactions, which
in the Standard Model we believe to be:

1. Gravitational interaction

2. Electroweak interaction1

3. Strong interaction

The most viable approach to study the interactions themselves is to look at the most
simple systems. Many-body systems are known to be hard to solve analytically, so we
generally prefer to avoid those when possible. A simpler case study would be two-body
systems, for which there would be roughly two kinds of regimes of interaction:

1. A bound system: all the interacting bodies occupy a limited region in a physical space
(low energy) for a certain, possibly unlimited, amount of time

2. A scattering system: initially non-interacting bodies interact briefly, then leave the
interaction region to never interact again (high energy)

The initial observations of celestial bodies that are bound to the Sun led to the discovery
of Newton’s inverse-square law of gravitation. Later, Coulomb’s electrostatic forces were first
quantified using an experimental setup with two electrically charged spheres and a torsion
pendulum in a cage. From a physics standpoint, it was not the most simple system, but
it still allowed us to gain insight into the fundamental electromagnetic force. That insight

1Which combines both electromagnetic and weak interactions.
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was one of the keys to interpreting the famous Geiger-Marsden scattering experiment2 that
allowed us to pinpoint the structure of atoms.

From the philosophical standpoint, what allowed us to gain insight into the workings
of fundamental interactions was understanding the structure of the interacting bodies and
vice versa. Going to the extremes of the size scales, it becomes even more apparent. For
example, the quantum number makeup, spectroscopy, and even a further imaging (like [1]) of
a simple Quantum Mechanical system such as a Hydrogen atom corresponds to a single kind
of Electromagnetic interaction. The following scattering experiments allow us to learn the
structures of different materials, which are invisible to the eye.

Similarly, for strong interactions, the structure of protons is used to improve our under-
standing of basic phenomena emerging from the existence of strong interactions. Beyond that,
it provides a stepping stone to exploring properties of other interactions such as Electroweak
and physics Beyond the Standard Model that are only accessible in scattering of elementary
particles such as quarks and gluons.

1.2 Strong interactions
The strong interaction has important consequences for our daily lives as it holds quarks
and gluons together to form hadronic matter. A common example of hadrons are protons
and neutrons, also known as “nucleons”; they make up the nucleus of each atom inside and
around us. The strong interaction gives rise to the nuclear force that binds those nucleons
when holding each nucleus of all the matter seen in and around us together.

Unlike gravitational and electromagnetic interactions, strong interactions can not be
described in classical macroscopic physics in terms of forces as in Newtonian mechanics.
This has to do with the fact that the charge “color” that governs the presence of the strong
interaction is “screened” to not be visible on distances beyond the nuclear sizes. It is only on
scales of 10−15 m and smaller that the effects are present and are subject to the laws of the
Quantum world.

1.2.1 Quantum Chromodynamics
Quantum Chromodynamics (QCD) is a relativistic field theory that describes the strong
interaction at a fundamental level. The description is performed in terms of the gluon gauge
field and fermion fields of quarks of different flavors (up, down, strange, charmed, bottom
and top). The dynamics of the interaction between those fields can be encoded in terms of
the Lagrangian of QCD theory, which looks like:

ℒQCD = ∑
𝑓=1…𝑁𝑓

𝜓𝑓 (𝑖 ∑
𝜇=0…3

𝛾𝜇𝒟𝜇 − 𝑚) 𝜓𝑓 − 1
4

∑
𝜇,𝜈=0…3
𝑎=1…8

(𝐺𝑎
𝜇𝜈)2 (1.1)

where 𝐷𝜇 = 𝜕𝜇 − 𝑖𝑔 ∑
𝑎=1…8

𝐺𝑎
𝜇Λ𝑎/2 and 𝐺𝑎

𝜇𝜈 = 𝜕𝜇𝐴𝑎
𝜈 − 𝜕𝜈𝐴𝑎

𝜇 + 𝑔 ∑𝑏,𝑐=1…8 𝑓𝑎𝑏𝑐𝐴𝑏
𝜇𝐴𝑐

𝜈.
Formally, knowing the Lagrangian of the theory should allow us to make predictions for all

2Known as Rutherford’s gold foil experiment.
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30 9. Quantum Chromodynamics

in this category, removing this pre-average would not change the final result within the quoted
uncertainty.

αs(MZ
2) = 0.1179 ± 0.0010

α
s(

Q
2 )

Q [GeV]

τ decay (N3LO)
low Q2 cont. (N3LO)

DIS jets (NLO)
Heavy Quarkonia (NLO)

e+e- jets/shapes (NNLO+res)
pp/p-p (jets NLO)

EW precision fit (N3LO)
pp (top, NNLO)

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 1  10  100  1000

Figure 9.3: Summary of measurements of αs as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of αs is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

9.4.3 Deep-inelastic scattering and global PDF fits:
Studies of DIS final states have led to a number of precise determinations of αs: a combination [501]
of precision measurements at HERA, based on NLO fits to inclusive jet cross sections in neutral
current DIS at high Q2, provides combined values of αs at different energy scales Q, as shown
in Fig. 9.3, and quotes a combined result of αs(M2

Z) = 0.1198 ± 0.0032. A more recent study
of multijet production [373], based on improved reconstruction and data calibration, confirms the
general picture, albeit with a somewhat smaller value of αs(M2

Z) = 0.1165±0.0039, still at NLO. An

1st June, 2020 8:27am

Figure 1.1: A global fit of the running 𝛼𝑠(𝑄) to the world data (plot from [2]).

the observable phenomena. Yet, with the methods we have today, there are some extreme
complications when attempting to derive any of those results from first principles despite
knowing the general structure of the theory. For example, in regards to scattering problems,
the most powerful method of “perturbation theory” relies on our ability to approximate the
full interaction in the field theory as an infinite sum of amplitudes of different processes.
The processes are ordered in discrete powers of the coupling constant 𝑔 that also signifies
the number of discrete “small” interactions between otherwise free fields (particles). If the
coupling strength 𝑔 is sufficiently small, that sum should converge to the amplitude of the full
physical process. What happens in practice is that the 𝑔 is in many cases not small, which
makes perturbation theory inapplicable.

As it turns out, gluons interact with themselves (via the “𝑔 ∑𝑏,𝑐=1…8 𝑓𝑎𝑏𝑐𝐴𝑏
𝜇𝐴𝑐

𝜈” term)
that makes the coupling 𝑔 in the perturbative theory change with the scale of the process in
such a way that the coupling increases at large distances (low energies), and it decreases at
small distances (high energies). The dependence of the strong coupling constant 𝛼𝑠 ≡ 𝑔2

4𝜋
on the energy scale 𝑄 is shown in Fig. 1.1. The gluon self-interaction in QCD also leads
to formation of gluon flux tubes between color charges which gives rise to the phenomenon
of color confinement, which makes strongly-interacting elementary particles such as quarks,
antiquarks and gluons unable to exist as free particles. Instead, only color-singlet (this is an
analog of neutral electric charge) composite particles called hadrons can exist as a low energy
system. The phenomena of the small coupling at high energy – Asymptotic freedom – as was
already mentioned, allows for application of perturbation theory, which theoretically justifies
our ability to probe the behavior of partons (quarks, antiquarks and gluons) inside hadrons.

3
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Fig. 5. Top panel: pp elastic differential cross-section dσ/dt fitted with exponential 
A exp (Bt). The green triangles and the scale on the right-hand side of the plot show 
the MC simulated geometrical acceptance. Bottom panel: Residuals (Data - Fit)/Fit. 
Uncertainties are statistical only.

sizes by factor 2, 3 and 4 and also the MC based study of bin-to-
bin migration showed that actual bin size does have a significant 
impact on the fit parameter values except to increase statistical 
uncertainties with decreasing N D F of the fit.

The dependence of the MC correction factors on the value 
of the initial slope B was also investigated. The initial MC t-
distributions were reweighed with the slope from the recon-
structed data at detector level Bdet = 14.8 GeV−2, and the cor-
rection factors were recalculated. The fit results to B and to 
dσel/dt|t=0 changed by 0.01 GeV−2 and 0.01 mb/GeV2 respectively. 
Since they did not change the total systematic uncertainty within 
accuracy displayed in Table 1, they are not listed in there.

The evaluation of the uncertainties due to the beam angular 
divergence, the vertex positions and their spread, and incoming 
beam angles was based on MC simulations described in the previ-
ous section. We found that the largest single source of the system-
atic error of the t-scale of the experiment was due to the beam-tilt 
angle. This shift of the t-distribution scale was studied with the 
MC simulation using the upper limits on the beam-tilt angle ob-
tained from data. It resulted in an uncertainty on the fitted slope 
parameter of about 2%.

We observe a weak dependence of the fitted slope B and σtot

on the values of the beam-tilt angles, which were accounted for in 
a contribution to the systematic uncertainties.

For the cross section measurements, the largest systematic un-
certainty is due to luminosity determination, which was estimated 
to be 4%. This is the scale uncertainty on the vertical scale of the 
cross section plot. It introduces a corresponding systematic uncer-
tainty to the cross sections listed in Table 1.

As described in Sec. 5, the estimated background contribution 
due to the particle interactions with the material in front of the 
RPs and within the geometrical acceptance used for this analysis 
was negligible, hence such a correction was not required. 

Table 1 contains our final results and uncertainty estimates 
with the six observables listed in the left column. They are: the 
intercept of the differential cross section dσel/dt|t=0; the slope 
parameter B; the total cross section σtot obtained using optical 
theorem; the elastic cross section σel , which was obtained by sim-
ply integrating the fitted exponential over all t; the elastic cross 
section integrated within the STAR t-range σ det

el ; and the inelas-
tic cross section σinel , which was obtained by subtracting σel from 
σtot . As such, both σel and σinel are estimates. Nevertheless, we 
see good agreement with the world data. This is because most 

Fig. 6. Comparison of STAR result on B-slope with the world data with the t-range 
of this experiment. Below 1.8 TeV data are from [21], the Tevatron data are [3–5]
and the LHC data are [1,23,24,26–28]. The t-range for the world data was chosen to 
be compatible with the STAR t-range.

Fig. 7. Comparison of STAR results on σtot , σinel and σel with the world data for data 
below 1.8 TeV [22], the Tevatron [4–7] and the LHC experiments [1,23–25,27,28]. 
The COMPETE prediction for σtot is also shown. The dashed curves, represent STAR 
fits to σinel and σel using the same function as used by COMPETE. STAR data points 
were not used in the fit.

of the σel is in the purely exponential region measured in this 
experiment. The last column of Table 1 lists the total systematic 
uncertainty, which was obtained by adding the individual system-
atic uncertainties in quadrature. The ρ-parameter column in the 
table lists the systematic uncertainty due to the uncertainty in the 
ratio of the real to the imaginary part of the hadronic scattering 
amplitude.

The asymmetric systematic uncertainties on the cross sections 
are due to the luminosity uncertainty, which is the dominant un-
certainty of the measurement.

The comparison of our results with the world data on the nu-
clear slope parameter B is shown in Fig. 6, and on σtot , σinel , σel

are shown in Fig. 7, where the total uncertainty of the STAR data 
points was obtained by adding the statistical and systematic un-
certainties in quadrature. STAR results agree well with the world 
data and with the COMPETE model [11], which is a fit to the ex-
isting world data available prior to this measurement and which is 
now commonly used as a reference comparison with the data. 

Figure 1.2: Dependence of the elastic, inelastic and total cross sections on the collision energy√
𝑠 for proton-proton and proton-antiproton interactions (plot from [3]).

1.2.2 Strong interactions in hadron-hadron collisions
Hadron-hadron collisions can occur via the following processes [4]:

• elastic scattering process

• inelastic scattering processes

– single diffractive process (SD)
– double diffractive process (DD)
– non-diffractive process (ND)

There is an interference between the double diffractive and the soft non-diffractive processes,
so from a Quantum Mechanical standpoint they are not separable. However, they are
separated in the implementation of the Monte Carlo “Event Generators” such as Pythia [5].
In fact, it is a common thread of our state-of-the-art understanding of nature where a complex
continuous process is well described by discrete steps coded in the event generators.

This work focuses entirely on the hard non-diffractive process, in which constituent partons
experience hard scattering, which is a scattering with momentum transfer 𝑄 ≫ Λ𝑄𝐶𝐷 (or
equivalently 𝛼𝑠(𝑄2) ≪ 1). The cross section for those processes at an energy of

√
𝑠 = 200 GeV

is on the order of 30 mb, which is a sizable fraction of the total cross section that is just
above 50 mb (as shown in Fig. 1.2).

A schematic view of a hard scattering event is given in Fig. 1.3. A general breakdown of
the Event Generator’s point of view would consist of the following components:

• Initial state of hadrons

• Beam Remnants

4
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Figure 1.3: Schematic representation of an inelastic hard non-diffractive proton-proton
collision: two partons from the incoming protons carrying a longitudinal momentum fraction
𝑥 experience a hard scattering at the momentum scale 𝑄, radiate in the initial and final
state, and all outgoing partons hadronize. Multiple Parton Interactions that often occur are
not shown for clarity.

• Initial State Radiation (ISR) interleaved with Multiple Parton Interaction (MPI)

• The hard collision of partons

• Final State Radiation (FSR)

• Hadronization

An example of an actual simulated hard scattering event is shown in Fig. 1.4 and allows one
to get a sense of the complexity of those events.

Factorization and the proton structure

The asymptotic freedom implies that high transverse momentum products of hadron-hadron
collisions would come from collision of individual partons and not hadrons as a whole, and
that interaction can be calculated perturbatively. This motivates a formalism known as
Factorization, which is a set of theorems that are used for separating the short distance
perturbative physics of the initial and final states from the long distance non-perturbative
physics. Factorization has been mathematically proven for processes such as Deep Inelastic
Scattering (lepton+hadron → lepton′ +𝑋), and Drell-Yan (hadron+hadron → 𝛾/𝑍 +𝑋) [6].

The physical principle behind Factorization can be understood via the following reasoning:
Consider a scattering between a parton and a proton. In the center-of-mass reference frame
the proton is contracted in the direction of the collision axis. As the energy increases, the
lifetime of a partonic state inside the proton is dilated – the travel path for the incident
parton is getting smaller. In this limit the other partons inside the proton will appear to
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Figure 1.4: A graph (similar to a Feynman diagram) showing an example of a hard scattering
event generated by the Herwig 7 Event Generator for protons colliding at the energy√

𝑠 = 200 GeV. The final state particles at the edges are pulled according to 𝜑-direction of
their momenta. The initial protons (with an undefined 𝜑) are labeled in red. Green labels
correspond to particles with high transverse momentum 𝑝T.
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be non-interacting. Each one of those can be then considered as carrying a fraction 𝑥 of
the full proton momentum. The “frozen” state means that the cross section for interaction
of the parton with that state can be computed by a summation of probabilities instead of
amplitudes. This leads to following expression:

𝜎(𝛼s(𝜇R), 𝜇R, 𝜇F) =

= ∑
𝑎,𝑏

∫ 𝑓𝑎(𝑥1, 𝑄2)𝑓𝑏(𝑥2, 𝑄2)⏟⏟⏟⏟⏟⏟⏟⏟⏟
proton structure

𝑑�̂�𝑎+𝑏→jet+𝑋(𝑥1, 𝑥2, 𝑄2)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
hard process+PS+Had.

𝑑𝑥1 𝑑𝑥2 + 𝒪 ( 1
𝑄2 ) (1.2)

where 𝜎(𝛼s(𝜇R), 𝜇R, 𝜇F) is the cross section for the hadron-hadron interaction, and 𝑓𝑎(𝑥1, 𝑄2)
is the Parton Distribution Function for a parton of kind 𝑎 with momentum 𝑥1 at the
momentum scale 𝑄. The �̂� is known as the cross section for the parton scattering process
and is assumed to be calculable. The Parton Distribution Functions (PDFs) are non-
perturbative and have to be measured, although there is some recent progress in calculating
them numerically in the lattice QCD approach [7]. Another important property of PDFs is
that they are universal, meaning that once they are measured for a hadron in a one specific
process at a specific energy 𝑄, they can be used to predict a different process involving the
same hadron with a well defined way to perform evolution to another energy.

Hard scattering of partons

If one is to look at Fig. 1.3 as if it was a Feynman diagram, the hard scattering would be
the blob with the highest momentum exchange involved. At the leading order, that blob
would correspond to a 2-to-2 (two incoming into two outgoing partons) process represented
by diagrams from Fig. 1.5.

The cross sections �̂�2-to-𝑁 for the parton-parton scattering itself is well described by
perturbative QCD. Those results are relatively complex, but many calculations are available:
standalone and included as a part of the Event Generators. A question that is simpler to
analyze, but still of importance, is what is the connection between the kinematics of the
initial state partons and the final state particles.

Consider two relativistic protons with momenta ±
√

𝑠/2 colliding in their center-of-mass
frame and experiencing a hard parton scattering. Say the two scattering partons carry fractions
of their respective protons longitudinal momenta 𝑥1 and 𝑥2. Writing the energy-momentum
conservation law for this 2-to-𝑁 process:

⎛⎜⎜⎜⎜
⎝

𝑥1

√
𝑠

2
0
0

𝑥1

√
𝑠

2

⎞⎟⎟⎟⎟
⎠

+
⎛⎜⎜⎜⎜
⎝

𝑥2

√
𝑠

2
0
0

−𝑥2

√
𝑠

2

⎞⎟⎟⎟⎟
⎠

= ∑
𝑖

⎛⎜⎜⎜⎜
⎝

𝐸𝑖
𝑝𝑥;𝑖
𝑝𝑦;𝑖
𝑝𝑧;𝑖

⎞⎟⎟⎟⎟
⎠

(1.3)

where index 𝑖 enumerates the particles produced from the parton scattering. Solving for 𝑥1
and 𝑥2 one gets:
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Figure 1.5: Feynman diagrams corresponding to the leading order parton scattering. Diagrams
that can be achieved via cross symmetry (i.e., changing the topology by rearranging incoming
and outgoing “legs”) are omitted.
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⎧{{
⎨{{⎩

𝑥1 = 1√
𝑠

∑
𝑖

(𝐸𝑖 + 𝑝𝑧;𝑖) = 1√
𝑠

∑
𝑖

√𝑚2
𝑖 + 𝑝2

𝑇 ;𝑖 exp(𝑦𝑖)

𝑥2 = 1√
𝑠

∑
𝑖

(𝐸𝑖 − 𝑝𝑧;𝑖) = 1√
𝑠

∑
𝑖

√𝑚2
𝑖 + 𝑝2

𝑇 ;𝑖 exp(−𝑦𝑖)
(1.4)

where the definition of the rapidity 𝑦 is given by

𝑦 ≡ 1
2

log (𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

) (1.5)

These general equations are not exactly applicable to the final state hadrons. In order for
colored partons to become colorless hadrons in the process of hadronization, there must
be an exchange of color between the partons outgoing from the scattering and the beam
remnants. The mediators of that exchange will, along with color quantum numbers, carry some
momentum between the systems. Thus, the assumption of energy-momentum conservation
for the system of the two colliding partons is slightly invalidated for a process that includes
hadronization.

In application to 2 → 2 scattering, in the limit of 𝑚𝑖 ≪ 𝑝𝑇 ;𝑖, one gets simpler expressions3:

⎧{
⎨{⎩

𝑥1 ≃ 𝑝T√
𝑠

(exp(𝜂1) + exp(𝜂2))

𝑥2 ≃ 𝑝T√
𝑠

(exp(−𝜂1) + exp(−𝜂2))
(1.6)

where the definition of the pseudorapidity 𝜂 is given by

𝜂 ≡ 1
2

log (𝑝 + 𝑝𝑧
𝑝 − 𝑝𝑧

) (1.7)

This shows that by being able to measure the 3-momenta of the outgoing partons one can
recover the initial momentum fractions of the partons inside the protons. In combination with
a jet production rate measurement, this and the factorization theorem from Eq. (1.2) along
with a theoretical calculation of �̂�𝑎+𝑏→jet+𝑋 would allow one to probe the Parton Distribution
Functions.

1.2.3 Radiation and Jets
It is a well known effect that accelerating charges produce radiation. This is true for electrically
charged objects that radiate photons, but also true for particles such as partons that carry
the strong “color” charge, and they radiate gluons. As a part of the same effect, off-shell
gluons may convert into quark-antiquark pairs. A commonly known property of the radiation
from hard acceleration is that the radiated particles prefer to have low transverse momenta
with respect to either the direction of the initial charge movement or the direction of the
final charge movement. These two processes correspond to the ISR and FSR (initial state
and final state radiation, respectively). In each class, the radiation can be subdivided into

3This can be also applied to jets that use “E-scheme” for recombination.
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soft radiation, which doesn’t have much of a preferential direction, but also doesn’t carry
much energy, and hard radiation which is collimated in one of the two cones pointing in the
direction of the charged particle’s initial or final momenta.

Jets, as physical objects, are a collection of radiation formed by the FSR in the hard colli-
sion. As was previously mentioned, the hadronization process results in momentum exchanges
between the color-connected partons. This causes changes to the observed distributions of
outgoing hadrons, but the resulting jet-like structures still persist in sufficiently hard events,
in which the hadron jets are experimentally observed.

The significance of jets is that by identifying these radiation patterns in the events one
is able to deduce information about the outgoing partons from the scattering. The physics
behind the radiation and especially hadronization is complicated, but the laws of momentum
and charge conservation allow one to make some reasonable assumptions. For example, jets
tend to have a momentum that is strongly correlated to the momentum of its original parton.

To make use of jets, one needs a practical way to identify them in the sets of detected
particles. Such a procedure, commonly referred to as the “jet algorithm”, is designed to
define jets that are best at reproducing select characteristics of the outgoing partons. To that
end, they have to take into account the general properties of the processes at hand (listed
in Section 1.2.2) and requirements imposed by the theoretical calculations.

One such algorithm, the “anti-𝑘T” jet algorithm [8], is the most popular at the time of
this writing and has some provisions to reduce the impact of low-𝑝T particle backgrounds,
Underlying Event and pile-up on the jet thrust axis direction. It is also “infrared-safe” and
“collinear-safe” with respect to perturbative calculations in all orders of 𝛼𝑠.

1.3 Measurements of the jet production cross sections
Jets are pervasively used in modern High Energy Physics, and it is a vast field to cover. This
section will focus on topics related to jet cross sections.

1.3.1 Observation of jets in 𝑒+𝑒− annihilation
At the dawn of jet physics, jet structures were commonly studied in terms of event shape
quantities such as sphericity 𝑆 and thrust 𝑇 determined with respect to a selected jet axis.
Event shape quantities measured near resonances such as Υ were best described by a model
based on an intermediate state that decayed into three gluons. Those would have a drastically
different event shape compared to the 𝑒+𝑒− → 𝑞 ̄𝑞 channel that is dominant at off-resonance
energies. That observation would serve as first direct evidence for existence of gluons.

Jets produced in 𝑒+𝑒− annihilation are at a constant energy, which allowed theorists to
tune the FSR and many of the aspects of hadronization (except for the effects related to
color connections to the beam remnants).

10
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We find the cross section between PT = 6 and 14 GeV 
to be well represented by an exponential  e x p ( - b P T )  
with slope b = (1.02 + 0.09) GeV -1  . Superimposed 
on fig. 4 is the predicted cross section using Baier et 
al.'s [6] structure functions, showing excellent agree- 
ment  in both  shape and normalization. This agreement 
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Fig. 4. Invariant cross section a ty  = 0 for inclusive jet produc- 
tion in pp collisions at x~ = 63 GeV. Also shown is the invariant 
cross section for n o production at x/~ = 63 GeV,y = 0 (ref. [9]). 
Lines axe theoretical predictions (see text). Horizontal bars re- 
fleet binning. 

in slope between data and the model  allows direct 
comparison without  modifying the prediction and 
interacting the procedure.  Also shown is the same 
model  with the Owens and Reya [8] structure func- 
tions. The main difference is a reduction o f  the pre- 
dicted cross section due to the softer gluon compo- 
nent,  however the slopes are quite similar. 

The inclusive rr ° cross section at x/~ = 63 GeV [9] 
is compared with the jet  cross section in fig. 4. A com- 
parison of  the exponential  fit o f  our jet  cross section 
with the rr 0 data gives a ratio rising from about 200 
to ~ 1 5 0 0  asPT goes from 6 to 14 GeV. Because our 
technique uses only the fraction of  the events consis- 
tent with jet  production,  the ratio of  jets  to single 7r 0 
production is smaller than that obtained using previ- 
ous methods (Bromberg et al., ref. [2]). 

Evidence has been presented for a change in event 
shape with increasing transverse energy, toward a dom- 
inant structure expected from hard consti tuent scat- 
tering. The cross section for this process agrees well 
with a QCD motivated prediction. The ratio of  jet  to 
single particle product ion is found to be increasing 
with increasing PT to a value of  ~ 1500 at 14 GeV/c. 
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Figure 1.6: Inclusive jet cross section for jet production in proton-proton collisions measured
by the AFS experiment at the ISR collider at

√
𝑠 = 63 GeV [9]. A cross section for 𝜋0

production is provided for comparison. A Monte Carlo simulation was used to map observed
transverse energy to the transverse momentum of the original constituents.
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Fig. 4. Configuration of the event with the largest value of ~ET, 127 GeV (M = 140 GeV): (a) charged tracks pointing to the inner 
face of the central calorimeter are shown together with cell energies (indicated by heavy lines with lengths proportional to cell en- 
ergies). (b) the cell energy distribution as a function of polar angle 0 and azimuth ~. 

(C1, C2) in each event (we assign to each cluster a 
four-momentum (Eu, E), E being the cluster energy 
and u the unit vector pointing from the event vertex 
to the cluster center). We measure PT to be 6 GeV/c 
on the average, of  which at least 3 GeV/c are of  in- 
strumental nature (non-inclusion of  large angle frag- 
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ments in the cluster, energy resolution, edge effects, 
etc.). 

The above observations support  the interpretat ion 
of Sjj as a sample of  two-jet events resulting from a 
hard parton collision. We remark however that  the 
spectacular configuration illustrated in fig. 4 is not re- 
presentative of  the whole sample. As shown in fig. 3a 
the two-jet system accounts for only a fraction of  
~ E  T. The rest o f  the transverse energy in the event, 
ET, is distributed among clusters, of  which typically 
2 to 3 are in excess of  1 GeV. Their detailed study is 
beyond the scope of  the present report .  We simply re- 
mark that they are only weakly correlated with the 
jet  directions and that their mult ipl ici ty and transverse 
energy ~s t r ibu t ions  are the same as in events having 

S E  T = E T- 
Given the presence of  relatively abundant and hard 

clusters accompanying the two-jet system, we further 
ascertain the emergence of  a two-jet (as opposed to 
multi-jet) structure by measuring the dependence 
upon ZE T of  the ratios r21 = E~/E1T and r32 = E3/E 2. 
As ~ E  T increases, r21 increases and r32 decreases (fig. 
3b),  again illustrating the dominance of  two-jet events 
for ~ E  T exceeding "~60 GeV. 

(a)
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7. Inclusive let production. There are 59 events 
containing at least one cluster with E T > 20 GeV. The 
evaluation of the inclusive jet production cross section 
from these events requires the knowledge of the de- 
tector acceptance and luminosity. 

The detector acceptance is obtained from a Monte 
Carlo simulation that generates jets with the ET-distri- 
bution given in ref. [6], superimposed on a system of 
soft hadrons accounting for the remaining fraction of 
vrS-:. The jets fragment into hadrons with an average 
transverse momentum of 0.45 GeV/c with respect to 
the jet axis according to a fragmentation function of 
the form (1 - x)2/x (x is the fractional momentum 
of the fragment along the jet axis). All of these ha- 
drons (assumed to be charged and neutral pions only) 
are then followed into the calorimeters to generate a 
pattern of energy depositions. Both the longitudinal 
and lateral shower developments as well as the energy 
resolution are taken into account. 

The data generated by the Monte Carlo simulation 
undergo the same analysis chain as the real data. In 
particular, we find that the distribution of cluster size 
in the Monte Carlo data is very similar to that of the 
real data, indicating that both hadronic fragmentation 
and shower developments are correctly described in 
the simulation program. 

The comparison of the E T-distribution of the 
Monte Carlo data with that used as an input provides 
the correction function ct(ET) by which the observed 
cross section must be divided to obtain the jet inclu- 
sive cross section. We have checked that varying some 
of the analysis parameters, in particular those related 
to the cluster definition, changes both the observed 
E T distribution and ct(ET) but the correct cross section 
always varies by less than 10%. The function a(ET) 
varies by less than a factor of  2 over the range 20 
< E T < 60 GeV. 

The integrated luminosity is obtained by counting 
the total number of minimum bias events which oc- 
curred during data taking. From the fluctuations mea- 
sured during different running conditions we assign an 
uncertainty of +17% to its value. An additional uncer- 
tainty results from the fact that, as already mention- 
ed, the trigger to record large-E T events required a co- 
incidence with a pair of small angle charged secon- 
daries. This requirement introduces a bias which may 
affect both the absolute magnitude of the cross sec- 
tion and its ET-dependence. 
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Fig. 6. Inclusive jet production cross section. The solid line 
(ref. [6]) uses A = 0.5 GeV while A = 0.15 GeV would bring 
the calculated rates in better agreement with the data. How- 
ever various uncertainties preclude a determination of A 
from the data [13]. 

Fig. 6 shows the cross section for inclusive jet pro- 
duction as a function of the jet transverse energy E T. 
The errors shown are only statistical. There is an over- 
all uncertainty of -+20% in the vertical scale reflecting 
the uncertainties in the knowledge of the total lumi- 
nosity and in the Monte Carlo calculated acceptance. 
An uncertainty of -+2.5% in the ET-Scale , reflecting 
the calorimeter energy calibration uncertainties, re- 
suits in an additional vertical uncertainty of +20%. 
From a visual scan of the events the contribution 
from sources other than ~p collisions is estimated to 
be < 10%, independent of E T. 

Our measured cross section is at a level comparable 
with the QCD calculation of Horgan and Jacob [6], 
which is also shown in fig. 6. In the framework of this 
model, inclusive jet production is dominated by gluon-  
gluon scattering in the kinematical region of this ex- 
periment. 

We finally note that the possible merging of two 
high E T clusters produced with a small angular sepa- 
ration may increase the measured cluster energy by as 
much as 2 GeV on the average. This effect is not ac- 
counted for in ref. [6] where jet fragmentation is ig- 
nored. 
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(b)

Figure 1.7: First measurement for jet production in proton-antiproton collisions by the UA2
experiment at the CERN S ̄ppS collider at

√
𝑠 = 540 GeV [10]. Jets were defined as clusters

of adjacent calorimeter cells that contain more than a fixed fraction of the energy deposited
in the calorimeter. (a) An example event with two back-to-back jets with 𝑀 = 140 GeV. (b)
An inclusive jet cross section (17% luminosity uncertainty not shown) that was corrected for
detector effects using a bin-by-bin factors estimated from simulation. The solid line showed a
QCD prediction that was available at the time.
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shown in fig. 5 for the two jet-finding algorithms. It 
can be seen that there is reasonable agreement be- 
tween the two distributions over the E T range shown 
( 2 0 - 6 0  GeV), although the cluster algorithm tends to 
give a higher cross section than the window algorithm, 
for reasons outlined in section 6. The errors shown 
are statistical only. Addit ional  systematic errors (not 
included) are due to: 
- The uncertainty in actual value of  the inelastic 
cross section, postulated to be 40 mb. 
- The uncertainties on the transverse energy scale 
coming from the absolute calibration (<6%), the 
response correction c~ era, the effects of  the magnetic 
field, and the jet  definition. The last three uncertain- 
ties are somewhat dependent  on the je t  fragmentation 
process and at this level are difficult to evaluate we 
estimate their total effect to be less than 10%. We 
note that a 10% change in the energy scale will change 
do/dE T by a factor of  ~2 .  
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In fig. 6 we show the two-jet mass distribution 
do/dm for jets with ET > 15 GeV and Ir/I < 1.4, 
again for both algorithms. For  those events where the 
cluster algorithm has found more than two jets, only 
the two jets  with the highest E T are taken into ac- 
count. Again the cluster algorithm gives higher cross 
sections than the window algorithm, reflecting the 
trend noted for the ET distributions. 

Superimposed on the experimental points of figs. 5 
and 6 are shown the predictions of  two QCD moti-  
vated models [ 19,20]. We conclude that our jet  trans- 
verse energy and invariant mass distributions are com- 
patible with the extrapolat ion to s I[2 = 540 GeV of  
hard scattering models based on QCD. However our 
cross sections are about five times higher than those 
recently reported at the same energy by  the UA2 col- 
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Figure 1.8: Jet cross section measurements by UA1 experiment at S ̄ppS for proton-antiproton
collisions at

√
𝑠 = 540 GeV [11]. Results were derived from the data with two different

definitions for jets. Detector effects were implemented as corrections to the 𝐸𝑇 scale, as well
as a global multiplicative factor on d𝜎/𝑑𝐸T.
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1.3.2 Jet production cross sections in hadron-hadron collisions
Historical observations

While some fixed target experiments such as NA5 (at
√

𝑠 = 24 GeV) claimed some observation
of jets ([12, 13]), historically, it was not until the first hadron colliders were built that jets
were reliably observed. This has to do with the fact that jet production requires a sufficiently
high energy to achieve collimation of the radiation cone. The hadron colliders were able to
achieve greater collision energies thanks to the reduced Synchrotron radiation for protons
that are much heavier than electrons.

The first evidence for collimated jets was reported by the Axial Field Spectrometer (AFS,
also known as R807) detector at the Intersecting Storage Rings (ISR) hadron collider in 𝑝𝑝
collisions at

√
𝑠 = 63 GeV by studying event shapes in its hadronic calorimeter [9] and in its

tracker [14]. The first unambiguous evidence for back-to-back 2-jet structures resulting from
hard parton scattering were observed at the UA2 experiment at CERN’s S ̄ppS collider [10]
(Fig. 1.7a). It is notable that since those early experiments, the measurements of inclusive
jet cross sections (see Figs. 1.6 and 1.7b) were customary, although the practice of having a
rigorous definition of a jet using jet algorithms was not formalized until some time later.

A later publication by the UA1 experiment [11] at the same S ̄ppS collider emphasized a
need to unambiguously define a “jet” before trying to do quantitative measurements of them.
This was the first measurement featuring a jet algorithm based on grouping calorimeter cells
according to the metric

Δ𝑅 ≡ √Δ𝜂2 + Δ𝜙2. (1.8)

Experiments at the Tevatron proton-antiproton collider, at much higher energies of√
𝑠 = 1.8 and 1.96 TeV, made progress by providing jet cross section measurements suitable

for quantitative interpretations. Measurements at the D0 experiment [15–19] and CDF
experiment [18, 20] relied mostly on cone algorithms for the jet reconstruction. Major
improvement was made in the procedures implementing corrections for the detector effects.
Advances in Monte Carlo simulations at the time allowed implementation of the first theoretical
corrections for non-perturbative effects such as hadronization, ISR and MPI to facilitate
comparisons with the NLO pQCD calculations. With a maximum jet 𝑝T probed at ≈ 600 GeV,
the kinematic 𝑥-reach of measurements at Tevatron was 𝑥 ⪅ 0.6 (for 𝜂1 = 𝜂2 = 0 in Eq. (1.6)).

The first measurement of the inclusive jet cross section at STAR [21] (at
√

𝑠 = 200 GeV)
was using the CDF mid-point cone algorithm with 𝑅 = 0.6 and split fraction 0.5. Unlike
modern measurements, that one did not apply a correction for the detector effects contributing
a difference between the observed and true jet transverse momentum. Present thesis improves
in that regard by employing an unfolding procedure using a simulated detector response
(Chapter 5).

In the era of the Large Hadron Collider, the new generation of detectors along with
enhanced analysis procedures allowed for precise measurements of jet cross sections.

1.3.3 Modern uses for inclusive jet spectra
One benefit of using hadron-hadron collisions, compared to the 𝑒+𝑒− annihilation and Deep
Inelastic Scattering, is that they probe the gluon PDF in the leading order of pQCD through
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Figure 1.9: Parton Distribution Function of gluons inside protons as a function of 𝑥 according
to the fit from the NNPDF collaboration. Derived from [25].

𝑔𝑔, 𝑞𝑔 and ̄𝑞𝑔 scattering (diagrams shown in Figs. 1.5a to 1.5c).
A recent paper [22] describes the most recent (at the time of this writing) measurement

of the differential inclusive jet cross section done by CMS for 𝑝𝑝 collisions at
√

𝑠 = 13 TeV.
It presents an analysis of its cross section measurement using Standard Model predictions
extended by a set of three dimension-6 operators corresponding to a color-singlet exchange
between two quark lines. Model parameters for the PDF set and the three coefficients for the
Beyond Standard Model physics operators were extracted using a method for reweighting
PDF sets using their Hessian error vectors [23] and using the full fits. While the measurement
did provide an improvement in PDF fits over the standard CT14nlo set [24], the study should
be able to benefit from a dataset that is directly sensitive to gluons at high-𝑥, but does not
include any effects of BSM physics effects (e.g., by instead conducting a measurement at a
lower value of

√
𝑠).

1.3.4 Inclusive jet cross section at STAR
A measurement of the inclusive jet cross section would allow us to reach 𝑥 ⪅ 0.55 and
𝑥 ⪅ 0.32 for

√
𝑠 = 200 and 510 GeV, respectively. The measurements at different energies

can well complement each other, especially if measured in the same year, with correlated
systematic uncertainties. This thesis focuses on the measurement at

√
𝑠 = 200 with the

goal of providing a better constraint on the high-𝑥 gluon PDF, which, as seen in Fig. 1.9, is
relatively poorly constrained by current data.

Underlying Event subtraction

The events including physical processes listed in Section 1.2.2 contain particles without
any particular labels with respect to which process produced them. In fact, because of
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Figure 1.10: Two definitions of the transverse regions to sample the Underlying Event activity
with respect to jet’s thrust axis. The other possibly present jets from the event are omitted
for clarity.

hadronization effects, even Event Generators can be quite ambiguous about the event history.
Some particles in the measured event may be coming from jets, and some from the MPI, or
the ISR, or the beam remnants.

As with jets, we can rely on event topology to perform some separation for the contributions.
The traditional method to do this, originally used to tune MPI models of the Monte Carlo
generators using CDF data on the Underlying Event, involves defining two regions in azimuthal
angle that are transverse with respect to the leading jet as shown in Fig. 1.10a. The density
of particles produced in that phase space can be nominally assigned to the Underlying Event.
As models for the MPI allow for a fluctuating number of additional soft scatterings, the
energy density of the Underlying Event is expected to fluctuate between the events.

Previous differential inclusive jet cross section measurements at all of the experiments
would often be compared to a cross section predicted by NLO pQCD and corrected using
multiplicative factors for the UE and hadronization derived from a Pythia simulation. The
present measurement will use a data-driven method from [26] by applying a correction for the
UE from the measurement itself on an event-by-event basis. It has been successfully adopted
by the polarized measurements at STAR. It suggests estimating the contribution of the UE
to the jet 𝑝T as

Δ𝑝UE
T = 𝜌UE ⋅ 𝐴jet (1.9)

where 𝜌UE ≈ 1.2 GeV/radian/[Δ𝜂] is the momentum density of the UE per unit d𝑦 d𝜑 of
phase space, and 𝐴jet is the jet area (see [27] for the definition), which for the isolated
anti-𝑘T jets is simply 𝜋𝑅2 ≈ 1.13. For “overlapping” jets the overlap is split according to
the magnitudes of the jets’ momenta. The suggested way to estimate the 𝜌UE is to sample
it for each jet individually in the transverse jet cones with 𝑅cone = 𝑅anti-𝑘𝑇

pointing at
𝜑cone = 𝜑jet ± 90∘ and 𝜂cone = 𝜂jet (as pictured in Fig. 1.10b). The “correction” is then
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applied by simply subtracting the jet’s Δ𝑝UE
T from its 𝑝T. Note that the cross section

differential in this new jet 𝑝T has a different definition now, which has to be respected in
future interpretations (e.g., when comparing against the predictions of the Monte Carlo
generators).

1.4 Thesis outline
The present thesis describes a measurement of the inclusive jet cross section production
at

√
𝑠 = 200 GeV. It is performed at the STAR experiment, which will be discussed

in Chapter 2. The description of the specific dataset, the specific steps taken to extract the
jets from it and some simple jet observable will be discussed in Chapter 3. Chapter 4 will
discuss a computer simulation needed to estimate the response of the detector to the jets.
Approaches used to correct the data for the detector response will be discussed in Chapter 5
with some generality. The end procedure for the measurement and its result will be discussed
in Chapter 6. The applicability of the result is then evaluated using a QCD theory framework
in Chapter 7. Conclusions will be made in Chapter 8.
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Chapter 2

Experimental setup

The description of the present measurement will rely on data recorded for proton-proton
collisions produced at an intersection of proton beams at the RHIC Accelerator Complex
described in Section 2.1 and partially in Appendix A. The events with jets are registered
by a general-purpose detector – “Solenoidal Tracker at RHIC” (STAR). The components
(i.e., subdetectors) of STAR that are relevant to the present measurement are described in
Section 2.2.

2.1 Relativistic Heavy Ion Collider
The Relativistic Heavy Ion Collider [28] (RHIC) has two circular beamlines capable of
accelerating vertically polarized protons. There are six interaction points where a two counter-
rotating beams cross. The beams are commonly referred to as “Blue” and the “Yellow”,
respectively. The beam rings are 3834 meters1 in circumference and employ superconducting
magnets. The nominal magnetic field for 250 GeV protons in the arc dipole magnets is 3.4 T
at a current of 5 kA and temperature below 4.6 K [29].

The polarized proton beams are first produced at energy of 35 keV and polarization
70 − 75% in an Optically Pumped Polarized H− Source (OPPIS) [30]. Then they are
accelerated to 750 keV in a Radio Frequency Quadrupole low energy accelerator and then
further to 200 MeV in the linear accelerator and further, again, in a Booster to 1.5 GeV
before entering the Alternating Gradient Synchrotron serving as a booster accelerating the
beam up to the RHIC injection energy of about 24 GeV. Finally, the beam rings of RHIC
are where the beam is injected in bunches and accelerated to the final proton beam energy
of typically 100 or 255 GeV. During the beam acceleration two helical magnet setups called
“Siberian snakes” are rotating proton spins to avoid depolarizing resonances, which allows
achieving polarization of 45 − 55% at flattop. The nominal configuration for running physics
with proton-proton collisions entails a 120-bunch beam in each RHIC ring. Each bunch
carries on the order of 1011 protons and is able to have an independent polarization direction.
Some 10 consecutive bunches remain unfilled to provide the “abort gap” required by the
hardware that facilitates planned beam dumps.

1At the speed of light, one rotation takes about 12.8 𝜇s
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Figure 2.1: Schematic image for the STAR detector. A vertical cross section of the major
components is presented: TPC (in green), BEMC (in red), EEMC (in orange) and the Magnet
(blue). VPD (in olive) are situated forward and backward along the beam.

In year 2012, at the STAR interaction region, individual bunches were on average
polarized along the direction of their momenta (after being rotated from and to vertical
beam polarization using the “Spin Rotator” magnets). The effects of this polarization for
unpolarized measurements are cancelled by averaging over all bunches, since they were
polarized in an alternating up and down spin pattern. The effects remaining after the
averaging are negligible due to the small magnitude of the spin asymmetries, which in turn
results in relatively small spin-dependent effects on observables such as jet production cross
sections. For this reason, the polarization of the beams is not considered throughout this
thesis.

2.2 The STAR detector

2.2.1 Solenoidal Magnet
The STAR detector uses a large room temperature solenoidal electromagnet (shown in Fig. 2.1
in blue) that creates a nearly uniform magnetic field inside of its barrel. The vector �⃗� of
the magnetic field is pointing along the 𝑧-axis, collinear with the direction of the proton
beam momenta, which in turn makes charged particles bend in the azimuthal direction.
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Measurement of the curvature of the tracks in the charged particle tracker allows one to
estimate the charged particle’s transverse momentum.

During Run 12 operation, the magnetic field inside the coils was pointing in the -𝑧
direction and had a nominal flux density of ∼ 0.5 T, which corresponds to a current of about
4.7 kiloamperes running through the main coil [31].

2.2.2 Time Projection Chamber (TPC)
The TPC can be roughly described as a barrel 4.2 meters long and 4 meters in diameter
(shown in Fig. 2.1 in green) filled with a gas2 [32]. Whenever a charged particle passes
through the gas volume of the TPC it will collide with the gas particles and create ionization.
A uniform electric field created inside the TPC makes electrons from the ionization to drift
away from the center membrane towards the endcap sides of the barrel. In the end, they
approach the anode wires where they create an avalanche ionization. An amplitude of the
image charge from that ionization is then read out from the sensitive pads. Measurement
of the drift time is used to determine the distance from the initial ionization to the TPC
endcaps, thus providing the measurement for the 𝑧 coordinate of a point on the track. The
pads are arranged in 45 rows so that the trajectory of a given relatively straight, outgoing
track can be potentially constrained at 45 positions (at different “reconstruction layers”).

2.2.3 Barrel Electromagnetic Calorimeter (BEMC)
The second most important subdetector (after the TPC) for mid-rapidity measurements at
STAR is called BEMC [33] (Fig. 2.1 in red). Located just outside the TPC, after the Barrel
Time Of Flight detector, the Barrel Electromagnetic calorimeter has a near 2𝜋 azimuthal
coverage in the pseudorapidity region |𝜂| < 1 for collisions at the center of the barrel (vertex
position on the beam at 𝑣𝑧 = 0). East and West halves are assembled out of 60 calorimeter
modules, making it 120 in total for the whole detector. Each module is segmented into 2
rows of 20 towers projective towards 𝑧 = 0. The size of each tower is Δ𝜂 × Δ𝜑 = 0.05 × 0.05.
The internal construction of the BEMC calorimeter module is one of a sampling calorimeter
built with 20 layers of lead and 21 layers of plastic scintillator that are sandwiched together
in an assembly that is about 26 cm deep, corresponding to 20 radiation lengths at 𝜂 = 0 and
to containment of the 60 GeV EM showers.

The Electromagnetic Calorimeters (EMCs) are crucial to jet measurements at STAR.
Many of the hadrons such as neutral pions 𝜋0 that are formed in hadron jets have a natural
decay to photons, which, like any neutral particle, would be invisible to the TPC. The EMCs
allow one to measure energy of those high energy photons and thus reconstruct a significant
fraction of the jet’s energy (about 30%). Another important property of the EMCs is that
they are fast detectors and, as it will be discussed in Section 2.2.7, can be used to implement
trigger conditions to select events with high fraction of jets.

2The gas mixture used is P10 – 10% methane and 90% argon
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2.2.4 Endcap Electromagnetic Calorimeter (EEMC)
A second electromagnetic calorimeter called EEMC [34] (shown in Fig. 2.1 in orange) extends
acceptance coverage with the range 1.086 < 𝜂 < 2.00. Compared to the BEMC, the EEMC
towers are also projective towards the origin of STAR, but have a bigger size spanning
Δ𝜑 = 0.1 in azimuthal angle and Δ𝜂 from 0.057 to 0.099. Each tower has 23 layers of
absorber made of calcium-loaded lead laminated with stainless steel and 24 layers of plastic
scintillator along the 𝑧 axis, the total thickness of the assembly represents about 21 radiation
lengths. The energy resolution is 𝛿𝐸/𝐸 ≃ 16%/

√
𝐸. Using electronics identical to the

electronics used for the BEMC tower readout and triggering allowed for good integration
with BEMC for the jet triggers.

A special feature of the EEMC design is that it includes a fine granularity Shower-
Maximum Detector (SMD) aimed at discriminating between single photons and photon pairs
from 𝜋0 and 𝜂0 decays. Ability to resolve individual photons and measure the angle between
them comes essential for the calibration of the EEMC which uses it to relate the observed
energy to the well-known pion mass peak.

2.2.5 Zero Degree Calorimeters (ZDC)
Zero Degree Calorimeter [35, 36] is a detector subsystem consisting of two hadron calorimeters
situated behind the East and West “DX” dipole magnets, or about 20 meters from the center
of STAR along the beam line. Such positioning allows the ZDC to detect outgoing neutrons
from the collision at a small angle with respect to the colliding beams, as all charged particles
are deflected by the magnetic field of the DX magnets.

2.2.6 Vertex Position Detectors (VPD)
Vertex Position Detector [37] is implemented as two identical assemblies surrounding the
beamline, located at both the East and West side at a distance of 5.7 m from the center of
STAR (shown in Fig. 2.1 in olive). This detector’s acceptance covers about a half of the solid
angle within a 4.24 ≤ 𝜂 ≤ 5.1 pseudorapidity range. The VPD has two roles in STAR. The
first role is that it can serve as a trigger detector for collecting so-called “Min-Bias” data
(the particles produced in a forward region will tend to have a small transverse momentum
𝑝T and, as such, indicate a possibility of either a soft or hard event). The respective trigger
condition requires at least one hit to be present on both sides and, additionally, a condition
is placed on the difference between the East and West times of flight to select mostly events
near the center of STAR (|𝑣𝑧| < 30 cm), where STAR’s overall acceptance was highest. The
second role is to provide a measurement of the start time for the Time of Flight detector.
For that, the signal arrival times for both East and West halves are used:

𝑡start = (𝑡East + 𝑡West)/2 − 𝐿
𝑐

(2.1)

This results in a precision of ∼ 80ps for 𝑝 + 𝑝 collisions.
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Figure 2.2: Map of the BEMC jet patch trigger patches in the 𝜂-𝜑 plane. The jet patches
covering only EEMC and those spanning across BEMC and EEMC are not shown here.

2.2.7 Trigger system
It would be impractical for the STAR detector to record events at each bunch crossing
(𝑓 ≃ 10 MHz). Additionally, many important subdetectors in STAR are limited to operating
at much lower rates (e.g. the TPC’s operation was limited to ∼ 1 kHz). A trigger system [38]
implemented in the STAR detector addresses this problem. During the data taking, at each
bunch crossing it uses information from fast detectors to make a decision whether an event of
interest has occurred and whether it should be recorded for future analysis. At the time of
Run 12 data-taking, the decisions for various triggers used information from the following
detectors: ZDC, BBC, VPD, BEMC, EEMC and FMS. Information from the BBC and FMS
detectors was not used in this analysis, and so they will not be discussed here.

The L0 triggering system uses Data Storage and Manipulation (DSM) boards [39] to define
trigger conditions. Each DSM board has inputs and outputs implementing a programmable
lookup table. The DSM boards are arranged in a tree having three levels with the lowest
Level-0 DSM boards interfacing with the trigger detector digitizers and passing aggregated
information to the Level-1 DSM boards. The information is further aggregated to a single
Level-2 DSM board to make the decision on what trigger conditions have been satisfied. A
device called Trigger Control Unit (TCU) takes output information from the DSM tree and
decides if the trigger should be issued, and also implements trigger prescales. If the trigger
is issued, the system issues a command to the required slow detectors to begin reading out.
The information from the DSM boards is also recorded and can be used to perform offline
checks on the data and on the integrity of the trigger system.

Jet Patch triggers

Triggers important for jet physics at STAR include a family of triggers called “jet patch”
(JP) triggers [40]. Those rely on the information from both the BEMC and EEMC. The
trigger decision is based on the summed energy values from the calorimeter towers in a square
Δ𝜂 × Δ𝜑 = 1 × 1 blocks of towers called “jet patches”. Figure 2.2 shows the location of the
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jet patches in the BEMC. Whenever the energy deposited in the jet patch would exceed a
certain threshold (set in ADC counts), and the detectors participating in the data acquisition
were ready to be read out (not reported as “busy” or “dead” state in the trigger system),
and the prescaling mechanism accepted an event, the trigger system would issue a command
to the DAQ for the event to be read out and recorded. The use of large jet patches allows
capturing large samples of jets, however those samples will tend to exclude jets with low
energy deposition in the electromagnetic calorimeters, and may further exclude some fraction
of “wide” jets as those have a higher chance to deposit a significant fraction of their energy
outside of their primary jet patch into an adjacent one.

Due to the steeply falling nature of the jet cross sections as a function of the jet transverse
momentum 𝑝T, a lower trigger threshold will generally result in a higher trigger fire rate. In
order to capture the low 𝑝𝑇 jets at a reasonable trigger rate and preserve as many as possible
of the rare high 𝑝𝑇 jets, three jet patch triggers with different thresholds and prescale factors
were used: JP0, JP1 and JP2. The prescale factors were dynamically adjusted to adjust for
varying collider luminosity to fit within the allocated bandwidth.
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Chapter 3

Dataset processing and quality
assurance

The STAR experiment is a complex system that undergoes year-to-year improvements, but
is also subject to variations in its performance, including occasional technical failures. Any
effect of the latter needs to be detected by evaluating data for anomalies.

This chapter describes the data set, procedures used to reconstruct jet events, and steps
performed to select the parts of data that are of a good quality.

3.1 The Data sample
The data used in this analysis were collected during STAR operation for proton-proton
collisions at

√
𝑠 = 200 GeV in the year 2012. The detector configuration in that year had

the minimal amount of material in the way of mid-rapidity particles as there were no vertex
detectors installed between the beam pipe and the TPC. There were also no significant
operational issues, and the data were well reproduced by the simulation.

These data have been used in published measurements of
1. Azimuthal Single-Spin Asymmetries of Charged Pions in Jets [41, 42]

2. J/Ψ production cross section and its dependence on charged-particle multiplicity [43]

3. Underlying event activity [44]

4. Groomed Jet Substructure Observables [45]

5. Inclusive J/Ψ polarization [46]

6. Invariant jet mass [47]
The full dataset for the pp200_production_2012 trigger configuration spans 1189 data-

taking “runs” between 13038134 and 13075024 taken between February 7th and March
12th.

After an initial quality assurance selection done in [42], only 601 runs were deemed usable
for mid-rapidity jet analyses. Those runs correspond to a total of 925 million of recorded
events for all the various triggers, which corresponds to an integrated luminosity of 17 pb−1.
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Figure 3.1: Average trigger prescale factors for the runs in the “good” dataset. The prescale
factors follow trends of the collision luminosity as the beam decays during each fill.

Jet Patch Trigger Energy threshold, DSM ADC units Energy threshold, GeV

JP0 20 ≈ 3.5 GeV
JP1 28 ≈ 5.4 GeV
JP2 36 ≈ 7.3 GeV

Table 3.1: Thresholds for the Jet Patch triggers that were used in the present dataset.

3.2 Trigger setup
Three jet patch triggers are used in this analysis JP0, JP1 and JP2, with thresholds set
according to Table 3.1. The prescale factors were about 141 for the JP0 trigger and 2.6 for
JP1, while the JP2 trigger was not prescaled at all (or, equivalently, has a fixed prescale
factor of 1). The prescale factors varied as the beam luminosity decreased during a fill, as
shown in Fig. 3.1.

Two other useful triggers were a “Min-bias” trigger called “VPDMB” and a “Zero-bias”
trigger. The VPDMB trigger required coincidental hits in the East and West VPD and a
timing difference of those hits had to correspond to an origin vertex with position |𝑣𝑧| < 30 cm.
The forward location of the VPDs allows one to sample many of the collision events without
biasing too much towards large momentum transfers, hence the name “Min-bias”. The
Zerobias trigger was a simple trigger firing every 524289 bunch crossings, independently of
any other trigger, with a fixed prescale of 10. The Zerobias trigger data would predominantly
sample detector states in-between the jet events of interest, which allows the study of pile-up
and other kinds of backgrounds. This has a particular application with regards to producing
an “embedding simulation”, which will be discussed in the next chapter.

3.3 Bunch crossings
The abort gaps in each of the two RHIC beams were aligned to overlap at the interaction
point of the PHENIX experiment (at the 8 o’clock position in the RHIC rings), whereas at
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Figure 3.2: Number of events in a given run for a given bunch crossing index “bx7”. The two
horizontal dark bands are due to the abort gaps.

the STAR experiment the empty bunches from the gaps in one of the beams were overlapping
with the filled bunches of the other beam. As seen in Fig. 3.2, this induces a background
that is about four orders of magnitude smaller than the signal, and can be neglected.

3.4 Event reconstruction
The digitized signals from subdetectors are recorded online will often not readily reflect the
properties of the physical particles that caused those signals. Some additional processing
is required as the raw data will often need an offline calibration and, in case of track
reconstruction, also need to perform computationally expensive algorithms. The event
reconstruction operations are specific to each subdetector and not overly specific to any
particular physics analysis.

3.4.1 Global track reconstruction
The information from the TPC coming in the form of drift times and charges sensed by the
TPC pads in their respective positions needed to be converted to information about physical
tracks such as their position, momentum vector and specific inionzation (energy deposition)
𝑑𝐸/𝑑𝑥. The reconstruction process consisted of several steps:

1. Signals from individual pads within a single pad row that meet a certain criteria were
converted to so-called TPC “hits”. The hits are characterized by the ID of the pad row
(layer) they belong to, their position (which is averaged from up to three pads) and the
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Figure 3.3: 2D projection of TPC hits, tracks (drawn as arcs on the leftmost panel and
arrows on the other two panels) and primary vertices. An increased hit density in the area
|𝑧| < 20 cm corresponds to out-of-bunch hits being recorded (this allows to identify some of
the pile-up tracks among those that appear to cross the TPC membrane).

magnitude of the detected ionization. A description of an early “hit finder” algorithm
can be found in [48].

2. The positions of the hits were corrected for distortions due to the 𝐸 and 𝐵 field
inhomogeneities, misalignments and noncollinearities1 in those two fields. These include
contribution of the time-dependent 𝐸 field from the ion space charge and from ions
leaking (predominantly around the gating grid) back into the TPC drift volume.2

3. Hits were combined into the “global tracks”. This is done using a track reconstruction
algorithm. The present analysis relies on the data reconstructed using the “Sti”3

algorithm (ported from an algorithm based on Kalman-filtering originally developed
for the ALICE experiment [53]).

3.4.2 Vertex finding
If multiple global tracks in the event are pointing to the same location (usually constrained
to be along the beam line), this location is taken as a “primary vertex” seed. Then the
information from the global tracks pointing to the seed, along with information from the fast
detectors, was used to give vertices “rank” which rates our confidence that this vertex was a
result of a beam-beam interaction occurring in the same bunch crossing as the recorded event.
The parameters that contribute to the vertex ranking were based on the properties of its
tracks such as the number of tracks that are matched to fast detector hits and the total 𝑝T
of tracks. The global tracks were then refit again using the vertex position as an additional
point on the track, the momentum of the track is corrected for the measured energy loss, and

1Contributions to 𝐸 × 𝐵 create axial shifts due to the Lorentz force.
2See [49] and [50] for details about the correction, [51] for relevant formalism, and [52] for illustrations of

the grid leak.
3There exists a more sophisticated “StiCA” algorithm
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Figure 3.4: Distributions of the reconstructed vertex 𝑧 coordinate for events that contain jets
of interest. The distributions are dominated by the low-𝑝T jets.

the resulting track with slightly improved parameters is referred to as the “primary track”4.
This dataset was reconstructed using a vertex finding algorithm called “PPV” which is the
one that is usually used for the proton-proton collision data [54].

For the purposes of this analysis, each event is considered with its highest ranking primary
vertex. This vertex is also required to have a ranking that is greater than zero, or the event
is discarded. Additionally, there is a cut placed on its vertex 𝑧 (𝑣𝑧 coordinate, see Fig. 3.4)
coordinate to be within 60 cm from the center of the TPC. This ensures a reasonable
detector acceptance and reduces uncertainties related to the unknown shape of the true vertex
distribution tails. No additional cut on the vertex position is needed in the transverse plane
as one is already enforced due to a beamline constraint applied in the vertex finder itself.

3.4.3 Tower reconstruction
In each event the physical state of each tower is given by the energy deposited in it:

𝐸 = (ADC − ADC pedestal) ⋅ gain (3.1)

The “offline” (post data collection) calibration of the BEMC was performed [42] in
two steps: first, using a plethora of hits from minimum ionizing particles5 (MIPs) to do a
“relative calibration” of individual BEMC towers, and then fixing the absolute calibration
with high-energy electrons.

𝐶relative = 264 MeV(1 + 0.056 ⋅ 𝜂2)
ADCMIP ⋅ sin 𝜃

(3.2)

where 𝜂 is the pseudorapidity of the tower, and 𝜃 is the polar angle (which can be expressed
as a function of 𝜂), and ADCMIP is the ADC value of the MIP peak (after subtracting

4Primary tracks will be referred to as “tracks” unless noted otherwise
5These are the charged particles that pass through the detector tower without interacting hadronically.
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the pedestal) for the tower. The numerical constants were measured using beam tests and
acceptance simulations [55].

The absolute calibration with electrons used the momentum 𝑝 measured in the TPC:

𝐶absolute = 𝐶relative

⟨𝐸
𝑝 ⟩

(3.3)

The absolute calibration was performed for 40 rings of towers6 at a specific 𝜂, and for
towers read out by the same digitizer crate.

The limited acceptance of the TPC in the forward region makes it unfavorable for use
in the EEMC calibration. Instead, the EEMC calibration relies on MIPs identified with
its fine-grained7 Shower Max Detector (ESMD) to deposit an expected 20 MeV for normal
incidence to tower.

The EMC towers provide limited information about particle trajectories. Assuming a
neutral particle with an origin somewhere along the beamline gives us the azimuthal direction
𝜑, however the pseudorapidity 𝜂 remains ambiguous. In this measurement, all available
towers are interpreted in the context of the highest ranking vertex, meaning that the particle
is assumed to come from the vertex to the tower location. This assumption will be true for
towers of interest and false for the background towers. The contributions of the latter need
to be accounted for in a simulation embedding procedure (will be discussed in Chapter 4).

For the purpose of jet reconstruction we define a “transverse energy” of the tower

𝐸𝑇 ≡ 𝐸
cosh(𝜂)

(3.4)

In this analysis the tower 𝐸𝑇 is used interchangeably with 𝑝𝑇 – it is assumed that either the
energy deposited in the towers comes from a single photon, or that the pion mass can be
neglected.

3.4.4 Jet reconstruction
The standard anti-𝑘T algorithm [8] was used with the initial set of proto-jets populated from
lists of reconstructed TPC tracks and EMC towers. Some quality assurance selection criteria
were applied to those tracks and towers to remove those coming from a background or those
that are not expected to be precise. The assumption here is that only the tracks and towers of
interest (which should be well reproduced in the detector simulation) will pass these selection
cuts, and the decreased efficiency is to be corrected as a part of the unfolding procedure.

Track selection cuts

The summary of the cuts applied to the primary tracks is given in Table 3.2. Minimal track
𝑝T is set to be above 0.2 GeV which corresponds to a track with a radius of curvature of
1.3 m, which is just enough for a particle to travel in the transverse (𝑥-𝑦) plane from the
beamline, through half of the TPC active volume radius, to reach the first pad row of the

6Each ring was 1 tower wide, 120 towers in total
7Relative to a BEMC’s Shower Max Detector – BSMD
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Cut

• 𝑝T > 0.2 GeV

• 𝑁hits > 12

• Must have hits in the outer TPC [56]

• (𝑁hits/𝑁hits poss.) > 0.51

• DCAmax =
⎧{
⎨{⎩

2 cm if 𝑝T < 0.5 GeV
(2.5 cm − 𝑝T ⋅ (1 cm/GeV)) if 0.5 GeV ≤ 𝑝T < 1.5 GeV
1 cm if 1.5 GeV ≤ 𝑝T

Table 3.2: Summary of the QA cuts applied to the individual reconstructed primary tracks

outer TPC. The other cuts are put in place on the minimum number of TPC hits used to
fit the track to ensure that the tracks have a reasonable momentum resolution. A cut on
the ratio of the number of TPC hits to the estimated number of possible hits to be above
0.51 is imposed in order to suppress the double counting of tracks that can be accidentally
reconstructed as two separate tracks.

For the high-𝑝T tracks we run into degrading momentum resolution. The approximate
linear dependence Δ𝑝T

𝑝T
∼ 𝑝T extrapolates to up to ≃ 50% at 𝑝T = 30 GeV [57]. It appears

that the data processing has a defect that sometimes causes physical particles with 𝑝T lower
than 30 GeV be reconstructed as tracks with 𝑝T > 30 GeV (see Fig. 3.5). A dramatic version
of this effect was observed in a di-jet analysis for Run 9 [58] with most intense effect in
the TPC sector 20. In Fig. 3.6 it is seen that the expected trend of average 𝑅T (defined
in Eq. (3.5)) going to ∼ 30% is only restored with this cut applied. Another dramatic
improvement from the cut is seen in the di-jet imbalance in Fig. 3.7. This quantity allows
one to estimate the jet 𝑝T resolution, which is expected to improve at high jet 𝑝𝑇, however
the high-𝑝T tracks are seen to cause a significant imbalance.

Tower selection cuts

The selection criteria for the towers are summarized in Table 3.3. The cuts ensure that the
towers are sufficiently above the noise level in various measures.

Hadronic subtraction

Charged particles are able to leave both a track in the TPC and a hit in the EMC towers.
The dominant species of charged particles in jet events are charged hadrons. The calorimeter
response to hadrons in the majority of cases results in a deposition of only a fraction of the
energy [59] (10-17% for charged hadrons [60]), whereas the TPC measures the full momentum.
In the procedure where the jets are reconstructed from both tracks and towers, including the
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Figure 3.5: Ratio of the reconstructed jet 𝑝T to the true jet 𝑝T estimated from an embedding
simulation for jets dominated by tracks (0 < 𝑅T < 0.2).
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Figure 3.6: Average jet 𝑅T plotted versus jet 𝑝T for the JP1 data and an embedding
simulation.
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Figure 3.7: Average squared di-jet imbalance for the JP1 data and an embedding simulation.

Cut

• tower not marked as bad in the database (e.g. a hot tower)

• tower 𝐸𝑇 > 0.2 GeV

• tower ADC − tower pedestal > 4

• tower ADC − tower pedestal > 3 ⋅ tower pedestal RMS

Table 3.3: Summary of the QA cuts applied to the individual reconstructed towers
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Cut

• Must belong to the event’s highest ranking vertex with a positive (non-pileup)
rank and |𝑣𝑧| < 60 cm

• |𝜂detector| < 0.8

• |𝜂| < 0.8

• Jet must be within |Δ𝜂| < 0.6 and |Δ𝜑| < 0.6 vicinity of the center of a Jet
Patch that satisfied the trigger threshold

• 𝑝T >
⎧{
⎨{⎩

5 GeV for JP0
6 GeV for JP1
8.4 GeV for JP2

• Jet 𝑅T < 0.95

• Jet 𝑅T > 0 (imposed implicitly via the Jet Patch matching requirement)

• Jet must not contain a track with 𝑝𝑇 > 30 GeV

Table 3.4: Summary of the QA cuts applied to the individual reconstructed detector jets

𝐸𝑇 associated with the towers hit by charged hadrons leads to double counting of energy.
Additionally, there is an uncertainty associated with our ability to correctly simulate our
EMC detector’s response to those hits (to be discussed in Section 6.5.2). Hence, a procedure
is implemented to correct the towers which have primary tracks pointing to them. The
energy of the tower is reduced by the momentum of the pointing track, and if the latter is
greater, then the tower is removed completely. Only the primary tracks originating at the
highest ranking primary vertex are used, they also have to satisfy the quality assurance cuts
from Table 3.2.

Jet selection cuts

The jets reconstructed from tracks and towers are subject to selection cuts summarized
in Table 3.4. For each jet a “detector pseudorapidity” 𝜂detector is calculated as pseudorapidity
of the vector from the beamline at 𝑧 = 0 to the intersection of the jet thrust axis with the
BEMC8. A limit on 𝜂detector ensures that the jet, regardless of the vertex position, points
within a region of appreciable BEMC and TPC acceptance. The physical jet rapidity (a
rapidity of its thrust axis) is also limited to match a cut that will be imposed on particle jets
in the definition of the cross section. The jets are also required to point close to the center
of a jet patch that was above the trigger threshold. An important quantity of “transverse

8Assumed to be a cylinder with 𝑅 = 225 cm
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neutral energy fraction” 𝑅T is defined for a detector jet as:

𝑅T ≡
∑ 𝑝𝑇 ;tower

∑ 𝑝𝑇 ;track + ∑ 𝑝𝑇 ;tower
(3.5)

We are generally looking for jets that are simultaneously observed by both the TPC and
EMCs to avoid various backgrounds. Hence a cut on 𝑅T is placed to avoid the extremes of
track-dominated or tower-dominated jets.

3.5 Quality assurance

3.5.1 L0 trigger
The radiation present during RHIC operations can cause bit flips in the BEMC electronics,
which may result in excessive jet patch triggers fired, either by creating hot towers or
by directly affecting the trigger electronics. The latter case can be partially rectified by
reevaluating the trigger states in post-processing by software called a “trigger simulator” that
implements the DSM board algorithms to operate on recorded tower ADC values. The hot
towers can also be discovered individually, and by masking them out before applying the
trigger simulator, we can filter out the extra triggered events again.

Figure 3.8 shows how the simulated triggers were distributed among different jet patches
for different thresholds. Some hot patches remain visible. The JP0 and JP1 trigger rates
have a change in behavior around runs with indices 360 and 491. The nature of the anomaly
is not understood, however it is reproduced in the simulation.

3.5.2 The jet 𝑅T for mono-jet and di-jet events
In previous years of STAR operation there was an excess of background jet triggers caused
by the RHIC beams blasting the calorimeters due to insufficient shielding in the tunnels. A
way to study such occurrences is to compare the jet 𝑅T distributions for events containing
only a single jet and events with two jets [61]. Background coming from beam sprays would
predominantly show up as mono-jet events with particles coming not from a valid vertex, so
there would be few or none reconstructed TPC tracks in the jet, only EMC towers, leading
to 𝑅T ≃ 1. At the same time, selection of the events with di-jets would be mostly satisfied
by the back-to-back jets from the physical scattering events. As seen in Fig. 3.10, there is no
discrepancy at high 𝑅T values between the shapes of the 𝑅T distributions for mono-jet and
di-jet events. The absence of the background is not surprising given that lead/iron shielding
walls were installed in the RHIC tunnel before year 2012 to avoid this problem.

3.5.3 Track DCA and Sector 20
There are different calibrations [62] that need to be applied to the raw TPC data: timing
“T0” and slewing corrections, drift velocities, static electric and magnetic fields, and detector
alignment. A “Space Charge” effect is caused by density of residual ions varying along the
radial coordinate in the TPC volume. This creates a radial component of the electric field

33



0

5.0·10
4

1.0·10
5

1.5·10
5

2.0·10
5

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP0

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(a) JP0

0

2.0·10
4

4.0·10
4

6.0·10
4

8.0·10
4

1.0·10
5

1.2·10
5

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP1

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(b) JP1

0

1.0·10
4

2.0·10
4

3.0·10
4

4.0·10
4

5.0·10
4

6.0·10
4

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP2

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(c) JP2

Figure 3.8: Number of events in the data for a given run with a given BEMC jet patch with
ADC value (simulated offline) above the trigger threshold.
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(d) JP2 embedding simulation

Figure 3.9: Jet 𝑝T spectra for the JP0 trigger in runs within and outside the outlier region.
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Figure 3.11: Average value of the signed DCA in a given run for the JP1 trigger. The graphs
of values for other JP triggers and VPDMB look similarly.
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contributing a non-zero component to ⃗𝐸 × �⃗� which causes an additional distortion in the
process of the drift along the 𝑧 axis. This distortion affects the transverse momentum of
the reconstructed track. It can vary on a time scale of seconds and is dependent on the
instantaneous collider luminosity, but may also depend on other conditions that are difficult
to monitor. Fortunately, the deviations can be detected by looking at the signed Distance
of Closest Approach (signed DCA) of the global tracks that are associated to the primary
tracks from the analysis. Looking at it in Fig. 3.11, a large cusp was observed in the run
with index 491. This, and the three following runs, were excluded from the analysis to avoid
the vertexing efficiency variations that cannot be reproduced in the simulation.

Special attention is paid to the tracks measured in sector 20 of the TPC. Before the
“iTPC” upgrade made in 2018 there was a hardware issue causing the inner part of TPC
sector 20 to have a low efficiency. That created complications for performing the Space
Charge calibration for this particular sector. As can be seen in Fig. 3.11, this sector has a
positive signed DCA offset. The offset, on the order of 0.1 cm, is tolerable as it is well below
the DCA cut (see Table 3.2) and smaller than the width of the DCA distribution. This was
also confirmed by removing jets that contain tracks in sector 20 and observing no unusual
change in the basic distributions.
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Chapter 4

Detector simulation

Data alone provide the sample of jets reconstructed from the tracks and towers measured
in the detector; these are called jets at the “detector level” or, simply, “detector jets”. In
order to facilitate comparisons with theory and between experiments, a jet cross section
that is defined in a way that is free from the specific details of the STAR detector would
be preferred. Practically, that means it has to be defined in terms of jets comprised of the
physical particles, at a “particle level”, referred to as “particle jets”. In order to get to that,
one needs to be able to estimate, for a given detector, how the transverse momentum of the
particle jets is related to the transverse momentum of the detector jets.

The effects that need to be considered include the acceptance of the detectors, as well as,
more generally, their efficiencies, their resolutions, and their backgrounds. This information
can be extracted from the full event computer simulations. They allow, knowing the species
of all the outgoing primary particles and their initial position and momenta, to predict
a possible measured event as it would be seen by the detector. In the case of STAR, a
simulation framework based on GEANT 3 [63] propagates the energy deposition along paths
traveled by the primary particles and their secondary particles produced as the result of
particle decays and interaction with the material of the detectors. Then the resulting hits
and energy depositions can be converted to their associated digital values using models for
signal detection technologies and electronics used in each specific detector. A special step is
taken in case of the TPC to simulate the drift of the ionization clusters towards the anodes,
while trying to account for at least some of the distortions. In order to simulate effects of
the pile-up background, the simulated detector responses are mixed with the zero bias data
in a procedure called “embedding” (to be described in Section 4.2). Finally, the resulting
simulated event can be reconstructed just as was done for the data.

This chapter will discuss the details behind the production and evaluation of the simulated
data sample. The details of the procedure used for relating the measured detector level cross
section to a particle level cross section will be discussed in a later chapter.

4.1 Particle level simulation
As was previously mentioned, the detector event simulation requires initial events defined at
the particle level. In this analysis, the Pythia 6 [5] Monte Carlo (MC) event generator is
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Figure 4.1: Underlying event activity measured at STAR [44] plotted as a function of the
event’s leading jet 𝑝T. Predictions from Pythia with different 𝑝T0 tunes are shown for
comparison.

used to produce such physical events. The main requirement for the generator here is for it
to produce proton-proton collision events that are comparable to what we see in the data.
Direct comparisons to the data are only possible after the detector simulation, which creates
an ambiguity with interpreting possible discrepancies with the data. Any difference can be
attributed to a possible shortcoming in the event generator model or a problem with the
detector simulation.

4.1.1 Pythia Tune
The Pythia 6 MC generator comes with many tunable parameters, however most combina-
tions of the settings are not expected to well reproduce the processes occurring in nature.
Instead, sets of parameters called “tunes” that are known to work and reproduce various
experiment’s data are provided. The simulation to be used here is based on the Perugia 2012
tune [64] that uses the CTEQ6 PDF set [65].

PARP(90)

The Pythia tunes from its standard set were primarily developed to describe the data from
the Tevatron and the LHC, and they are not always able to describe the data at RHIC
energies using default parameter values of the model. A modification to the Perugia 2012
tune was developed at STAR [42] to best fit the charged pion cross section measured at
STAR at

√
𝑠 = 200 GeV [66, 67] to remove a discrepancy for the pion production with a

transverse momentum in the 0-3 GeV range. This was achieved by modifying the value of a
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PARP(90) 𝑝T0(
√

𝑠 = 200 GeV)

0.24 1.13 GeV
0.213 1.24 GeV
0.19 1.35 GeV
0.15 1.55 GeV
0.1 1.86 GeV

Table 4.1: Correspondence between the PARP(90) values and 𝑝T0 for Perugia 2012 at
√

𝑠 =
200 GeV.

𝑝T0 parameter that governs the handling of the Multiple Parton Interaction (MPI), which
was implemented by setting the value of the PARP(90) parameter to 0.213.

This tune adjustment improves the agreement with the measurement of the Underlying
Event activity done at STAR [44]. Figure 4.1 shows the UE measurement in comparison to
different PARP(90)-modifications of the Perugia 2012 tune for Pythia 6. The correspondence
of those PARP(90) values to the regularization parameter 𝑝T0 is given in Table 4.1. In
principle, the UE tune can be improved, but this was not done in order to stay consistent
with another inclusive jet cross section measurement from Run 12 at STAR from a different
collision energy of

√
𝑠 = 510 GeV [68].

4.1.2 Partonic 𝑝T bins
The particle level events required for simulation have to span a wide range of phase space
and provide enough statistical precision for jets with 𝑝T up to ≈ 50 GeV. This presents a
challenge for an event generator that produces unweighted events, as the large difference
in the magnitude of the differential jet cross section at low and at high jet 𝑝T makes the
high-𝑝T events always constitute a tiny fraction of a sample, requiring a large simulation
sample (with a large cost in terms of the CPU time).

The solution to this is to do the generation with events of unequal weights. In STAR
this is commonly done by slicing the phase space by the value of the transverse momentum
transfer ̂𝑝T characteristic of the parton-parton scattering process. Each bin of ̂𝑝T has a
fixed physical total cross section 𝜎�̂�T bin, but an arbitrary number of events 𝑁�̂�T bin can be
generated within that bin using low-level cuts in Pythia. A set of adjacent ̂𝑝T bins with
different inverse luminosity weight factors 𝜎�̂�T bin/𝑁�̂�T bin will then represent a complete
physical sample of events.

The bin boundaries were chosen to cover an interval of ̂𝑝T from 2 GeV to +∞. Events
with ̂𝑝T less than 2 GeV are not considered as they do not contribute a significant number of
jets to the analyzed sample, which requires jets that have a larger transverse momentum of
𝑝jet

T ≳ 5 GeV. The highest lower-edge of a bin is 55 GeV, which is needed to cover detector
jet 𝑝T of ∼ 50 GeV. The list of bins and their parameters is given in Table 4.2.
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Figure 4.2: Ratio of samples generated with Pythia 6 for ̂𝑝T cuts [1.25, ∞) [2, 3), [3, 4),
[4, 5), etc., to a [0, ∞) reference sample. Only the version with the MPI enabled (on plot a)
shows discontinuities that bin weights are meant to address.
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̂𝑝T bin, GeV/c 𝑁�̂�T bin 𝜎�̂�T bin, pb 𝑓partonic. bin

2 – 3 3 588 051 9.00 ⋅ 109 1/1.228
3 – 4 3 588 051 1.46 ⋅ 109 1/1.051
4 – 5 3 587 534 3.54 ⋅ 108 1/1.014
5 – 7 3 588 051 1.51 ⋅ 108

7 – 9 3 588 051 2.49 ⋅ 107

9 – 11 3 588 051 5.84 ⋅ 106

11 – 15 3 588 051 2.30 ⋅ 106

15 – 20 3 587 313 3.42 ⋅ 105

20 – 25 3 587 520 4.57 ⋅ 104

25 – 35 2 391 292 9.72 ⋅ 103

35 – 45 2 390 073 4.69 ⋅ 102

45 – 55 1 195 609 2.69 ⋅ 101

55 – ∞ 1 195 609 1.43 ⋅ 100

Table 4.2: List of ̂𝑝T bins and their respective parameters.
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Figure 4.3: Ratio of samples generated with Pythia 6 for ̂𝑝T cuts [2, 3), [3, 4), [4, 5), etc., to
a [2, 40) reference sample.
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4.1.3 Partonic 𝑝T bin weights
Individual partonic 𝑝T samples are generated using Pythia’s settings for minimum and
maximum partonic 𝑝T cuts defined by the CKIN(3) and CKIN(4) variables. Using these
values has a few side effects when the minimum cutoff value is above the regularization scale
PARP(82). One such effect comes from the treatment of the MPI in Pythia that makes it
report a bin cross section that is slightly too large [5]. This results in discontinuities in the
differential (in partonic 𝑝T) cross section at the boundaries between different partonic bin
samples whenever the MPI is enabled (see Fig. 4.2). This effect is corrected in post-processing
by multiplying each bin’s cross section by a bin weight factor 𝑓partonic. bin which has the
physical meaning of an inverse of a probability for generated hard events in a specific partonic
𝑝T bin to be harder than generated MPI events.

To determine the bin weight, one relies on the fact that they tend to approach 1 for
CKIN(3) >∼ 5 GeV [69]. The partonic cross section distribution was generated in bin [2, ∞)
(CKIN(3)=2, CKIN(4)=-1) and in bin [11, 15] where 𝑓 [11,15]

partonic. bin is assumed to be equal to 1.
The ratio of these two distributions in the region of their overlap is then constant and equal
to 𝑓 [2,∞)

partonic. bin. Then the factor of any other bin (say [2, 3]) can be determined as the ratio of
a corrected [2, ∞) distribution to the distribution in question (see Fig. 4.3). The resulting
values of bin weights are given in Table 4.2. This procedure can be summarized with the
following equations:

𝑓 [�̂�min
T ,�̂�max

T ]
partonic. bin =

𝑓 [2,∞]
partonic. bin ⋅ ∫�̂�max

T

�̂�min
T

d𝜎[�̂�min
T ,�̂�max

T ]( ̂𝑝T)

∫�̂�max
T

�̂�min
T

d𝜎[2,∞]( ̂𝑝T)
(4.1)

Where 𝜎[�̂�min
T ,�̂�max

T ]( ̂𝑝T) denotes the differential partonic cross section for the partonic 𝑝T bin
[ ̂𝑝min

T , ̂𝑝max
T ]. One can then use the 𝑓 [11,15]

partonic. bin = 1 assumption to calculate the value of
𝑓 [2,∞]

partonic. bin:

𝑓 [2,∞]
partonic. bin =

∫�̂�max
T

�̂�min
T

d𝜎[2,∞]( ̂𝑝T)

∫�̂�max
T

�̂�min
T

d𝜎[11,15]( ̂𝑝T)
(4.2)

4.1.4 Soft reweighting
Another side effect of setting CKIN(3) in Pythia 6 to a value that is larger than the MPI
𝑝T0 scale (≃ 1 GeV) is that it makes Pythia disable soft QCD behavior (sec. 8.9.3 of [5]).
The soft QCD process, among other things, implements a different kind of regularization
that is supposed to prevent the total hard QCD process cross section from exceeding the
total inelastic non-diffractive cross section. The difference between the soft QCD-enabled and
the soft QCD-disabled samples can be practically seen in a difference between the shapes of
d𝜎/d ̂𝑝T generated with a [0, ∞) and a [2, ∞) ̂𝑝T cuts. There is no other effect of this visible
in distributions of jets other than the 𝑝T one.

It is not clear if the soft QCD process would be preferable over any other kind of model.
However, in any case, it would be preferred to be able to evaluate that model in case it allows
one to better reproduce the shape of the jet 𝑝T spectrum at low-𝑝T. To recover the behavior
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Figure 4.4: Plot of [2, ∞) sample using the CKIN(3)=2 cut and compensated for its bin weight
to a [0, ∞) sample. The fit line is given by 1/𝜔( ̂𝑝T) (see Eq. (4.4)).

in the produced simulation sample that relies on the CKIN(3) cut, the event weights were
corrected by giving them an additional ̂𝑝T-dependent weight:

𝜔( ̂𝑝T) ≡ 𝜎[0,∞]( ̂𝑝T)
𝜎[2,∞]( ̂𝑝T)

(4.3)

In practice, this was approximated with the following function:

𝜔( ̂𝑝T) = 1
1 + (1.22 − 0.33 𝜅 + 0.17 𝜅2) exp(−0.82 𝜅)

, where 𝜅 = ̂𝑝T − 2 GeV
1 GeV

(4.4)

In the above equation, the 2 GeV offset was taken from the low ̂𝑝T-bin boundary, and the
coefficients in the denominator were determined by fitting the ratio of the partonic cross
sections generated in the [0, ∞) and a [2, ∞) bins for Perugia 2012 and

√
𝑠 = 200 GeV (fit

shown in Fig. 4.4). The effect of this reweighting on the reconstructed jet 𝑝T spectra can be
seen in Fig. 4.5.

An alternative approach to this “soft reweighting” could be to manually implement the
minimal threshold on ̂𝑝T by discarding the generated events that fall outside of the bounds
while keeping CKIN(3) at 0. This would be only needed for bins up to ̂𝑝T ≈ 10 GeV; the
higher bins could use CKIN(3) and CKIN(4) as usual. This was done for supplementary
Pythia studies in this thesis, but for the embedding simulation the soft reweighting as
described above was used.

44



Data

Embedding (w/o soft reweighting, w/o bin weights)

Embedding (w/o soft reweighting, w/ bin weights)

Embedding (w/ soft reweighting, w/ bin weights)

10 1

10 2

10 3

10 4

10 5

10 6

10 7

JP0

d
σ
/
d
p
T
,
p
b
/
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o

(a) JP0

Data

Embedding (w/o soft reweighting, w/o bin weights)

Embedding (w/o soft reweighting, w/ bin weights)

Embedding (w/ soft reweighting, w/ bin weights)

1

10 1

10 2

10 3

10 4

10 5

10 6

JP1

d
σ
/
d
p
T
,
p
b
/
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o

(b) JP1

Data

Embedding (w/o soft reweighting, w/o bin weights)

Embedding (w/o soft reweighting, w/ bin weights)

Embedding (w/ soft reweighting, w/ bin weights)

10−1

1

10 1

10 2

10 3

10 4

10 5

JP2

d
σ
/
d
p
T
,
p
b
/
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o

(c) JP2

Data

Embedding (w/o soft reweighting, w/o bin weights)

Embedding (w/o soft reweighting, w/ bin weights)

Embedding (w/ soft reweighting, w/ bin weights)

10 2

10 3

10 4

10 5

10 6

10 7

10 8

VPDMB NOBSMD

d
σ
/
d
p
T
,
p
b
/
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o

(d) VPDMB NOBSMD

Data

Embedding (w/o soft reweighting, w/o bin weights)

Embedding (w/o soft reweighting, w/ bin weights)

Embedding (w/ soft reweighting, w/ bin weights)

10 2

10 3

10 4

10 5

10 6

10 7

10 8

Zerobias

d
σ
/
d
p
T
,
p
b
/
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o

(e) Zerobias

Figure 4.5: Effect of the soft reweighting on the detector level jet cross sections for various
triggers.

45



2 < p̂T < 3

15 < p̂T < 20

0 10 20 30 40 50 60

10 4

10 5

10 6

10 7

10 8

10 9

10 10

jet pT, GeV

d
σ
/
d
p
T
,
p
b
/
G
eV

Figure 4.6: Contributions from partonic 𝑝T bins [2, 3] GeV and [15, 20] GeV to the inclusive
jet cross section as a function of the jet 𝑝T.

4.1.5 Bin outliers
Having a trend of statistics that falls more slowly than the trend of the cross section, like
in Table 4.2, leads to highly uneven event weight factors. This is not visible in the distribution
of ̂𝑝T itself, but can readily appear in the distribution of the jet 𝑝T whenever an event with a
higher weight from a lower ̂𝑝T bin shoots out into a region of phase space that is otherwise
populated by events with a lower weight from a higher ̂𝑝T bin. The resulting effect of this is
the presence of tall peaks in counts and variance in finely-binned histograms. This situation
can occur through just statistical fluctuations, however it is aggravated by Pythia’s ability
to sometimes produce events with jets 𝑝T much higher than its ̂𝑝T, which seemingly happens
due to the MPI handling. An example of such behavior is shown in Fig. 4.6. This can not be
rectified by generating extra statistics, only by removing those events.

4.2 Embedding
Straightforward detector simulation of individual Pythia events is not going to take into
account background effects such as:

• Multiple proton-proton scatterings in the same bunch crossing (not to be confused with
Multiple Parton Interactions)

• Tracks left over and tracks added during the readout in the TPC from out-of-bunch
interactions (pile-up)

• Radiation from the collider operation

• TPC electronics noise and EMC tower pedestals

• Cosmic rays
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Figure 4.7: Vertex 𝑧 distribution observed in the data compared to a Gaussian fit performed
in the |𝑣𝑧| < 60 cm region.
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Figure 4.8: The 𝑣𝑧 distributions observed in the data and the embedding simulation.

All of these can be taken into account by employing an “Embedding” procedure, in which
the raw simulated detector responses are mixed event-by-event with the actual detector
responses from events from the Zerobias trigger sample before doing the reconstruction. The
Zerobias trigger fires independently of any detector condition, so it samples random detector
states in random bunch crossings. This sample should effectively reproduce the possible
detector states in the bunch crossings preceding and following the one that is simulated.

4.2.1 Vertex distribution
Beam-beam interactions in the data happen in a wide range of positions in the region called
the “interaction diamond” for its general shape. The size and shape of the interaction
vertex distribution along the 𝑧-axis depends on various parameters such as the length of the
colliding bunches, the value of 𝛽∗ and the crossing angle. The distribution of 𝑣𝑧 observed
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in the data is subject to possible detector biases due to the limited acceptance for vertex
reconstruction and triggering. The vertexing acceptance can be assumed to be reasonably
flat in the intermediate region |𝑣𝑧| < 60 cm, which allows one to at least generally see the
shape of the true distribution. A Gaussian shape is assumed to describe the data in the
intermediate region and to extrapolate outside of it, as shown by the fit in Fig. 4.7. A
conservative estimate for the Gaussian width of 𝜎𝑧 = 45 cm was used in the generation of
the embedding sample. If needed, small corrections can be then performed on the simulation
sample using reweighting, as described below.

Vertex reweighting

The vertex distribution in the data has long tails that are not taken into account in by the
placeholder Gaussian distribution used in embedding. A reweighting to a wider Gaussian
with 𝜎𝑧;target ≈ 70 cm and a hourglass effect tail suppression as discussed in Appendix A.2.1
with 𝑏target ≈ 80 cm is performed using a following factor:

𝜔vertex(𝑣𝑧) = 𝒩 exp (( 1
𝜎2

𝑧;nominal
− 1

𝜎2
𝑧;target

) 𝑣2
𝑧
2

) 1

1 + ( 𝑣𝑧
𝑏target

)
2 (4.5)

where 𝑣𝑧 is the position of the thrown vertex1, 𝜎𝑧;nominal is the distribution width that was
used to generate the embedding sample, and the normalization constant 𝒩 is given by:

𝒩 ≡
√

2𝜋𝜎𝑧;nominal

𝜋𝑏 exp ( 𝑏2
target

2𝜎2
𝑧;target

) (1 − erf ( 𝑏target√
2𝜎𝑧;target

))
(4.6)

4.2.2 Quality assurance
While the event generation and the detector simulation are made using our understanding
of the underlying physics processes, both of these components are imprecisely known, and
leave room for discrepancies with data. This situation is complicated by the fact that the
comparisons have to be made at the detector level without being able to easily attribute
any inconsistency to the right step. For this analysis, the current discrepancies needed to be
identified so that they can be corrected or, at least, addressed when estimating the systematic
uncertainties for the measurement.

Vertexing

Vertexing efficiency is sensitive to various aspects of the simulation. For example, the vertex
ranking depends on matching tracks to the fast detectors, however, unlike for the BEMC,
the simulation for the BTOF was not working properly in the Run 12 version of the STAR
simulation framework. Results from a vertexing study given in Table 4.3 show good agreement
in the vertexing efficiency when a small sample of the Run 12 min-bias data is compared to a
STAR simulation. This suggests that the BTOF hits are not significantly affecting the vertex
finding.

1The reconstructed TPC vertex position would work well here too.
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Figure 4.9: Distributions of numbers of TPC tracks matching to BEMC and BTOF reported
for vertices reconstructed in the real data and a simulation. This shows potential problems
with vertex finding in the Run 12 simulation. The samples are described in the caption
of Table 4.3.

# of good vertices in an event: 0 1 2 3 4 5

pp at
√

s = 200 GeV
data (VPDMB NOBSMD) 85.67% 14.13% 0.20% 0.00% 0.00% 0.00%
embedding (0 < ̂𝑝𝑇 < ∞) 83.21% 16.59% 0.20% 0.00% 0.00% 0.00%
pure MC (0 < ̂𝑝𝑇 < ∞) 84.10% 15.90% 0.00% 0.00% 0.00% 0.00%

pp at
√

s = 510 GeV
data (VPDMB NOBSMD) 53.44% 39.80% 5.97% 0.68% 0.09% 0.02%
embedding (0 < ̂𝑝𝑇 < ∞) 52.93% 40.56% 5.74% 0.72% 0.05% 0.01%
pure MC (0 < ̂𝑝𝑇 < ∞) 42.26% 57.48% 0.26% 0.00% 0.00% 0.00%

Table 4.3: Results from a supplementary study of the vertexing efficiency in Run 12 showing
what percentage of events have a certain number of “good” (positively ranking) vertices.
In the STAR framework, each event is reconstructed with 5 vertices, but only a fraction is
considered to be non-pile-up. The embedding sample here is equivalent to the one described
in this chapter, except for using an “unbiased” Pythia sample (CKIN(3)= 0). The “pure
MC” sample is identical to the “embedding” except for disabled mixing of the zerobias data
in the TPC. The remaining details about samples used can be found in [70].

49



Trigger simulator

Trigger simulation for data was discussed in Section 3.5.1. Figure 4.10 shows distributions
similar to Fig. 3.8 but for the simulation. Many of the features of the data plot are reproduced
in the plot for the embedding simulation.

Basic jet distributions

A comparison at the level of individual jets allows one to focus the analysis on the quantities
that are most relevant to the measurement at hand. The basic jet quantity is its transverse
momentum (Fig. 4.11), which gives some rough idea on how the measured cross section
will differ from the one predicted by Pythia. For the purposes of a binned unfolding
procedure it is still important to ensure that the shapes of the jet 𝑝T distributions don’t
differ too drastically, which appears to be the case here. In regards to this measurement, the
disrepancy in the cross section normalization is not important, as the overal normalization
of the simulation is canceled out in the procedure of unfolding. Another quantity to look
at is the direction of the jet thrust axis (Fig. 4.12), which is important to ensure that the
simulated jets are sampling the same detector acceptance as the jets in the data.

Another quantity important to the use of the simulation is how well it reproduces the
detector resolution of the jets’ transverse momentum. There is an astute way to check this,
by relying on the fact that in two-jet events momentum conservation should largely force jets
to point back to back with an equal in magnitude transverse momenta. Hence, any imbalance
in the measured jet 𝑝T would have to come from various physical sources of missing 𝑝T (e.g.,
due to soft QCD radiation), but primarily from the measured jet 𝑝T at the detector level not
exactly matching the jet 𝑝T at the particle level, for which the momentum conservation law
applies. The di-jet transverse momentum asymmetry was defined as:

𝐴(di-jet 𝑝T) =
√

2 ∣
𝑝T;1 − 𝑝T;2

𝑝T;1 + 𝑝T;2
∣ (4.7)

where 𝑝T;1, 𝑝T;2 are the transverse momenta of the two jets in the event. The factor of
√

2 is
needed to normalize the variance of the 𝐴(di-jet 𝑝T), in the limit 𝜎𝑝T;1,2 ≪ 𝑝T;1,2, to reflect
the squared relative 𝑝T-resolution (𝜎𝑝T

/𝑝T)2 for a single jet. The plot of the average squared
deviation from the expected value ⟨(𝐴(di-jet 𝑝T) − 0)2⟩ as a function of the characteristic
momentum scale of the di-jet is shown in Fig. 4.13. The discrepancy in the variances is
very small, on average less than 5%, suggesting very good consistency between the two jet
resolutions.

Going deeper into the jet substructure, the detector’s response to jets will depend on
whether the jets are dominated by tracks or towers. In that regard, we prefer to see good
agreement in the distributions of the jet 𝑅T. On the plots in Fig. 4.14 it can be seen that
there is a preference, at low jet-𝑝T for some extra neutral energy in the simulated sample.

Underlying Event at detector level

The Underlying Event activity measured in the transverse region cones is an important
ingredient for the “UE correction”. As was discussed in Section 4.1.1, our Pythia tune does

50



0

1.0·10
7

2.0·10
7

3.0·10
7

4.0·10
7

5.0·10
7

6.0·10
7

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP0

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(a) JP0

0

5.0·10
6

1.0·10
7

1.5·10
7

2.0·10
7

2.5·10
7

3.0·10
7

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP1

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(b) JP1

0

5.0·10
5

1.0·10
6

1.5·10
6

2.0·10
6

2.5·10
6

3.0·10
6

3.5·10
6

0 100 200 300
400

500 600

0

2

4

6

8

10

12

14

16

18

JP2

run index

J

e

t

P

a

t



h

I

D

σ

,

p

b

(c) JP2

Figure 4.10: Number of events in the embedding simulation for a given run with a given
BEMC jet patch with ADC value (simulated offline) above the trigger threshold, shown for
the three jet patch triggers used in this analysis.
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Figure 4.11: Differential detector level cross section for inclusive jets as a function of the jet
𝑝T. Here, the embedding simulation is compared to the actual data.
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Figure 4.12: Differential detector level cross section for inclusive jets as a function of the jet
𝜂 and 𝜑.
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Figure 4.13: Average of the squared asymmetry for jet 𝑝T in events with two reconstructed
jets as a function of di-jet transverse momentum scale. This variable is constructed as a
proxy to the square of the jet momentum resolution of the detector (in this case, the real one
and the simulated one are compared).
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Figure 4.14: Distribution of the jet 𝑅T for low-𝑝T jets and the average jet 𝑅T plotted as a
function of the jet 𝑝T.
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Figure 4.15: Average track multiplicity and track 𝑝T inside each jet.
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Figure 4.16: Average tower multiplicity and tower 𝑝T inside each jet.
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Figure 4.17: Average momentum density in the jet UE cone as a function of the jet 𝑝T.
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Figure 4.18: Average track momentum density in the jet UE cone as a function of the jet 𝑝T.

Data

Embedding

0.5

1

1.5

2

2.5

JP1

av
er
a
g
e
to
w
er

m
u
lt
ip
li
cy

(a
ft
er

su
b
tr
a
ct
io
n
)

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o
to

d
a
ta

Data

Embedding

0

0.2

0.4

0.6

0.8

1

1.2

JP1

a
v
er
a
g
e
to
w
er

∑
p
T
,
G
eV

0 10 20 30 40 50 60
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3
1.4

jet pT, GeV

R
a
ti
o
to

d
a
ta

Figure 4.19: Average tower momentum density in the jet UE cone as a function of the jet 𝑝T.
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(a) 10 < jet 𝑝T < 15
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Figure 4.20: Detector level jet cross sections differential in the UE density for two ranges of
jet 𝑝T.

not reproduce the measured UE, which is consistent with what is seen in Fig. 4.17 at the
detector level. Separated contributions of tracks and towers to the cone UE density, shown
in Figs. 4.18 and 4.19, prove that the same effect is visible in different detectors, pointing to
a physical origin of the effect.

Looking at the first moment of the 𝑝T density distribution does not provide a full picture
of the Underlying Event activity. The full distributions are displayed in Fig. 4.20. The
distributions show an interesting feature, with the data and simulation peaking at 𝜌UE, but
with different heights. This interesting behavior is also seen at the particle level, and at the
detector level it is not localized to any special region of detector acceptance. A possible
explanation for this behavior is that the peak may be dominated by the events which have
no MPI processes occurring.
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Chapter 5

Unfolding

Detector jets do not preserve complete and exact information about the original particle
jets due to limitations of our detector. Information is lost due to detection inefficiencies and
incomplete acceptance, due to limited position, energy and momentum resolution, and also
due to an extremely limited detector response to neutrons, neutrinos and some long-lived
neutral mesons. The missing information can not be recovered for each individual jet or
each individual recorded event. However, we are interested in properties of statistically large
ensembles of jets, and, for those, some information can be recovered. In particular, we will
be interested in extracting information about the 𝑝𝑇-𝜂 distribution of the particle jet yield
from the distribution of the detector jet yield, using a process called “unfolding”.

Unfolding uses statistical methods grounded in Probability Theory. The basic results for
unfolding are unambiguous and can be derived assuming all measured distributions to be
known exactly. The notorious challenges in doing the unfolding are attributed to the limited
precision in the data (real and simulated) used for measuring the distributions, or to a choice
of an unfolding “method”. What is often overlooked in the discussion is the importance of
having the insight needed to do a proper setup for the process. All aforementioned potential
problems will be discussed in this chapter.

5.1 Formulating the goal
We want to first formulate the problem that we want to approach using statistics. The
formalism of Probability Theory requires us to define a set of all possible outcomes, then
an event is a set of occurred outcomes. We also need to define the probability function 𝑃
which maps each event onto its probability. Specifically for unfolding, we are dealing with
two kinds of outcomes: “cause” outcomes and “effect” outcomes.

To give a concrete example for the jet cross section measurement, let’s consider each hard
proton-proton interaction to be an event. Though not very realistic, for this example let’s
also assume that at most one jet can occur in a given collision. The generalization to the
case of several jets yields the same basic procedure. In our description, the list of all effect
outcomes will look like:

• (effect 1) – a trigger was (mis-)fired and a detector jet with |𝜂| < 0.8 and 6.9 GeV ≤
jet 𝑝𝑇 < 8.2 GeV can be reconstructed in the event
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• (effect 2) – a trigger was (mis-)fired and a detector jet with |𝜂| < 0.8 and 8.2 GeV ≤
jet 𝑝𝑇 < 9.7 GeV can be reconstructed in the event

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

• (effect 𝑛eff. − 1) – a trigger was (mis-)fired and a detector jet with |𝜂| < 0.8 and
37.2 GeV ≤ jet 𝑝𝑇 < 44 GeV can be reconstructed in the event

• (effect 𝑛eff.) – a trigger was (mis-)fired and a detector jet with |𝜂| < 0.8 and 44 GeV ≤
jet 𝑝𝑇 < 52 GeV can be reconstructed in the event

• (effect 𝑛eff. + 1) – no trigger was fired, or a trigger was fired, but no detector jet with
|𝜂| < 0.8 and 6.9 GeV ≤ jet 𝑝𝑇 < 52 GeV can be reconstructed in the recorded event

The last effect outcome corresponds to the detector inefficiency towards jet reconstruction as
well as the phase space limits used for the applicable data, but also has a sizable contribution
of events that legitimately did not have jets of interest. Note that the last “effect” outcome,
unlike others, is often not truly observable (one can count the bunch crossings and know the
luminosity, but experimentally, it is difficult to precisely count hard proton-proton interactions
for normalization).

An example of the set of cause outcomes could look like:

• (cause 1) – jet with |𝜂| < 0.8 and 6.9 GeV ≤ jet 𝑝𝑇 < 8.2 GeV was produced in the
interaction

• (cause 2) – jet with |𝜂| < 0.8 and 8.2 GeV ≤ jet 𝑝𝑇 < 9.7 GeV was produced in the
interaction

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

• (cause 𝑛cause − 1) – jet with |𝜂| < 0.8 and 37.2 GeV ≤ jet 𝑝𝑇 < 44 GeV was produced
in the interaction

• (cause 𝑛cause) – jet with |𝜂| < 0.8 and 44 GeV ≤ jet 𝑝𝑇 < 52 GeV was produced in the
interaction

• (cause 𝑛cause +1) – no jet at all or no jet with |𝑦| < 0.8 and 6.9 GeV ≤ jet 𝑝𝑇 < 52 GeV
was produced in the hard proton-proton interaction

The last cause outcome contributes to the background “fake jet” production rate, but also
to the actual jet-less events. Even with an accurate simulation, we would not expect to be
able to measure this one with good precision due to its large overlap with the unmeasurable
non-observable outcome mentioned above. The other cause outcomes, which we expect to be
measurable, need to be chosen to mostly overlap with the observable outcomes to minimize
the model dependence.

The set of all possible events is given by the Cartesian product of the sets defined above:

Ω = ∪𝑖=1…(𝑛eff.+1) ∪𝑗=1…(𝑛cause+1) {(effect 𝑖 ∧ cause 𝑗)} (5.1)
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Now the problem the unfolding procedure is meant to address can be formulated as
follows: given known values of a measured spectrum 𝑏𝑖 = 𝑁 ⋅ 𝑃(effect 𝑖) for each possible 𝑖
except the (𝑛eff. + 1), where 𝑁 is a normalization (e.g. number of trials) that is generally
unknown, to estimate a truth spectrum 𝑥𝑗 = 𝑁 ⋅ 𝑃(cause 𝑗) for each possible 𝑗 except the
(𝑛cause + 1).

5.2 Response matrix
Working within definitions from the previous section, one can immediately write down the
following two relations between these probabilities:

𝑃(effect 𝑖) ≡ ∑
𝑗=1…(𝑛cause+1)

𝑃(cause 𝑗 ∧ effect 𝑖) =

= ∑
𝑗=1…(𝑛cause+1)

𝑃(effect 𝑖 | cause 𝑗) ⋅ 𝑃 (cause 𝑗)
(5.2)

𝑃(cause 𝑗) ≡ ∑
𝑖=1…(𝑛eff.+1)

𝑃(cause 𝑗 ∧ effect 𝑖) =

= ∑
𝑖=1…(𝑛eff.+1)

𝑃(cause 𝑗 | effect 𝑖) ⋅ 𝑃 (effect 𝑖)
(5.3)

Both of these relations connect the values of 𝑃(cause 𝑗) and 𝑃(effect 𝑖) just like we need. A
full Monte Carlo simulation using the Pythia event generator and the detector simulation
provides us with an estimate for the value of all probabilities {𝑃(cause 𝑗 ∧ effect 𝑖)}, albeit,
those probabilities are given for a world where the {𝑃(cause 𝑗)} is already fixed by the
event generator. That information is factored out in the set of values for 𝑃(effect 𝑖 | cause 𝑗),
but not for 𝑃(cause 𝑗 | effect 𝑖). One is not able to fix both values at the same time, or
equivalently use both equations. Hence, Eq. (5.2) is immediately preferred over Eq. (5.3). In
fact, Eq. (5.3) may intuitively appear as correct, but leads to invalid measurements.

Rewriting Eq. (5.2) in terms of 𝑥𝑗 and 𝑏𝑖:

𝑏𝑖 = ∑
𝑗∈{1…𝑛cause}

̂𝐴𝑖𝑗𝑥𝑗 + 𝑏0;𝑖 (5.4)

where ̂𝐴𝑖𝑗 ≡ 𝑃(effect 𝑖 | cause 𝑗) is the response matrix that can be estimated directly from
the simulation and 𝑏0;𝑖 ≡ 𝑁 ⋅ 𝑃(effect 𝑖 | cause (𝑛cause + 1)) ⋅ 𝑃 (cause (𝑛cause + 1)) is the
background, which is typically hard to model and measure. In our case, it is modelled as
multiplicative:

𝑏0;𝑖 =
𝑏simu.

0;𝑖

𝑏simu.
𝑖

𝑏𝑖 (5.5)

where the ratio 𝑏simu.
0;𝑖 /𝑏simu.

𝑖 can be called a “background rate”.

Then one can define 𝑀𝑖𝑗 ≡ (1 − 𝑏simu.
0;𝑖

𝑏simu.
𝑖

)
−1 ̂𝐴𝑖𝑗 to include both the background and the

efficiency effects in one matrix.
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5.3 Linear system solution
Let’s look again at the system from Eq. (5.4), now in a matrix form:

𝑀 𝑥 = 𝑏 (5.6)

The dimension of 𝑥 is 𝑛cause and the dimension of 𝑏 is 𝑛eff.. In cases when 𝑛cause = 𝑛eff.,
the matrix 𝑀 is square, one can use a simple matrix inverse1 to solve Eq. (5.6):

𝑥 = 𝑀−1𝑏 (5.7)

In cases when 𝑛cause > 𝑛eff. the linear system will be formally overdetermined, which
poses little problem as the system can be solved in the least squares sense, i.e. as a solution
to:

𝜒2 = (𝑀 𝑥 − 𝑏)𝑇(𝑀 𝑥 − 𝑏) = min (5.8)
In the case where 𝑛eff. ≤ 𝑛cause, these two formulations are equivalent. (And the case when
𝑛eff. < 𝑛cause is undesirable as a solution to such a problem will not be uniquely defined)

The solution to the minimization problem is found as

0 = 𝜕𝜒2

𝜕𝑥𝑇 = 𝑀𝑇(𝑀𝑥 − 𝑏) = 𝑀𝑇𝑀 𝑥 − 𝑀𝑇𝑏 (5.9)

a solution to which is
𝑥 = (𝑀𝑇𝑀)−1𝑀𝑇𝑏 (5.10)

The solution of this form is connected to the “normal equation”.
In the case of the jet 𝑝T spectrum, it is originally continuous, but needs to be binned

for unfolding. Then the case of 𝑛cause > 𝑛eff. is not beneficial as it increases the number of
elements in 𝑀, which introduces additional statistical fluctuations and puts the accuracy of
the simulation to a more stringent test.

5.4 Regularization
Certain cases may or may not warrant introduction of regularization into the unfolding. The
cases are best illustrated with toy examples to help with building up some intuition.

5.4.1 Example: signal processing
A simple toy example for unfolding can be constructed by imagining a measurement of a
signal 𝑓(𝑡) (Fig. 5.1b) that is subject to a linear response that is 𝑡-invariant. That process
can be described in terms of convolution with a response 𝑅(𝑡):

(𝑓truth ⊗ 𝑅)(𝑡) ≡ ∫ 𝑓truth(𝜏) 𝑅(𝑡 − 𝜏) 𝑑𝜏 = 𝑓measured(𝑡) (5.11)

1It is not rare that potential non-invertibility of 𝑀 is mentioned. That should be taken as a signal that
something is wrong with the setup – the detector is not capable of doing the measurement. A typical case for
this may be a row that is all zero because of incorrectly setup bin boundaries.
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(a) response

⊗

(b) truth signal

=

(c) measured signal
↕ ↕ ↕

(d) response
(freq. domain)

×

(e) truth signal
(freq. domain)

=

(f) measured signal
(freq. domain)

Figure 5.1: A cartoon illustrating unfolding of a continuous signal smeared with a Gaussian
response. The measurement acquires some noise background, and an attempt to unfold it
fails without a frequency cut off.
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To do the measurement we would need to solve this equation for 𝑓truth(𝑡). An easy way to
do that is to consider the same equation in Fourier space where convolution “⊗” becomes a
simple number multiplication “ ⋅ ”:

̃𝑓truth(𝜔) ⋅ �̃�(𝜔) = ̃𝑓measured(𝜔) (5.12)

hence the solution is simply

̃𝑓truth(𝜔) =
̃𝑓measured(𝜔)

�̃�(𝜔)
(5.13)

Typically, the response 𝑅(𝑡) will have some kind of “bell” shape; to be specific we assume
it to be a Gaussian (Fig. 5.1a):

𝑅(𝑡) = 1√
2𝜋𝜎

exp (− 𝑥2

2𝜎2 ) (5.14)

consequently the 𝑅-related term in the solution in Eq. (5.13) is

1
�̃�(𝜔)

=
√

2𝜋
𝜎

exp (𝜎2𝜔2

2
) (5.15)

We can immediately see the problem here, which is that for large values of 𝜔 this multiplier
grows to be very large. This, in turn, leads to a strong amplification of the high-frequency
part of the measured signal (Fig. 5.1f). In the ideal situation where the measurement is truly
governed by Eq. (5.11), there would be no issue, as the exact spectrum will decrease with
frequency in accordance with the response. The real world measurements, however, will often
come with high-frequency noise. In signal processing it would typically come from stochastic
processes, and for our counting experiment it will come from statistical fluctuations between
the histogram bins.

A reasonable procedure for regularization here could involve identifying a noise floor for
the signal, to determine a cutoff frequency beyond which to ignore the measured values.

Another issue that one can think of in relation to this toy example is what happens when
the response assumed during the unfolding differs from the actual response. It’s easy to
see that extra high frequency contributions arise if the width of the “smearing” parameter
𝜎 is overestimated. Referring back to Fig. 4.13, it’s probably for the best that the jet 𝑝T
resolution in the simulation appears to be slightly better than in the data.

5.4.2 Example: discrete spectrum unfolding
In the previous section an example with a continuous spectrum was considered. In the case
of our jet counting experiment, the events with somewhat different jet 𝑝𝑇 values need to
be grouped into bins for the measured total counts to have good statistical precision. The
discrete case can be described by the linear system Eq. (5.6) that is of the same nature
as Eq. (5.11).

We will now consider a toy example from [71], by imagining a detector described by a
response matrix

𝑀 = 1
2

(1 + 𝜖 1 − 𝜖
1 − 𝜖 1 + 𝜖) , where 𝜖 ≪ 1 (5.16)
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The solution for Eq. (5.6) is

𝑥 ≡ (𝑥1
𝑥2

) = 𝑏1 + 𝑏2
2

(1
1) + 𝑏1 − 𝑏2

2𝜖
( 1

−1) (5.17)

Let’s analyze it. Looking at the first term in Eq. (5.17), we can conclude that a detector
described by response from Eq. (5.16) has no problem in measuring an average between 𝑥1
and 𝑥2, as it is just (𝑥1 + 𝑥2)/2 = (𝑏1 + 𝑏2)/2. However, if we are interested in a difference
between 𝑥1 and 𝑥2, the solution for that is 𝑥1 − 𝑥2 = (𝑏1 − 𝑏2)/𝜖, and it is proportional to
a large number 𝜖−1. Unless the uncertainty for the measurement of (𝑏1 − 𝑏2) is sufficiently
low (specifically 𝛿{𝑏1 − 𝑏2}/𝜖 ≪ (𝑏1 + 𝑏2)), the direct inversion solution will yield an error-
dominated result for the individual values of 𝑥1 and 𝑥2, although that error is a correlated
one.

While the measured values are technically valid within the estimated uncertainties, they
may be deemed as unpresentable, or even appear useless. There is no solution to this problem
that can be made without making some additional assumptions. In the absence of these, one
should just admit that the detector described by Eq. (5.16) is lacking the resolution needed
to measure the value of 𝑥1 − 𝑥2.

In practice the dimensions of vectors 𝑏 and 𝑥 are often higher than 2, and it would be
nice to be able to perform a similar analysis in the case of arbitrary dimensions. In order to
do that, one can consider a Singular Value Decomposition of the matrix 𝑀:

𝑀 = 𝑈 𝑆 𝑉 𝑇 (5.18)

where 𝑈 and 𝑉 are orthogonal matrices and 𝑆 is a diagonal2 matrix. The values on the
diagonal of 𝑆 are non-negative and ordered in descending order.

For our example in Eq. (5.16), we get:

𝑀 = 1
2

(1 + 𝜖 1 − 𝜖
1 − 𝜖 1 + 𝜖) = 1√

2
(1 −1

1 1 ) (1 0
0 𝜖) 1√

2
(1 −1

1 1 )
𝑇

(5.19)

The columns of the orthogonal matrices 𝑈 and 𝑉, by definition, form two (generally, different)
orthonormal bases: left and right. Those have a one-to-one correspondence between each
other and the diagonal elements of 𝑆. In a typical measurement, the matrix 𝑀 is of a kind
that smears features of the distributions represented by vectors 𝑥 and 𝑏, so a pair of respective
left and right basis vectors with sharper features (most often coming as more oscillation) will
generally have lesser singular values than a pair with less oscillation (see example in Fig. 5.2).

When taking the inverse of 𝑀, 𝑀−1 = 𝑉 𝑆−1 𝑈𝑇 leads to a simple exchange of left and
right bases and, more importantly, the smallest singular values of 𝑀 now become the largest
singular values of 𝑀−1. They are responsible for amplification of the statistical fluctuations
that come as high-frequency “noise”3 to the measured spectrum 𝑏. This is similar to what we
saw when discussing Eq. (5.15).

2If 𝑀 is not square, 𝑆 is also not square, but still diagonal, and 𝑈 and 𝑉 are square.
3What is noise here will be determined by the orthogonal basis made up of columns of 𝑉. Generally for a

smearing matrix the smaller singular values will correspond to most “fluctuating” vectors.
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Figure 5.2: An example of SVD decomposition for a smearing matrix. The higher level
oscillations correspond to a higher wave vector 𝑘 with a lower singular value 𝑠𝑘.
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5.4.3 Tikhonov regularization
Instead of solving Eq. (5.6) via matrix inversion or by minimization 𝑥 = arg min𝑥(𝑀 𝑥 − 𝑏)2,
one could assume a prior for 𝑥. In that case the sought solution may acquire a bias term and
become

𝑥 = arg min
𝑥

((𝑀 𝑥 − 𝑏)2 + 𝜏(𝐷 𝑥)2) (5.20)

Specifically, when looking to dampen the oscillating terms, one would be looking to choose
𝐷 representing a second derivative in the bin index (in this case, applied to the ratio of truth
spectra over the prior spectra):

𝐷 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 −1 0 0 0 …
−1 2 −1 0 … 0
0 −1 2 … 0 0
0 0 … 2 −1 0
0 … 0 −1 2 −1
… 0 0 0 −1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

diag { 1
𝑥prior

} (5.21)

The solution to Eq. (5.20), if it exists, is found amongst the stationary points of the
functional. Those are given by the “normal equation” solution:

𝑥 = (𝑀𝑇𝑀 + 𝜏𝐷𝑇𝐷)−1𝑀𝑇𝑏 (5.22)

Tikhonov regularization equivalence to a prior

Some motivation for the form of Tikhonov regularization can be found in connection to
Bayesian statistics approach [72].

The matter of choice of a prior in the Bayesian approach is subjective. For example, we
may have a prior assumption that the unfolded spectrum would be sufficiently smooth. The
corresponding prior probability could be written as something like

𝑃( ⃗𝑥) = det 𝐶
√(2𝜋)3

exp (−( ⃗𝑥 − ⃗𝑥ref)T𝐶T𝐶( ⃗𝑥 − ⃗𝑥ref)
2

) (5.23)

The likelihood of observing the measured spectrum �⃗� given the truth spectrum ⃗𝑥 is then
given by

𝑃(�⃗�| ⃗𝑥) = 1
√(2𝜋)3 det 𝐵

exp (−(𝑏 − 𝐴 ⃗𝑥)𝑇𝐵−1(𝑏 − 𝐴 ⃗𝑥)
2

) (5.24)

The Bayesian inference then suggests a following posterior log probability for the truth
spectrum to be ⃗𝑥 given measured spectrum ⃗𝑏:

log(𝑃 ( ⃗𝑥)|𝑃 ( ⃗𝑏)) = log(𝑃 ( ⃗𝑏| ⃗𝑥)) + 𝑙𝑜𝑔(𝑃 ( ⃗𝑥)) − 𝑙𝑜𝑔(𝑃 ( ⃗𝑏))
= (𝑏 − 𝐴 ⃗𝑥)𝑇𝐵−1(𝑏 − 𝐴 ⃗𝑥) + ( ⃗𝑥 − ⃗𝑥ref)T𝐶T𝐶( ⃗𝑥 − ⃗𝑥ref) + const( ⃗𝑥)

(5.25)

This demonstrates how Tikhonov regularization is equivalent to having a certain Bayesian
prior.
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Tuning Tikhonov regularization based on SVD analysis

The question remains about the value of the regularization strength parameter 𝜏 in Eq. (5.20).
To help with the choice, it is useful to first understand its role.

For this, Eq. (5.20) can be solved in a way alternative to Eq. (5.22), by first making a
substitution 𝑦 → 𝐷𝑥:

𝑥 = 𝐷−1 arg min
𝑦

((𝑀𝐷−1𝑦 − 𝑏)2 + 𝜏𝑦2) (5.26)

And then taking the Singular Value Decomposition (SVD) of the matrix 𝑀𝐷−1, 𝑈𝑆𝑉 𝑇 =
𝑀𝐷−1 where 𝑈 and 𝑉 are orthogonal matrices and 𝑆 is the diagonal matrix 𝑆 = 𝑑𝑖𝑎𝑔({𝑠𝑘}).

𝑥 = 𝐷−1 arg min
𝑦

((𝑈𝑆𝑉 𝑇𝑦 − 𝑏)2 + 𝜏𝑦2) (5.27)

= 𝐷−1 arg min
𝑦

((𝑈𝑆𝑉 𝑇𝑦 − 𝑏)2 + 𝜏𝑦𝑇𝑉 𝑉 𝑇𝑦) (5.28)

= 𝐷−1𝑉 arg min
𝑧

((𝑈𝑆𝑧 − 𝑏)2 + 𝜏𝑧2) (5.29)

= 𝐷−1𝑉 arg min
𝑧

(𝑧𝑇(𝑆2 + 𝜏)𝑧 + 𝑏𝑇𝑏 − 2𝑧𝑇𝑆𝑈𝑇𝑏) (5.30)

= 𝐷−1𝑉 𝑆
𝑆2 + 𝜏

𝑈𝑇𝑏 (5.31)

Here another substitution 𝑧 = 𝑉 𝑇𝑦 is used before picking a stationary point as the minimum.
The resulting alternative expression for the solution from Eq. (5.22) allows one to explicitly
see the effect that the Tikhonov regularization has on the result of unfolding. Namely, vectors
corresponding to singular values 𝑠2

𝑘 ≪ 𝜏 are now not amplified with the full force 1/𝑠𝑘, but
instead dampened by a factor ≈ 𝑠2

𝑘/𝜏. On the other hand, the contributions corresponding
to the singular values such that 𝑠2

𝑘 ≫ 𝜏 remain mostly unchanged compared to the unfolding
without regularization.

Further analysis can be performed assuming infinite precision in the estimation of 𝑀,
but finite precision of the data 𝑏. The statistical uncertainty of 𝑏 can be represented by its
covariance matrix:

𝐵 ≡ cov(𝑏, 𝑏𝑇) (5.32)

In light of Eq. (5.27), what presently is of more interest is not the uncertainty on 𝑏, but the
uncertainty on the vector 𝑑 = 𝑈𝑇𝑏, with its corresponding covariance matrix:

𝐷 ≡ cov(𝑑, 𝑑𝑇) = 𝑈𝑇𝐵𝑈 (5.33)

In the method presented in [71], at this point 𝐵 would be represented by an identity
matrix, hence 𝐷 would be as well. This is not essential to the method though. The 𝑑𝑖 can
be compared to the diagonal elements √𝐷𝑖𝑖 to determine an “effective rank”. If the index 𝑖
(equivalent of the wave number) is ordered by decreasing singular values, one could expect
that for low singular values (at high “frequency”4) the statistical uncertainty 𝛿{𝑑𝑖} = √𝐷𝑖𝑖
will be larger than 𝑑𝑖 itself. Then one can define a boundary, a specific index that would

4It may be important that the SVD decomposition is not performed on the smearing matrix 𝑀. The
𝑀𝐷−1 may act not as a smearing matrix in certain cases, so this form of Tikhonov regularization may not
give reasonable results.
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Figure 5.3: Plot of a 𝑝T jet spectrum in the SVD basis of the data 𝑑𝑖 and the simulation 𝑑ini
𝑖 .
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𝑖 should be zero for all 𝑖 ≠ 0, but this is

due to a numerical artifact.

separate the values that mostly satify 𝛿{𝑑𝑖} < 𝑑𝑖 and those that mostly satisfy 𝛿{𝑑𝑖} > 𝑑𝑖,
which can be called the effective rank. Then knowing that the effective rank is 𝑛, the 𝜏 should
be set to 𝑠2

𝑛. In practice, this step is often ignored completely. For example, the RooUnfold
package doesn’t facilitate inspection of 𝑑𝑖, so users set an effective rank to a value that makes
their results look fine.

In practical application, the present jet cross section measurement had plenty of data
statistics available so that 𝛿{𝑑𝑖} ≪ 𝑑𝑖 (Fig. 5.3), so there was no reason to apply the Tikhonov
regularization to it.

Use of inverse covariance matrix term

In [71], the system solved is different from Eq. (5.20) due to the presence of the inverse of the
covariance matrix 𝐵:

𝑥 = arg min
𝑥

((𝑀 𝑥 − 𝑏)𝑇𝐵−1(𝑀 𝑥 − 𝑏) + 𝜏(𝐷 𝑥)2) (5.34)

The solution for this can be achieved using, for example, the Cholesky decomposition
𝐵−1 = 𝐿𝑇𝐿 and substituting 𝑀 → 𝐿𝑀 and 𝑏 → 𝐿𝑏 in the solutions found above. This use
of Eq. (5.34) would typically be a reasonable thing to do for an overdetermined system of
equations (i.e., when 𝑀 is not a square matrix and dim(𝑏) > dim(𝑥)) in the least-squares
sense. However, in the case of the exact solutions for a square system there is no such
advantage.

There is, however, an interference with the regularization term in either of these cases.
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To see that, let’s consider the following example:

𝐴 = 1
2

⎛⎜⎜⎜⎜
⎝

1 + 𝜖 1 − 𝜖 0 0
1 − 𝜖 1 + 𝜖 0 0

0 0 1 + 𝜇 1 − 𝜇
0 0 1 − 𝜇 1 + 𝜇

⎞⎟⎟⎟⎟
⎠

, with 𝜖, 𝜇 ≪ 1 (5.35)

𝑏 ≃
⎛⎜⎜⎜⎜
⎝

100
100
1
1

⎞⎟⎟⎟⎟
⎠

, 𝐵 = diag(𝑏) (5.36)

One can check that the effect of regularization in this case is that the difference 𝑏1 − 𝑏2 is
suppressed by a factor 𝜖2

𝜖2+100𝜏 whereas 𝑏3 − 𝑏4 only by a factor 𝜇2

𝜇2+𝜏 . The issue here is that
the vector that can achieve better statistical precision got disproportionately penalized by
the regularization.

5.4.4 “Iterative Bayesian unfolding”
A procedure described in [73] first introduces an iteration step of the Richardson-Lucy
algorithm [74, 75]:

𝑃(cause 𝑖) = 1
∑𝑘=1…𝑛eff.

𝑃(effect 𝑘 | cause 𝑖)
∑

𝑗=1…𝑛eff.

𝑃(cause 𝑖 | effect 𝑗) 𝑃 (effect 𝑗) (5.37)

where
𝑃(cause 𝑖 | effect 𝑗) = 𝑃(effect 𝑗 | cause 𝑖) 𝑃0(cause 𝑖)

∑𝑘=1…𝑛cause+1 𝑃(effect 𝑗 | cause 𝑘) 𝑃0(cause 𝑘)
(5.38)

The paper [73] makes claims about the advantages of this procedure, but leaves out the
discussion of its connection to the challenges of unfolding and how it is supposed to address
those. Seeing connections to other solutions would also help in understanding this procedure.

In regard to the claim of having a mathematical foundation, it is worth noting that it’s
not obvious at all that this is directly related to the Bayes’s theorem that is so easily proven
in Probability Theory. The reason for this is that the prior probability 𝑃0(cause 𝑘) is not
the same as the probability after the iteration step 𝑃(cause 𝑖). The Bayesian inference that
relies on Bayes’s theorem looks a bit different, and the same author had later published a
different paper which proposes another procedure that actually uses it [76].

It also doesn’t clearly spell out how a user should choose the number of iterations to apply.
If that number is a regularization parameter, the answer could be one, but the paper mentions
applying a custom smearing between the steps and hints at looking at the converging results,
so it could be that the number of steps is not meant for regularization after all.

Convergence point

Equation (5.2) looks vastly different from Eq. (5.37), so a natural question arises: Does this
mean that the answer given by this procedure would be different from the answer given
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by solving Eq. (5.6)? If the solutions were different, that could imply that there are some
differences in the assumptions taken. This motivates an investigation.

Consider the iteration step Eq. (5.37) as a mapping 𝑓 ∶ 𝑅𝑁
+ ↦ 𝑅𝑁

+ such that:5

𝑓𝑖( ⃗𝑥) = 1
𝜖𝑖

∑
𝑗

𝑀𝑗𝑖𝑥𝑖

∑𝑘 𝑀𝑗𝑘𝑥𝑘
𝑏𝑗, where 𝜖𝑖 = ∑

𝑘
𝑀𝑘𝑖 (5.39)

This expression is simply a compact representation of the iterative procedure written in the
same notation as was used for dealing with response matrices.

𝑓𝑖( ⃗𝑥0 = 𝑀−1 ⃗𝑏) = 1
𝜖𝑖

∑
𝑗

𝑀𝑗𝑖𝑥0
𝑖

∑𝑘 𝑀𝑗𝑘 ∑𝑙 𝑀−1
𝑘𝑙 𝑏𝑙

𝑏𝑗

= 1
𝜖𝑖

∑
𝑗

𝑀𝑗𝑖𝑥0
𝑖

𝑏𝑗
𝑏𝑗

= 1
𝜖𝑖

𝜖𝑖𝑥0
𝑖

= 𝑥0
𝑖

(5.40)

This proves that ⃗𝑥0 is a fixed-point of 𝑓, or in other words, if the prior spectrum was
equal to a result of unfolding using Eq. (5.7), then the iteration of this procedure will not
change it. This suggests that consecutive applications of the iteration must be converging in
the limit of infinite applications to the ⃗𝑥0 for any other possible starting prior. To prove that
mathematically, we are missing just one component needed to apply the Banach fixed-point
theorem [77]: that 𝑓 must be a “contraction mapping” defined on a complete metric space.
For a mapping to be a contraction mapping it has to satisfy the criterion:

𝑑(𝑓(𝑥), 𝑓(𝑦)) ≤ 𝑞 𝑑(𝑥, 𝑦), for all 𝑥 and 𝑦 (5.41)

where 𝑑 is a metric (e.g., Euclidean distance) and 𝑞 is a constant such that 𝑞 ∈ [0, 1).
Before trying to analytically prove that 𝑓 is a contraction map, it’s worth investigating it

in a numerical experiment. Figure 5.4 shows an attempt at it. It would appear that at least
in some domain of 𝑥 the mapping is non-contracting, which in itself doesn’t preclude the
convergence.

Convergence speed

A common approach in applying Iterative Bayesian unfolding is to set up a “closure test” by
slightly modifying a known truth distribution, which can be then mapped onto a measured
distribution using the response matrix. Then three or four iterations of the method are
applied to some preselected prior and the “toy” measurement, to see if it converges to the
original truth.

5Here, to use 𝑀 instead of ̂𝐴, so that the reader is not confused, it is also assumed that the background
cause (𝑛cause + 1) can not be measured and is omitted in the ∑𝑘 summation.
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Figure 5.4: Monte Carlo estimate of the contraction mapping criteria for the Iterative Bayesian
step using the Euclidean metric. A real-world 12-dimensional response matrix was used with
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the response given in Eq. (5.16) with 𝜖 = 0.5. The big red dot marks the location of the
exact solution.
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Figure 5.6: Iterative Bayesian step presented as a map. The response from Eq. (5.35) is used
with 𝜖 = 0.2 and 𝜇 = 0.4. Only two variables are displayed, as the other two are fixed by the
normalization. The big red dot marks the location of the exact solution.
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Despite its apparent lack of rigor, this procedure should be useful enough for most cases.
However, in a real world measurement the unfolding is almost never done only once. One
often has a need to do several auxiliary unfoldings to propagate the detector systematic
uncertainties, which may or may not create some unexpected results.

To help understand the convergence properties, a few tests were made using the toy
example from Eq. (5.16). Looking at Fig. 5.5, one can see that the first iteration always locks
the normalization to match the total number of events with the efficiency correction. The
resulting convergence performance is not very impressive even for a large value of 𝜖 = 0.5.

Another example with two 2 × 2 matrices put to the test is shown in Fig. 5.6. This clearly
shows that convergence for the element with the larger gap is faster.

5.5 Unfolding the inclusive jet cross section

5.5.1 Matching algorithm
When dealing with events that potentially can have multiple jets at the particle level and at
the detector level, a question arises on how to establish the causality between the two levels
of jets. We make an assumption that one particle jet causes one and only one detector jet.
A measure needs to be introduced to quantify how likely it is for one jet to cause another.
Normally that could come from the simulation keeping track of which particles caused which
detector response. However, in STAR simulation this is not implemented for towers. Hence,
an alternative measure of distance between jets in 𝜂-𝜑 space was chosen:

Δ𝑅𝑖,𝑗 ≡ √(detector 𝜂𝑖 − particle 𝜂𝑗)2 + (detector 𝜑𝑖 − particle 𝜑𝑗)2 (5.42)
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The algorithm to match up the jets consists of the following steps that are applied to
each event:

1. Select particle level jets that satisfy particle level cuts and detector level jets that satisfy
detector level cuts.

2. Take the Cartesian product of these two sets. For each pair of particle and detector
jets from that product, assign a distance Δ𝑅 according to Eq. (5.42).

3. Select the pair with minimum value of Δ𝑅. If Δ𝑅 < 0.2 (cut determined from the
distribution in Fig. 5.7), call them “matching”. If not, skip to the next event.

4. Remove all pairs that have the same particle or detector jet as a pair from the previous
step.

5. Go back to step 3 until the list of pairs is empty.

The result of this algorithm was a list of detector-particle jet pairs that were matched,
and lists of the detector jets and of the particle jets that were not matched.

5.5.2 Matching rates
The two matching rates can be estimated from the procedure:

• The fraction of detector jets that were matched to a particle jet

• The fraction of particle jets that were matched to a detector jet

The first one is one minus the (generalized) background rate and the second one is the
(generalized) efficiency. The “generalized” qualifier here is meant to convey that they depend
not only on the actual detector properties, but also on the specific jet selection cuts, including
the cuts applied to implement the binning.

The matching rates are important to monitor when performing the unfolding. The binned
rates for a set of wide cuts are shown in Fig. 5.8, which illustrate a few important points
about this procedure. The raw background shown in Fig. 5.8a has contributions at low jet
𝑝T, presumably mostly from the minbias jets. The raw efficiency shown in Fig. 5.8b has a
natural trigger “turn on” behavior at low 𝑝T and a slight decrease in efficiency at the highest
𝑝T due to the high-𝑝T track cut. Once the analysis binning is set up in a reasonable 𝑝T
range, the matching rates acquire dips at the new low and high 𝑝T due to the jets leaking
in and out near those limits. It is possible to tune the binning to expand the detector level
cuts to increase efficiency6, but at the cost of increasing the background. And in the other
way, making the particle level cuts more selective can decrease the background, but also
decrease the efficiency. In any case, the areas of low efficiency or high background are at
risk of higher systematic uncertainties, but if those are thoroughly investigated they should
be generally safe. In our case, it is best to avoid areas of extremely low efficiency near the
trigger thresholds.

6This is sometimes played as an introduction of so-called “garbage bins”, which despite the name still
require quality data and simulation.
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Figure 5.8: Raw matching rates calculated for matching of particle jets with 𝑝T from 0 GeV
to 60 GeV and |𝜂| < 0.8 to detector jets of 5-60 GeV and also |𝜂| < 0.8.
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Figure 5.9: Raw covariance between particle and detector spectra of matched jets.

5.5.3 Regularization with the bin size
The takeaway from Section 5.4.2 is that one should not try to bin the data more finely than
the detector’s resolution capability. In the case of the 𝑝T-smearing response, the values of the
response matrix should vary sufficiently from bin to bin, so that the statistical uncertainties
become small in comparison to the differences in the measured spectrum. A way to achieve
this is to choose the 𝑝T bin size to be comparable to the 𝑝T resolution of the detector.
Choosing the right bin size is in itself a form of regularization.

The plot in Fig. 5.10 shows the detector resolution estimated from the finely binned
response matrix. This suggests that the 𝑝T-bin size should be around 2 GeV at 𝑝T = 10 GeV
and around 9 GeV at 𝑝T = 50 GeV. A more complete scheme for choosing bin sizes can be
constructed with the assumption of a linearly growing resolution:

𝜎(𝑝𝑇) = 𝑎0 + 𝑎1𝑝𝑇 (5.43)

for which we get for 𝑖-th bin size Δ𝑝𝑇 𝑖:

𝜎(Δ𝑝𝑇 1) = Δ𝑝𝑇 1 ⇒ Δ𝑝𝑇 1 = 𝑎0
1 − 𝑎1

(5.44)

𝜎(2Δ𝑝𝑇 1 + Δ𝑝𝑇 2) = Δ𝑝𝑇 2 ⇒ Δ𝑝𝑇 2 = 𝑎0(1 + 𝑎1)
(1 − 𝑎1)2 (5.45)

𝜎(2Δ𝑝𝑇 1 + 2Δ𝑝𝑇 2 + Δ𝑝𝑇 3) = Δ𝑝𝑇 3 ⇒ Δ𝑝𝑇 3 = 𝑎0(1 + 𝑎1)2

(1 − 𝑎1)3 (5.46)

This series of equations can be illustrated by the cartoon in Fig. 5.11. One can recognize
that the sequence of bin sizes Δ𝑝𝑇 1, Δ𝑝𝑇 2, Δ𝑝𝑇 3, … is a Geometric series.
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Figure 5.10: Detector resolution estimated from the width of fine response matrix slices. A
linear regression fit is overlayed.

Figure 5.11: Schematic illustration of the solutions (Eqs. (5.44) to (5.46)) for 𝑝T bin width
Δ𝑝T at a given 𝑝T.
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5.5.4 Unfolding and the Underlying Event correction
As was discussed in Section 1.3.4, the jets in the data have the UE yield estimated on
an event-by-event basis. According to this method, the measured detector jet 𝑝T scale is
effectively adjusted to subtract the event’s UE activity momentum density. In order for
unfolding to make sense, a similar subtraction needs to be done on the simulation when
constructing the response to ensure that its detector level 𝑝T scale match the one in the data.
If the scale at the detector level is adjusted in the simulation, the subtraction needs to be
preserved in the jet 𝑝T scale definition at particle level. The correlations between the UE
cones of the matching detector and particle jets presented in Fig. 5.12 shows, as expected for
particles with a low 𝑝T, a good UE resolution for tracking and a decent one from calorimetery.

The UE density discrepancy of 10-20% seen in Fig. 4.17 has the potential to affect the
measurement, as the UE-corrected 𝑝T spectra shapes may not match between the data and
embedding. Ideally this would warrant an extra dimension in the unfolding, or an alternative
UE subtraction method, but for this analysis, an additional systematic uncertainty was
assigned for this effect in Section 6.5.5.

5.6 Uncertainty due to the simulation statistics
As was shown in Section 5.4.2, the uncertainty analysis is extremely important for doing the
unfolding. This analysis must account for not just the uncertainty on the measured spectrum
𝑏, but also on the simulation statistics that are available to estimate the detector response.

The individual elements of the response matrix 𝑀 and the background fraction 𝑏simu.
0;𝑖

𝑏simu.
𝑖

are formed from the event counts that are subject to statistical fluctuations. The counts
of events in the elements of the correlation matrix 𝐴𝑖𝑗 = 𝑀𝑖𝑗 𝑥simu.

𝑗 , in elements of the
expected truth spectrum 𝑥simu.

𝑗 and measured spectrum 𝑏simu., and background spectrum
𝑏simu.

0;𝑖 = 𝑏simu.
𝑖 − ∑𝑗 𝐴𝑖𝑗 are all distributed by a multinomial distribution with the total count

fixed by the size of the simulation sample. Propagation of the uncertainty through the
operations of the division and, especially, the taking of the matrix inverse 𝑀−1 is impractical
to do analytically, hence a Monte Carlo method is used for this.

𝐴𝑖𝑗 ∼ Multinomial(𝜆(𝐴)
𝑖𝑗 , 𝑁) (5.47)

(𝑏𝑖 − ∑
𝑗

𝐴𝑖𝑗) ∼ Multinomial(𝜆(𝑏)
𝑖 , 𝑁) (5.48)

(𝑥𝑗 − ∑
𝑖

𝐴𝑖𝑗) ∼ Multinomial(𝜆(𝑥)
𝑗 , 𝑁) (5.49)

The elements of 𝑀 were estimated from these sampled replicas (1000 of them), and replica
unfolded results were calculated. The standard deviation of the unfolded replicas was taken
as the uncertainty.

The first approximation taken here is to replace sampling of the whole spectra from the
multinomial distribution with sampling of individual bins from a Poisson distribution. This
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Figure 5.12: Multiplicity correlations between contents of the UE cones at the particle and
detector levels estimated from the embedding simulation.
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resulted in a very similar total number of events, and did not change the result significantly
compared to using the multinomial distribution, but was significantly faster to compute.

Technically every entry to the response distribution comes with an independent weight
coming from the inverse luminosity corresponding to its partonic 𝑝𝑇 bin, and possibly from
the soft reweighting or the vertex reweighting. In the first case, the Monte Carlo simulation
would sample all the partonic 𝑝𝑇 bins separately before merging them with their weights to
get the combined response. For the latter cases the following approximation was used:

𝑣 ≃
∑𝑖 𝑤𝑖𝜆

(𝑣)
𝑖

∑𝑖 𝜆(𝑣)
𝑖

𝑅(𝑗) | 𝑅(𝑣) ∼ Poisson (∑
𝑖

𝜆(𝑣)
𝑖 ) (5.50)

for 𝑣 being one of the distributions that has contributions with different weights:

𝑣 = ∑
𝑖

𝑤𝑖𝑅
(𝑣)
𝑖 | For all 𝑖: 𝑅(𝑣)

𝑖 ∼ Poisson(𝜆(𝑣)
𝑖 ) (5.51)

Another limitation of this method is that values of 𝜆(𝑗)
𝑖 and all other necessary combinations

were estimated from our single simulation sample. Thus, bins that didn’t have any entries in
them will remain empty in all of the replicas. Bins that didn’t have many statistics in the
first place will also not yield a precise estimate of 𝜆(𝑗)

𝑖 .
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Chapter 6

Analysis and results

At its core, the present cross section measurement is a simple counting experiment with
a correction for detector effects, detector and trigger live time, trigger efficiency, trigger
prescalers and normalization for the collected luminosity. In this chapter the insights from
the previous chapters will be combined into a comprehensive description of the measurement
procedure.

6.1 Detector level cross section
To begin, here is a definition of the detector level inclusive jet cross section (denoted with “𝑏”
instead of “𝜎” to match the notation from Chapter 5):

𝑏data
𝑖 ≡ ∑

events
Θ(event cuts) 𝜔data

event×

× ∑
detector level
jets in event

Θ(detector jet cuts) Θ((𝜂jet, 𝑝jet
T − Δ𝑝UE

T ) ∈ bin 𝑖) (6.1)

where the “event cuts” are given in Table 6.1 and the “detector jet cuts” are those listed
in Table 3.4.

Cut

• Must have a vertex with a positive (non-pileup) rank and |𝑣𝑧| < 60 cm

• JP𝑖 fired (not applicable to the simulation)

• JP𝑖 should fire

Table 6.1: Event level cuts used at the detector level for selecting Jet Patch triggered events.
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Figure 6.1: Differential cross section for inclusive jet production at detector level for different
Jet Patch triggers.

Each run in the data has a different luminosity associated with it, hence, for a physical
process for which 𝑁𝑖 events were detected with overall efficiency 𝜖𝑖 in the run with index 𝑖,
its measured cross section will be1:

𝜎𝑟 = 𝑁𝑟
𝜖𝑟 ℒ𝑟

(6.2)

Now, to combine the results for this intensive observable among several runs one has to choose
how they will be weighted. The choice taken here is to minimize the dominant statistical
uncertainty on the 𝑁𝑟 events of a jet production process that is rare relative to the ZDC rate
used to monitor ℒ𝑟:

𝛿{𝜎𝑟} ∼ √𝑁𝑟 ∼ √𝜖𝑟 ℒ𝑟 (6.3)
Using the result from Appendix B, and using the weight from Eq. (B.6) one gets the following
averaging:

⟨𝜎⟩ =
∑𝑟 𝜎𝑟

𝜖𝑟 ℒ𝑟
∑𝑗 𝜖𝑗 ℒ𝑗

∑𝑟
𝜖𝑟 ℒ𝑟

∑𝑗 𝜖𝑗 ℒ𝑗

=
∑𝑟 𝑁𝑟

∑𝑟 𝜖𝑟 ℒ𝑟
(6.4)

Hence each event within a run is weighted with the same weight:

𝜔data
event = 1

∑𝑟 𝜖𝑟 ℒ𝑟
(6.5)

1Formally, the 𝜎 is not dependent on the run id 𝑖, but in a measurement, of course, it will fluctuate.
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Figure 6.2: Raw generalized efficiency calculated for matching of particle jets with 𝑝T from
0 GeV to 60 GeV and |𝜂| < 0.8 to detector jets of 5-60 GeV and also |𝜂| < 0.8.

which matches a commonly known fact that non-uniform weighting of events causes larger
relative statistical uncertainties.

Writing down all run-dependent efficiencies that are not part of the unfolding one gets:

𝜖𝑟 = 1
PS(JP𝑖)𝑟

× (Detector live time fraction)𝑟 × (Trigger live time fraction)𝑟 (6.6)

There are two live times to consider here: the trigger live time fraction is governed by trigger
time outs internal to the TCU, whereas the detector live time fraction is reported to the
trigger system based on the detector state.

The cross sections at detector level observed in the data and simulation are shown
in Fig. 6.1. The cross sections seen by different triggers agree at jet 𝑝T values that are much
above the trigger thresholds. In general, they agree reasonably well with the embedding
simulation.

6.2 Combining different triggers
Among the three available jet patch triggers there is the JP0 that has a higher jet detection
efficiency at low 𝑝jet

T (see Fig. 6.2), but poor statistics at high 𝑝jet
T due to a large prescale,

and on the other end of the spectrum, JP2 has two orders of magnitude more of statistics
at high 𝑝jet

T , but a lower efficiency at low 𝑝jet
T due to the higher threshold. Naturally, it is

desirable to use the data from all available triggers to gain the possible benefits for different
regions of phase space.

A complication arises with regard to using the simulation to unfold distributions with
mixed triggers. The problem arises with the treatment of different prescales. A brute
force approach of throwing away events from the simulation according to the data prescale
factors would lead to a waste of simulation’s statistics, so instead the prescales are applied in
reweighting. Other problems arise with the treatment of the overlaps between the triggers.
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Category Condition in data

JP0 promoted JP0 fired ∧ JP1 should fire ∧ JP0 should fire
JP1 promoted (JP0 fired ∨ JP1 fired) ∧ JP2 should fire ∧ JP1 should fire
JP2 promoted (JP0 fired ∨ JP1 fired ∨ JP2 fired) ∧ JP2 should fire

JP0 demoted JP0 fired ∧ JP0 should fire
JP1 demoted JP0 fired ∧ JP1 fired ∧ JP1 should fire
JP2 demoted JP0 fired ∧ JP1 fired ∧ JP2 fired ∧ JP2 should fire

Table 6.2: Definitions of the conditions used to combine different triggers in the data.

Category Condition in simulation Weight in simulation

JP0 promoted JP1 should fire ∧ JP0 should fire 1
PS(JP0)

JP1 promoted JP2 should fire ∧ JP1 should fire ( 1
PS(JP0) + 1

PS(JP1) − 1
PS(JP0)PS(JP1))

JP2 promoted JP2 should fire 1

JP0 demoted JP0 should fire 1
PS(JP0)

JP1 demoted JP1 should fire 1
PS(JP1) (1 − 1

PS(JP0))
JP2 demoted JP2 should fire (1 − 1

PS(JP0)) (1 − 1
PS(JP1))

Table 6.3: Definitions of the conditions used to combine and reweight different triggers in the
simulation.

For a given trigger, the relative fraction of its overlap with other triggers depends on its
rate and prescale factor, as well as the rates and prescale factors of the other triggers that
can overlap with it. In the simulation sample, the higher threshold jet patch triggers are
necessarily a subset of the lower threshold jet patch triggers, so the overlap fractions don’t
match those found the data. Another issue with overlaps is that they lead to double counting
when the trigger samples are simply added together.

The resolution to this complexity lies in getting rid of overlaps by defining event categories
different from JP0, JP1, JP2, that would not overlap in the data. Then the simulation sample
can be reweighted to match the data. This gives rise to two kinds of schemes for doing this:
trigger promotion and trigger demotion. The definitions of categories are given in Tables 6.2
and 6.3 and the derivation of weights can be found in Appendix C. The cuts listed in that
tables are used in place of the “JP𝑖 should fire” in Table 6.1. And the factor of 1

PS(JP𝑖) is also
removed from Eq. (6.6); instead the weight from the table is applied to the simulation when
constructing the detector response. The three categories in the data can then be treated as a
single sample, and the same is done for the three embedding categories with the respective
weights applied.

The trigger promotion differs from demotion in that it defines non-overlapping embedding
categories. This prevents one from overestimating the statistical precision of the simulation
sample when these categories are combined. On the other hand, trigger demotion conserva-
tively uses all available simulation statistics. As seen in Fig. 6.3, both methods give the same
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Figure 6.3: Comparison of spectra unfolded using the two different trigger combination
schemes described in Tables 6.2 and 6.3.
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|𝜂| bin Detector level jet 𝑝T bin boundaries, GeV

0.0 < |𝜂| < 0.4 6.9, 8.2, 9.7, 11.5, 13.6, 16.1, 19.0, 22.5, 26.6, 31.4, 37.2, 44.0, 52.0
0.4 < |𝜂| < 0.8 6.9, 8.2, 9.7, 11.5, 13.6, 16.1, 19.0, 22.5, 26.6, 31.4, 37.2, 44.0, 52.0

|𝜂| bin Particle level jet 𝑝T bin boundaries, GeV

0.0 < |𝜂| < 0.4 6.9, 8.2, 9.7, 11.5, 13.6, 16.1, 19.0, 22.5, 26.6, 31.4, 37.2, 44.0, 52.0
0.4 < |𝜂| < 0.8 6.9, 8.2, 9.7, 11.5, 13.6, 16.1, 19.0, 22.5, 26.6, 31.4, 37.2, 44.0, 52.0

Table 6.4: List of all 2D bins in the jet 𝜂-𝑝T space in the binning of the detector and particle
level cross sections.

cross section.

6.3 Unfolding the detector response
The particle level jet cross sections 𝑥data

𝑗 are obtained from the measured detector level cross
sections 𝑏data

𝑖 according to the following relation:

𝑥data
𝑗 = ∑

𝑖
ℳ−1

𝑖𝑗 𝑏data
𝑖 (6.7)

where the response matrix ℳ is given by

ℳ𝑖𝑗 = ( 𝑏simu.
𝑖

∑𝑘 𝐴𝑖𝑘
) (

𝐴𝑖𝑗

𝑥simu.
𝑗

) (6.8)

Three components are required to construct the response matrix: the particle level
spectrum 𝑥simu.

𝑗 , the simulation’s detector level spectrum 𝑏simu. and the covariance of particle
and detector spectra of matched jets 𝐴𝑖𝑗.

𝑥simu.
𝑗 ≡ ∑

events
𝜔simu.

event ∑
particle level
jets in event

Θ((𝜂jet, 𝑝jet
T − Δ𝑝UE

T ) ∈ bin 𝑗) (6.9)

There are no particle level cuts other than the selection for specific 𝜂-𝑝T bins. The weight
𝜔simu.

event is a product of the partonic 𝑝T bin weights (Section 4.1.2) with the fudge factors (Sec-
tion 4.1.3), the soft reweighting weight (Section 4.1.4), and the vertex weight (Section 4.2.1):

𝜔simu.
event ≡

𝜎�̂�T bin

𝑁�̂�T bin
𝑓partonic. bin 𝜔( ̂𝑝T) 𝜔(𝑣𝑧) (6.10)

The absolute magnitude of the partonic bin cross section does not affect the unfolding
procedure, it is only needed to get the right weight relative to the other partonic bins.

The definition of 𝑏simu. is nearly identical to the one for 𝑏data. (Eq. (6.1)):

𝑏simu.
𝑖 ≡ ∑

events
Θ(event cuts)𝜔simu.

event ∑
detector level
jets in event

Θ(detector jet cuts)Θ((𝜂jet, 𝑝jet
T −Δ𝑝UE

T ) ∈ bin 𝑖)

(6.11)
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where, just as for the data, the “event cuts” are listed in Table 6.1 and the “detector jet cuts”
are provided in Table 3.4.

𝐴𝑖𝑗 ≡ ∑
events

Θ(event cuts) 𝜔simu.
event×

× ∑
pairs of

matched jets

Θ((𝜂detector jet, 𝑝detector jet
T − Δ𝑝UE

T ) ∈ bin 𝑖) Θ(detector jet cuts)×

× Θ((𝜂particle jet, 𝑝particle jet
T − Δ𝑝UE

T ) ∈ bin 𝑗)) (6.12)

where the matched jet pairs are defined according to the algorithm defined in Section 5.5.1.
The boundaries for the 𝜂-𝑝T bins used in the definition above are provided in Table 6.4. A

total of 26 bins are used at both particle and detector levels, which means that the dimension
of 𝑥 and 𝑏 is 26 and the dimension of 𝐴 is 26 × 26. Bin boundaries at the particle level are
chosen to form a geometric series according to Section 5.5.3, assuming that the detector bins
are identical.2

6.4 Data statistics uncertainty
The statistics available in the data are limited, especially for bins at high 𝑝T. The statistical
uncertainty of the detector level spectrum can be quantified using the covariance matrix for 𝑏:

𝐵 ≡ cov(𝑏, 𝑏𝑇) (5.32 revisited)

Technically, it should contain non-diagonal elements coming from the events that had two or
more jets contributing to the inclusive spectrum, but for this analysis this detail was ignored,
and a simple approximation was used:

𝐵 = diag({𝑏𝑖}) (6.14)

The covariance matrix for 𝑥 is definitely not diagonal, as there are significant correlations
between bins. Substituting Eq. (6.7) into Eq. (5.32) one gets:

𝑋 = cov(𝑥, 𝑥𝑇) = 𝑀−1𝐵(𝑀−1)T (6.15)

The magnitudes of the statistical uncertainties in the data are tightly coupled with the choice
of 𝑝T binning.

The general structure (without the magnitude) of the correlation between the different
bins of the unfolded cross section is visualized in Fig. 6.4a. Naturally, it inherits the same
“oscillating” behavior as 𝑀−1.

2This is not the optimal configuration. In fact, the actual implementation divides the particle jet 𝑝T into
600 bins from 0 to 60 GeV and detector jet 𝑝T into 550 bins from 5 to 55 GeV. The histograms are then
rebinned to the final binnning before constructing the response. This should, in principle, allow one to do a
numeric optimization for the unfolding binning using, e.g., annealing techniques.
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Figure 6.4: Pearson correlation coefficient cov(𝑥𝑖, 𝑥𝑗)/√cov(𝑥𝑖, 𝑥𝑖) cov(𝑥𝑗, 𝑥𝑗) for the JP0
trigger.
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6.5 Systematic uncertainties

6.5.1 Embedding simulation sample statistics
The approach to determining this systematic uncertainty is given in Section 5.6. Just as for
the data, this uncertainty is also tied to the 𝑝T binning. The number of bins used puts even
higher pressure on the simulation statistics since the number of elements in the response
matrix grows quadratically with the number of bins.

The Pearson correlation coefficient for fluctuations due to the simulation statistics is
shown in Fig. 6.4b.

6.5.2 Jet Energy Scale
One of the most important quantites for a jet is its transverse momentum 𝑝T. Accuracy of
the transverse momentum determination is essential to the measurement of the differential
jet cross section. This can be illustrated with a simple example of a cross section that has a
power-law dependence on the momentum:

𝑑𝜎
𝑑𝑝𝑇

≃ 𝐴 𝑝−𝛼
𝑇 (6.16)

with 𝛼 on the order of 4-6. Assuming that neutral energy is measured precisely, and in the
limit of large track multiplicity and precise measurement of the track 𝑝T, the cross section at
detector level will be

𝑑𝜎det
𝑑𝑝𝑇

≃ 𝐴(𝜖(1 − 𝑅𝑇) + 𝑅𝑇)−𝛼𝑝−𝛼
𝑇 (6.17)

where 𝜖 is the efficiency, and 𝑅𝑇 is the neutral energy fraction.
The relative uncertainty on this detector level cross section is then given by:

𝛿 {𝑑𝜎det
𝑑𝑝𝑇

}
𝑑𝜎det
𝑑𝑝𝑇

= 𝛼
𝜖(1 − 𝑅T) + 𝑅T

(𝜖(1 − 𝑅T) 𝛿{𝜖}
𝜖

+

+(1 − 𝑅T)𝑝T
𝛿{(1 − 𝑅T)𝑝T}

(1 − 𝑅T)𝑝T
+ 𝜖𝑅T𝑝T

𝛿{𝑅T𝑝T}
𝑅T𝑝T

) (6.18)

Assuming 𝜖 = 90% and 𝑅T = 1
3 , this evaluates to

𝛿 {𝑑𝜎det
𝑑𝑝𝑇

}
𝑑𝜎det
𝑑𝑝𝑇

= 𝛼 ( 9
14

𝛿{𝜖}
𝜖

+ 9
14

𝛿{(1 − 𝑅T)𝑝T}
(1 − 𝑅T)𝑝T

+ 5
14

𝛿{𝑅T𝑝T}
𝑅T𝑝T

) (6.19)

This shows how a Jet Energy Scale (JES) uncertainty associated with the momentum of
charged particles is contributing an approximately twice larger relative uncertainty to the
jet 𝑝T and to the detector level cross section uncertainty than the momentum of neutral
particles. This behavior is illustrated by Fig. 6.5 showing an estimation for effect of a 4%
benchmark uncertainty on the jet 𝑝T distribution.
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Figure 6.5: Jet 𝑝T spectra obtained using a nominal JES, or a JES where neutral or charged
energy is scaled down by 4% or with a JES for which 4% of tracks are removed from each
event randomly.

The approach used in this work to estimate the Jet Energy Scale systematic uncertainties
is to process the simulation sample with each jet’s 𝑝T shifted up or down according to a
given systematic effect. After performing the unfolding of the data with those modified
simulation samples, the resulting cross sections are compared to the nominal cross section
and the difference is taken as the uncertainty. The same shifts can be equivalently applied to
the data, and in all considered cases this yields nearly identical uncertainties to the shifts in
simulation.

EMC calibration and response to hadrons

A standard formula for evaluating the uncertainty on the contribution of the BEMC to jet
𝑝T that was used for previous jet spin asymmetry analyses in STAR looks like (proof given
in Appendix E):

𝛿{𝑝jet
T }

𝑝jet
T

= √𝑅2
T (𝛿{𝐸tower

T }
𝐸tower

T
)

2

+ (1 − 𝑅T)2 (𝛿{𝐸had.
T }

𝐸had.
T

)
2

(6.20)

where the first contribution

𝛿{𝐸tower
T }

𝐸tower
T

≡ √(𝛿{gain}
gain

)
2

+ (𝛿{tower eff.}
tower eff.

)
2

(6.21)

scales with neutral energy and represents the uncertainty related to the calibration of the
calorimeter’s response to the EM-showers (that, for measurement of jets, are caused by 𝛾’s
from 𝜋0 decays).
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Source Uncertainty

inner BEMC ring 𝛿{gain}
gain 3.0% [42]

outer BEMC ring 𝛿{gain}
gain 3.8% [42]

𝛿{tower eff.}
tower eff. 1%

𝜖trk 90%
𝑆hadron 1.16 [59] (can be estimated from Fig. 6.9 and Fig. 6.10)

𝑓had. resp. 32% [68]
𝛿{𝑓had. resp.}

𝑓had. resp.
6% [68]

𝑝proj 72% [68]

Table 6.5: Parameters used in the calculation of the EMC contribution to the JES uncertainty.

The second contribution

𝛿{𝐸had.
T }

𝐸had.
T

≡ ( 1
𝜖trk

𝑆hadron − 𝑝proj) × 𝑓had. resp. ×
𝛿{𝑓had. resp.}

𝑓had. resp.
(6.22)

scales with the charged transverse momentum fraction and corresponds to the uncertainty
due to the response to hadronic showers. The formalism looks a bit more complicated this
time, as it accounts for the hadronic subtraction procedure (described in Section 3.4.4) which
partially reduces the uncertainty as indicated by subtraction of 𝑝proj

3.
The EEMC uncertainties are conservatively estimated to be about the same as the BEMC.
The values of the parameters for Eq. (6.21) and Eq. (6.22) are given in Table 6.5. The

uncertainty for the 4 “outer” BEMC rings can be neglected as the majority of 36 rings are
associated with the “inner” BEMC ring uncertainty. This evaluates to 𝛿{𝐸tower

T }calib.
𝐸tower

T
= 3.2%

and 𝛿{𝐸had.
T }

𝐸had.
T

= 1.1%.
From Table 3.1 one can infer the value of a conversion factor from GeV to DSM ADC

units which is ≈ 4.2 (DSM ADC units)/GeV. A 3% EMC energy uncertainty for an average
trigger threshold thus corresponds to about 1 DSM ADC unit. This uncertainty can be
estimated by adjusting the Jet Patch trigger thresholds in the trigger simulator.

TPC tracking efficiency

The original study of the TPC tracking efficiency was done in [78] using 2006 data and
simulations for 𝑝𝑝 collisions with jet production at

√
𝑠 = 200 GeV. In that study a discrepancy

was found in the tracking efficiency between simulated 𝜋+ and 𝜋− tracks embedded into
collision data and simulated tracks in a simulation sample. The study finds a 5.9% discrepancy
and, after making some assumptions, concludes with a 3.3% tracking efficiency uncertainty for
mid-rapidity tracks. Another relevant observation made in that study was that the tracking
efficiency appears to be consistent for tracks inside the jet cones and those outside.

3Moreover, a better hadronic subtraction procedure that could subtract energy from clusters of towers
instead of individual towers could increase the value of 𝑝proj to be even closer to 1.
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Figure 6.6: Tracking efficiency for simulated tracks as a function of track 𝑝𝑇 and track 𝜂.
Simulated tracks are thrown in the context of the data, embedding simulation and simulation
without the embedding (labeled “pure MC”)
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Figure 6.8: Panel (a) shows the distribution of the track DCA, which is related to the cut
pass rate for the track DCA cut shown in panel (b).

As a part of the present measurement, an attempt to reevaluate and, if possible, reduce
this uncertainty was made. A full technical description of this study is provided in [70] and
only a summary of it is given here. Firstly, the present study was redone using the 2012
data and simulation, featuring many improvements, including a new TPC DAQ and updated
versions of the reconstruction and simulation software. A few changes were made to improve
the previous procedure: for the simulation, the simulated events were embedded in zero bias
data, which had not been done previously; and a more consistent procedure was used for
selecting the vertex position for the introduced simulated 𝜋 track, which was placed at the
reconstructed vertex of the original event in the simulation, the same way it was done for
the data. Figure 6.6 shows the general shape of the TPC tracking efficiency. Single-number
summaries of the tracking efficiencies for the simulated tracks are presented in Fig. 6.7,
showing a sub-percent agreement between the data and the embedding simulation.

In order to evaluate the new tracking efficiency systematic uncertainty, the fraction
of tracks that pass cuts listed in Table 3.2 were evaluated for tracks in the data and the
embedding simulation. Most distributions show excellent agreement except for the track
DCA which has a noticeable systematic difference as seen in Fig. 6.8a, which likely has to do
with an incomplete simulation of the TPC distortion effects. The cut pass rates for DCA
shown in Fig. 6.8b have about a 1% discrepancy between the data and embedding.

As seen in Fig. 6.5, the 1% tracking efficiency uncertainty is not equivalent to a 1%
charged shift for the jet 𝑝T, but only achieves half of the expected effect on the jet 𝑝T spectra.
Together with the small magnitude of the 1% number, this results in an uncertainty on the
jet cross section that is negligible in comparison to the uncertainty due to the EMC response.
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Figure 6.9: The average fraction of the jet 𝑝T carried by long-living neutral hadrons plotted
as a function of jet 𝑝T. Different lines represent predictions from different Event Generators
and their tunes. The “Starugia12” tune refers to the tune described in Section 4.1.1.

TPC calibration

The TPC calibration uncertainty is estimated to be below 1%. This number is based on
reconstructed mass peaks of weak decays of Λ and 𝐾s matching their known masses within
0.3%.

Hadron fractions

A question can arise whether absence of a hadron calorimeter is detrimental to STAR’s ability
to do precision jet measurements. The argument can be made that the energy carried by
long-lived neutral hadrons is not constrained at all in a jet measurement performed at STAR.
Figure 6.9 shows that the fraction of the jet 𝑝T carried by such particles is about 4% each,
and vastly different hadronization models predict a variation in the fraction of up to about
10%, which together correspond to roughly a 0.4% shift in the jet 𝑝𝑇.

6.5.3 𝑅T discrepancy
The discrepancy in 𝑅T distributions seen in Fig. 4.14 may be indicative of a possibly
overlooked effect. Different event generator models predict identical values of 𝑅T at the
particle level (Fig. 6.10), so we do not expect that what is observed is an effect from the
underlying physics of jet production. This indicates the presence of a detector effect.

In order to estimate an uncertainty associated with this discrepancy, the simulation
sample was reweighted to match the d𝑃/d𝑅T distribution from the data within some slices
in the jet 𝑝T. The resulting shift (shown in Fig. 6.11) was taken as the uncertainty due to
the observed 𝑅T discrepancy.
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Figure 6.10: Average jet 𝑅T plotted as a function of jet 𝑝T. Different lines represent predictions
from different Event Generators and their tunes. The “Starugia12” tune refers to the tune
described in Section 4.1.1.
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Figure 6.11: Unfolded jet 𝑝T spectra using a nominal embedding simulation and one using an
embedding simulation reweighted to match the 𝑅T spectra of jets at multiple different jet 𝑝T.
The error bars represent uncertainties due to the limited embedding simulation sample size.
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Figure 6.12: Inclusive jet cross sections unfolded from data using simulations that are
reweighted with different PDF sets.

6.5.4 Variation of the choice of Parton Distribution Functions used
for embedding simulation

The detector response matrix is constructed from the prior given by Pythia and its specific
tune and the associated bin migration predicted by the detector simulation based on that
prior. The result of the unfolding does not depend on the prior binned jet 𝑝T spectrum. It
does, however, depend on other prior parameters that may affect bin migration. To give
some examples of such parameters:

• Particle contents of jets, their longitudinal (𝑧) and transverse (𝑗T) fragmentation

• Contributions of the underlying event

• Distributions of jets inside each jet 𝑝T, jet 𝜂 bin

It is known that the jet shape slightly depends on the flavor of the initiating parton, with
gluon jets being wider than quark ones. One of the selection criteria for jets – matching to
the triggered Jet Patches – may bias the jet selection towards preferring to keep more of
the quark-induced jets. The quark, anti-quark and gluon jets may also have a systematic
difference in the total electric charge of particles inside jets. Through this, the prior Parton
Distribution Functions may have some minor effect on the result of unfolding.

We are looking to evaluate the impact of the prior PDFs on the outgoing jets, without
disturbing the distributions of jets inside the unfolded bins. The PDF reweighting can be
performed on the existing simulation sample by applying an additional weight multiplier to
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the definition of 𝜔simu.
event in Eq. (6.10):

𝜔PDF reweighting =
𝑓 target

𝑖1
(𝑥1, 𝑄2

𝐹) 𝑓 target
𝑖2

(𝑥2, 𝑄2
𝐹)

𝑓 reference
𝑖1

(𝑥1, 𝑄2
𝐹) 𝑓 reference

𝑖2
(𝑥2, 𝑄2

𝐹)
(6.23)

A dedicated study, done as part of the current analysis, showed that, in this way, a
Pythia simulation sample with the ISR, FSR and Hadronization enabled can be reweighted
to match the jet 𝑝T spectrum of a sample generated with a different PDF. The approach
does not handle the contributions of MPI to the jet spectrum, however, that is not a critical
problem for this study. The best reweighting performance was obtained by using 𝑥1 and 𝑥2
from PARI(33), and PARI(34) and the factorization scale 𝑄𝐹, in accordance with the hard
scale choice of Perugia 2012, was taken from ̂𝑝T =PARI(17).

The result of applying the PDF reweighting procedure to construct alternative detector
responses to be used in the unfolding is shown in Fig. 6.12. Although this procedure does not
preserve the aforementioned distributions of jet 𝑝T within bins, it shows that the uncertainty
on the final cross section is small – on the order of 2% – even within this crude estimation.

6.5.5 Discrepancy in Underlying Event between data and embed-
ding

As was discussed in Section 5.5.4, the discrepancy seen in Fig. 4.17 needs an uncertainty to
be associated with it. One way to estimate it is to unfold the UE density of either the data
or simulation to bring one in agreement with another. It is assumed that the discrepancy can
be modeled with a 𝑝jet

T -independent adjustment of the data’s UE density upwards by 18% or
by adjusting the embedding down by 14%. The effect of this procedure is shown in Fig. 6.13.

6.5.6 Uncertainty on the luminosity number
The relative systematic uncertainty for overall scale is assumed to be the same as was estimated
for the luminosity measurement at

√
𝑠 = 510 GeV, which was 3.6% [68]. The “fill-by-fill”

uncertainty for Vernier scans was estimated to be 3.4% (the “run12pp200ZDCsetv1” plot
in [79]). Hence the dominant systematic uncertainty on 𝜎ZDC is 5.0%.

6.6 Comparison to theory
To achieve the goal of probing the parton distributions inside of protons, one needs to do
extensive comparisons with the theory predictions. As jets convey information about the
yields of outgoing partons with certain kinematics, it will need to be matched against pQCD
calculations. Basic checks against the commonly accepted PDF sets should allow one to
gauge the possible impact when included in the global PDF fits.

The fixed-order pQCD calculations work with jets defined at the level of individual partons.
The LO pQCD matrix elements are used in most known Event Generators such as Pythia to
produce events. On top of that, these codes include parton showers that effectively do a next-
to-leading logarithm (NLL) resummation for soft and collinear singularities. Allowing parton
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Figure 6.13: Unfolding of the data using embedding simulation samples processed with
detector level UE 𝑝T-density reduced by 14% or increased by 18% compared to the unfolding
using the nominal simulation. In this case, the particle level UE density remained unchanged.
Additionally, an unfolding using nominal simulation of the data processed with UE 𝑝T-density
reduced by 14% or increased by 18% is also plotted.
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Figure 6.14: Hadronization correction factor 𝑓had.

showers to evolve the scale down to near the hadron masses is a prerequisite for simulating the
hadronization, in order to get to the particle level observables. At the same time, there are
NLO and even NNLO calculations that include matrix elements that are higher order in 𝛼𝑠.
Higher orders are desirable as they allow one to reduce the theoretical uncertainties associated
with the regularization and normalization scales. There is, however, a difficulty interfacing
even an NLO code with NLL showers as there are overlapping contributions corresponding to
real emission. Special schemes like MC@NLO [80] and POWHEG [81] can be used to avoid
the double counting and allow one to “match” the NLO matrix elements to Parton Showers4,
athough such calculations are not used in the present thesis due to additional complexity of
their setup.
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Figure 6.15: Differential cross section for inclusive jet production. Both the measurement and
the Pythia simulation are have UE subtracted using the method described in Section 1.3.4.
The NLO pQCD is corrected to add the effect of the hadronization using procedure described
in Section 6.6.1.

6.6.1 Hadronization correction
A simple bin-by-bin procedure is used here to convert the jet cross section at the particle level
to the jet cross section at the parton level. The cross section predicted by fixed order pQCD
is multiplied by a ratio of the standard particle level cross section predicted by Pythia for
our preferred tune to a parton level cross section predicted by the same event generator with
the same tune, but with hadronization disabled. The parton shower is not disabled in this
case, as the correction is assumed to be universal and targeted to be used with a high-order
fixed order calculation. The resulting correction factors are presented in Fig. 6.14.

6.7 Results
The unfolded inclusive jet cross section, along with its uncertainties can be now presented in
comparison to the Pythia prediction and to NLO pQCD with the hadronization correction

4Another tangentially related problem is the fact that a fixed-order calculation relies on possibly large
and negative counter-terms to avoid numerical instabilities around integration in the infrared limit. The
POWHEG scheme reshuffles the weights to make them strictly positive, thus allowing to implement the
calculation into an Event Generator.
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|𝜂jet| (𝑝jet
T − Δ𝑝UE

T ), GeV 𝜎
Δ𝑝𝑇 Δ𝜂

± 𝛿stat. ± 𝛿simu. ± 𝛿JES ± 𝛿UE, pb 𝑓had.

0.0 – 0.4 6.9 – 8.2 6.34 ± 0.02 ± 0.30 ± 0.76 ± 0.46 × 106 0.53
8.2 – 9.7 2.99 ± 0.01 ± 0.21 ± 0.37 ± 0.15 × 106 0.56
9.7 – 11.5 8.47 ± 0.05 ± 0.90 ± 0.67 ± 0.43 × 105 0.61
11.5 – 13.6 3.27 ± 0.02 ± 0.30 ± 0.39 ± 0.16 × 105 0.65
13.6 – 16.1 1.19 ± 0.01 ± 0.07 ± 0.07 ± 0.05 × 105 0.69
16.1 – 19.0 3.68 ± 0.03 ± 0.19 ± 0.46 ± 0.11 × 104 0.74
19.0 – 22.5 1.26 ± 0.01 ± 0.05 ± 0.12 ± 0.05 × 104 0.76
22.5 – 26.6 3.36 ± 0.05 ± 0.16 ± 0.26 ± 0.09 × 103 0.79
26.6 – 31.4 1.03 ± 0.02 ± 0.03 ± 0.21 ± 0.04 × 103 0.81
31.4 – 37.2 2.30 ± 0.10 ± 0.10 ± 0.22 ± 0.06 × 102 0.83
37.2 – 44.0 4.22 ± 0.37 ± 0.41 ± 0.90 ± 0.17 × 101 0.84
44.0 – 52.0 6.30 ± 1.03 ± 0.43 ± 1.19 ± 0.18 × 100 0.85

0.4 – 0.8 6.9 – 8.2 6.40 ± 0.02 ± 0.33 ± 0.91 ± 0.43 × 106 0.55
8.2 – 9.7 2.55 ± 0.01 ± 0.22 ± 0.33 ± 0.16 × 106 0.57
9.7 – 11.5 8.26 ± 0.04 ± 0.91 ± 0.71 ± 0.53 × 105 0.61
11.5 – 13.6 2.80 ± 0.02 ± 0.32 ± 0.15 ± 0.16 × 105 0.65
13.6 – 16.1 1.13 ± 0.01 ± 0.07 ± 0.06 ± 0.05 × 105 0.72
16.1 – 19.0 3.25 ± 0.03 ± 0.13 ± 0.25 ± 0.13 × 104 0.73
19.0 – 22.5 1.08 ± 0.01 ± 0.03 ± 0.09 ± 0.03 × 104 0.77
22.5 – 26.6 2.85 ± 0.05 ± 0.09 ± 0.25 ± 0.10 × 103 0.80
26.6 – 31.4 7.72 ± 0.22 ± 0.30 ± 0.83 ± 0.23 × 102 0.82
31.4 – 37.2 1.59 ± 0.09 ± 0.07 ± 0.19 ± 0.03 × 102 0.84
37.2 – 44.0 3.70 ± 0.34 ± 0.13 ± 0.54 ± 0.12 × 101 0.84
44.0 – 52.0 1.41 ± 0.82 ± 0.28 ± 0.67 ± 0.06 × 100 0.84

Table 6.6: Numerical values for the differential Inclusive Jet cross section for proton-proton
collisions at

√
𝑠 = 200 GeV corresponding to Fig. 6.15. The last column contains numerical

values of the hadronization correction factor values from Fig. 6.14. Those are suggested for
use in comparisons of the present measurement to the fixed-order pQCD calculations.
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applied. The result is presented graphically in Fig. 6.15 and as numbers in Table 6.6.
In the next chapter an interpretation of the present result will be discussed.
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Chapter 7

QCD analysis

QCD provides the collinear factorization framework that connects observable cross sections
to the Parton Distribution Functions. The present measurement alone is not sufficient to
reconstruct the PDFs for several reasons. A typical PDF fit requires at least a Deep Inelastic
Scattering (DIS) data set, for which in Neutral Current processes (NC; 𝑒+𝑝 → 𝛾/𝑍 → 𝑒+𝑋)
one can pinpoint linear combinations of quark and anti-quark distributions with good
kinematic resolution in 𝑥 and 𝑄2 (limited by radiative corrections). The DIS data set on
Charged Current processes (CC; 𝑙 + 𝑝 → 𝑊 → 𝜈𝑙 + 𝑋 or 𝜈𝑙 + 𝑝 → 𝛾/𝑍 → 𝑙 + 𝑋) allows one
to further disentangle up-type and down-type quark/antiquark distributions. Hadron collider
data on 𝑊 ± boson production cross sections have sensitivity between the quark generations
allowing one to constrain the strange quark distribution. Measurements of the jet production
cross sections in 𝑒𝑝 and 𝑝𝑝 collisions have a direct sensitivity to the gluon PDF.

A common method for benchmarking a new dataset in a global fit is to reweight one of
the existing PDF fits using the information on its correlated errors. The specific procedure
depends on the details of the definition used to calculate uncertainties in a given PDF fit:
for the fits using the Hessian approach (as used by CTEQ, xFitter, MMHT collaborations)
the formalism presented in [23] can be applied, while fits that use Monte Carlo sampling
(mainly used by the NNPDF Collaboration) can be reweighted using a Bayesian formalism
such as [82]. In this thesis, the impact on the fit is assessed using the xFitter [83] framework
to conduct a full fit using the present inclusive jet cross section measurements in addition to
the combined data [84] on cross sections for the DIS processes measured by the H1 and Zeus
experiments at the HERA 𝑒𝑝 collider. This should allow one to get most precise estimates
for the updated PDF values, and more importantly, values for their uncertainties.

7.1 General comparison to NLO pQCD
Impact on the PDF fits can be estimated by comparing predictions of pQCD for different
existing PDF fits. The CT14 [85], HERAPDF2.0 [84], MMHT2014 [86] and NNPDF3.1 [87]
PDF sets were used for comparisons shown in Fig. 7.1.

The data favor the predictions for the HERAPDF2.0 set that has an 𝑥-dependency trend
that is different from the trend for the other chosen PDF sets. The latter observation can be
explained by looking at the gluon component of the PDF sets presented in Fig. 7.2, which shows
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Figure 7.1: NLO pQCD predictions for several modern PDF sets compared to the present
measurement. Error bands indicate uncertainty propagated from the uncertainty of the PDF
sets.
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Figure 7.2: Comparison of the gluon PDF as a function of 𝑥 for several modern PDF sets at
a scale 𝑄 = 10 GeV.
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a drastically reduced gluon contribution at high 𝑥1. Interestingly, the HERAPDF2.0Jets [84]
PDF set, that is supposed to have a direct sensitivity to the gluon PDF by the virtue of
including data on jet production at HERA, has a similar trend as the HERAPDF2.0.

The poor agreement of the present data with NLO pQCD for PDFs other than HERAPDF2.0
further motivates use of the xFitter framework or otherwise reweighting that particular PDF
set.

7.2 Procedure for PDF fitting
A general outline of the procedure for determining a PDF from a fit to the data goes as
follows:

• Choose a functional form for all PDFs at an initial scale (the standard value from
HERAPDF2.0, 𝑄2 = 1.9 GeV2 is used here) dependent on a set of numeric fit parame-
ters 𝑎 (to be described in Section 7.2.1)

• Choose initial values of the PDF parameters

• Numerically evolve the PDFs using DGLAP evolution [88–91] to the 𝑄2 scale(s) needed
by the theory to predict the experimental data

• Calculate theoretical predictions 𝑚 from the values at the current evolved PDF (to be
described in Section 7.2.2)

• Compare predictions 𝑚 for the evolved PDF to the data 𝜇, calculate 𝜒2 as described
in Section 7.2.3

• Iterate steps 3, 4 and 5 for different values of numeric parameters to determine derivatives
𝜕𝜒2/𝜕𝑎𝑖 of 𝜒2 with respect to the parameters 𝑎 as needed by the MIGRAD minimization
algorithm from MINUIT [92]

• Allow MIGRAD to iterate steps 3, 4, 5 and 6 and update values of 𝑎 until a minimum of
𝜒2 is reached

Once the fit is done, the values of the parameters 𝑎 = 𝑎best-fit corresponding to the
minimum of the 𝜒2 will determine the resulting PDF set. The Hessian matrix 𝐻 is calculated
using a method from [93]. Eigenvectors of the Hessian matrix 𝛿𝑎 define a correlated uncertainty
on the vector 𝑎 using a tolerance 𝑇 ≡ 1 = Δ𝜒2 = ∑𝑖𝑗 𝛿𝑎𝑖𝐻𝑖𝑗𝛿𝑎𝑗. The PDF sets corresponding
to updating the parameters from 𝑎best-fit to 𝑎best-fit ± 𝛿𝑎 are called “Hessian error vectors”,
and they are used to describe the uncertainties of a PDF set.

1A check to see if the gluon distribution is responsible for the shape modification can be done by calculating
the prediction of NLO pQCD for a PDF set that uses the quark distributions from HERAPDF and the gluon
distribution from non-HERAPDF. While such a PDF set violates the momentum sum rule, this is still a valid
numerical check. This result shows that the gluon distribution is indeed the primary cause for the effect.
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7.2.1 Fit parametrization
The standard parametrization of HERAPDF2.0 [84] is the following:

𝑥 𝑔(𝑥) = 𝐴𝑔 𝑥𝐵𝑔(1 − 𝑥)𝐶𝑔 − 𝐴′
𝑔 𝑥𝐵′

𝑔(1 − 𝑥)𝐶′
𝑔 (7.1)

𝑥 𝑢𝑣(𝑥) = 𝐴𝑢𝑣
𝑥𝐵𝑢𝑣 (1 − 𝑥)𝐶𝑢𝑣 (1 + 𝐸𝑢𝑣

𝑥2) (7.2)
𝑥 𝑑𝑣(𝑥) = 𝐴𝑑𝑣

𝑥𝐵𝑑𝑣 (1 − 𝑥)𝐶𝑑𝑣 (7.3)
𝑥 ̄𝑈(𝑥) = 𝐴�̄� 𝑥𝐵�̄�(1 − 𝑥)𝐶�̄� (1 + 𝐷�̄�𝑥) (7.4)
𝑥 �̄�(𝑥) = 𝐴�̄� 𝑥𝐵�̄�(1 − 𝑥)𝐶�̄� (7.5)

(7.6)

Then the normalization parameters 𝐴𝑔, 𝐴𝑢𝑣
, 𝐴𝑑𝑣

are fixed using the momentum sum rule
and valence quark sum rules:

1 = ∫ d𝑥 𝑥 (∑
𝑖

(𝑞𝑖(𝑥) + ̄𝑞𝑖(𝑥)) + 𝑔(𝑥)) (7.7)

2 = ∫ d𝑥 𝑢𝑣(𝑥) (7.8)

1 = ∫ d𝑥 𝑑𝑣(𝑥) (7.9)

(7.10)

Other constraints are set on the parameters: 𝐵�̄� = 𝐵�̄�, 𝐶′
𝑔 = 25, 𝐴�̄� = 𝐴�̄�(1 − 𝑓𝑠) with

𝑓𝑠 = 0.4. This leaves 14 free parameters in the fit.

7.2.2 Theory
In order to calculate the theoretical predictions 𝑚𝑖 for a given set of PDFs at specified order,
one needs a pQCD calculation matching to the same order. In this analysis NLO pQCD
theory implemented in the NLOJet++ code [94] is used to obtain the parton level jet cross
sections. This code is using a variant of the Catani-Seymour subtraction [95] that relies on
numerical integration to integrate over the phase space. A PDF fit generally requires one to
evaluate the theory prediction for many varying PDF inputs, which is impractical to do by
repeating the slow integration each time. One way to improve the speed of the calculation
is based on using the QCD factorization theorem [96]. In this method one represents the
cross section as a sum of PDFs interpolated on a grid of discrete 𝑥-𝑄 values and coupling
𝛼𝑠(𝑄) interpolated on a grid of just the 𝑄 values with cross section kernels. The kernels
are specific to a particular process, energy and jet observable, but can be calculated once
(100 CPU days) and be quickly convoluted with an arbitrary PDF set (≪ 1 CPU second) to
get a result for the cross section. The FastNLO tables are generated for this measurement
and are available at [97].

The partonic level jet cross section from the interpolated fixed order pQCD is further
corrected to particle level using the multiplicative correction described in Section 6.6.1. The
correction is assumed to be weakly dependent on the PDF set used.
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Parameter HERA only HERA+pp200

’Adbar’ 0.1054 ± 0.0032 0.1089 ± 0.0058
’Adv’ 1.0000 1.0000
’Ag’ 1.0000 1.0000
’Agp’ 0.237 ± 0.021 0.141 ± 0.039
’Auv’ 1.0000 1.0000
’Bdbar’ −0.1723 ± 0.0036 −0.1680 ± 0.0062
’Bdv’ 0.805 ± 0.037 0.827 ± 0.091
’Bg’ −0.0135 ± 0.0018 −0.0257 ± 0.0055
’Bgp’ −0.1666 ± 0.0095 −0.239 ± 0.046
’Buv’ 0.7138 ± 0.0080 0.700 ± 0.031
’Cdbar’ 4.86 ± 0.54 8.5 ± 2.1
’Cdv’ 4.08 ± 0.16 4.08 ± 0.41
’Cg’ 9.09 ± 0.26 7.00 ± 0.27
’Cgp’ 25.00 25.00
’Cubar’ 8.06 ± 0.13 7.04 ± 0.78
’Cuv’ 4.841 ± 0.040 4.807 ± 0.087
’DbarToS’ 1.0000 1.0000
’Dubar’ 11.9 ± 1.0 8.4 ± 2.3
’Euv’ 13.40 ± 0.57 13.4 ± 2.0
’fs’ 0.4000 0.4000

Fit status not-a-fit not-a-fit
Uncertainties not-a-fit not-a-fitTable 7.1: PDF parameters resulting from PDF fits to the HERA data only and to the HERA

data with addition of the present measurement.

7.2.3 Definition of 𝜒2 in the fit
Equation 32 from [84] reads:

𝜒2
exp = ∑

𝑖

[𝑚𝑖 − ∑𝑗 𝛾𝑖
𝑗𝑚𝑖𝑠𝑗 − 𝜇𝑖]2

𝛿2
𝑖,stat𝜇𝑖𝑚𝑖 + 𝛿2

𝑖,uncor(𝑚𝑖)2 + ∑
𝑗

𝑠2
𝑗 + ∑

𝑖
log

𝛿2
𝑖,stat𝜇𝑖𝑚𝑖 + 𝛿2

𝑖,uncor(𝑚𝑖)2

(𝛿2
𝑖,stat + 𝛿2

𝑖,uncor)(𝜇𝑖)2 (7.11)

The first term includes a deviation in units of “sigma” of the theoretical prediction 𝑚𝑖 from
the measured data point 𝜇𝑖. It is written under the assumption that the actual uncertainty
has to be calculated from the true value 𝜇𝑖, hence, the statistical uncertainty scales just as
the Poisson variable 𝜇𝑖 ∼

√
𝑁 and the uncorrelated uncertainty scales linearly, assuming a

fixed relative uncertainty 𝛿𝑖,uncor. The 𝑠𝑗 are so-called “nuisance parameters”, each showing
by how many “sigmas” (towards the penalty accumulated in the second term) the relative
correlated uncertainty vector 𝛾𝑖

𝑗 is shifted. The third term with the logarithm originally
introduced in [98] serves the purpose of minimising the bias associated with the presence of
the variable quantity, such as 𝑚𝑖 in the denominator of the first term (acting as the Gaussian
width).
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Dataset HERA only HERA+pp200

HERA1+2 NCep 820 68 / 70 69 / 70
HERA1+2 NCep 460 217 / 204 220 / 204
HERA1+2 CCep 43 / 39 46 / 39
HERA1+2 NCem 222 / 159 224 / 159
HERA1+2 CCem 54 / 42 53 / 42
HERA1+2 NCep 575 219 / 254 222 / 254
HERA1+2 NCep 920 439 / 377 454 / 377
STAR pp200 jets - 66 / 24
Correlated χ2 86 84
Log penalty χ2 +8.4 -6.81

Total χ2 / dof 1357 / 1131 1431 / 1155

χ2 p-value 0.00 0.00

Table 7.2: 𝜒2/𝑁d.o.f. for PDF fits to the HERA data only and to the HERA data with
addition of the present measurement.

7.2.4 Results
A fit to the HERA data only using xFitter 2.2.0 agrees reasonably well with the published
HERAPDF2.0 PDF and will serve as a baseline. Adding the present measurement to the
fit requires three components: theory tables (described in Section 7.2.2), measured values
(given in Table 6.6) and their uncertainties. The statistical uncertainties of the data and the
simulation (described in Sections 6.4 and 6.5.1) were treated as fully uncorrelated between
bins, whereas the leading systematic uncertainties for EMC response (Section 6.5.2) and
luminosity (Section 6.5.6) were treated as fully correlated. The other uncertainties are
neglected in this fit.

The original HERAPDF2.0 fit at NLO has a 𝜒2/𝑁d.o.f. = 1357/1131 [84], and, as seen in
Table 7.2, the present data add an additional 24 degrees of freedom and increase 𝜒2 by 66
units.

A notable change in the PDF fit after inclusion of the present data happens to the gluon
PDF, as is shown in Fig. 7.3. The change to the inclusive jet cross section predicted by NLO
pQCD is shown in Fig. 7.4.

When one is interested in quantitatively comparing the ability of different datasets to
constrain PDFs, a direct comparison of the relative uncertainties like Δ𝑔(𝑥, 𝑄2)/𝑔(𝑥, 𝑄2)
is subject to variations due to different data resulting in fits with different values of the
denominator 𝑔(𝑥, 𝑄2). One way to overcome that is to replace data with pseudo-data by
replacing the point values with their theory predictions for the reference PDF. This technique
is used to compare the impact of the present inclusive jet cross section measurement at RHIC
to the impact of the inclusive jet cross section measurements from the Tevatron [99, 100].
The result is given in Fig. 7.5 and shows that the present measurement performs better at
high 𝑥 than those past measurements at the Tevatron.
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Figure 7.3: Relative uncertainties on the values of 𝑔(𝑥, 𝑄2) as a function of 𝑥 at the
parametrization scale 𝑄2 = 1.9 GeV2 for PDF fits to the HERA data only and to the HERA
data with addition of the present measurement.
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Figure 7.4: Inclusive jet cross section predicted by NLO pQCD for the PDF sets resulting
from the fits with and without the present data (referred to as “pp200”).
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parametrization scale 𝑄2 = 1.9 GeV2 for pseudo-data fits using the HERA data alone
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Chapter 8

Conclusions

The cross section for inclusive jet production in unpolarized proton-proton collisions has
been measured in a unique kinematic region, at

√
𝑠 = 200 GeV, for the first time, with the

focus on precision and careful treatment of the systematic uncertainties. This measurement
is complementary for use in studies of the initial proton state and the final state interactions
in jet physics to the previous measurements at the Tevatron and LHC.

The goal for this measurement is to provide an improved constraint on the gluon PDF at
large values of 𝑥. This has been demonstrated in comparison to previous inclusive jet cross
section measurements done at the Tevatron that are included in most modern global fits.
The presented measurement uses the anti-𝑘T algorithm which, unlike the mid-point cone
algorithm used at Tevatron, is collinear and infrared safe to all orders in perturbation theory.
Because of that, the present measurement will continue to be useful as we advance into the
era of NNLO and N3LO theoretical calculations.

The present analysis suggests that this measurement has the potential to improve the gluon
PDF uncertainties in the global fits, contingent on knowing the value of the hadronization
correction. While the theoretical uncertainty on this correction was estimated in this work,
its size is subjective. Should subsequent theoretical studies reveal the uncertainty to be
much larger, the present measurement can be used as a basis for tuning MC simulations
by leveraging the existing precision of the PDF sets. Improvement in understanding of
the hadronization effects for jets at RHIC energies would be valuable for interpreting jet
measurements at the future Electron Ion Collider.
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Appendix A

Collider luminosity

The instantaneous luminosity ℒ of a scattering system ℬ (specified in terms of experimental
conditions, e.g., density and flux of incoming beams) quantifies for every interaction process 𝒫
(specified in terms of the final state conditions, e.g., the momenta and the species of particles
scattered or produced in the interaction) a ratio between its cross section 𝜎𝒫 and interaction
rate 𝑑𝑁ℬ;𝒫

d𝑡 :

ℒℬ ≡ 1
𝜎𝒫

𝑑𝑁ℬ;𝒫

d𝑡
, (A.1)

The Si unit for luminosity is therefore cm−2s−1.
Using the quantities as measured in the rest frame of one of the colliding beams of

density 𝜌ℬ-target, the cross section 𝜎𝒫 can be defined in terms of incident beam’s flux
Φℬ-incident, scattering rate 𝑑𝑁ℬ;𝒫

d𝑡 and interaction region volume 𝑉 as:

𝜎𝒫 𝜌ℬ-target Φℬ-incident 𝑉 = 𝑑𝑁ℬ;𝒫

d𝑡
(A.2)

A cross section quantifies the probability for interaction, however it has a geometrical
interpretation. One example is the classical scattering of a point-like object on a solid black
body for which the geometrical cross section in the plane transverse to the incidence axis
matches the interaction cross section. Another example is the scattering at various possible
impact parameters (i.e., transverse distances with respect to the scattering centers) for
microscopic systems. Hence a cross section is given in units of area.

Combining Eq. (A.2) with Eq. (A.1) and integrating over time and allowing for non-
uniform densities in the interaction volume one gets a general expression for the integrated
luminosity:

ℒint. ≡ ∫ ℒ d𝑡 = ∫ 𝜌1𝜌2𝑣12 d𝑉 d𝑡 (A.3)

Both ℒint. and d𝑉 d𝑡 are Lorentz-invariants. Substituting a Lorentz-invariant expression for
the luminosity density 𝜌1𝜌2𝑣12 one gets [101]:

ℒint. = ∫ 𝜌1𝜌2√( ⃗𝑣1 − ⃗𝑣2)2 − ( ⃗𝑣1 × ⃗𝑣2)2

𝑐2 d𝑉 d𝑡 (A.4)
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The angle between ⃗𝑣1 and − ⃗𝑣2 is known as the crossing angle. If its value is negligibly small,
the latter square root evaluates for relativistic head-on collisions to simply 2𝑐.

A.1 Vernier scan
The measurement of the luminosity for this analysis was performed using a “Van der Meer
scan” [102] (also known as a Vernier scan). At RHIC this was done by changing beam
trajectories to achieve a displacement of the colliding “Blue” and “Yellow” beams with respect
to each other in the horizontal and vertical directions.

A.1.1 Beam position
The 𝑥 and 𝑦 coordinates of the beams are measured using the Beam Position Monitors
(BPMs) [103] located near DX magnets1 located at both sides of the STAR’s Intersection
Point (IP). The location of the beams can be then interpolated as a mean of the measurements
at both ends:

𝑥𝑖;IP = 1
2

(𝑥𝑖;BPM in + 𝑥𝑖;BPM out)

𝑦𝑖;IP = 1
2

(𝑦𝑖;BPM in + 𝑦𝑖;BPM out)
(A.5)

This way one can monitor beam positions for each of the two beams (indexed with the index 𝑖)
and cross-check the displacements applied during a Vernier scan.

A.1.2 Luminosity monitoring
Another component needed to make the Vernier scan work is an ability to track the relative
changes in the luminosity. In an experiment this is typically implemented by setting up
a trigger that would detect an occurrence of a certain physical interaction process 𝒫mon.
corresponding to a fixed interaction cross section 𝜎𝒫mon. . Then the firing rate d𝑁𝒫mon.

d𝑡 of that
trigger would be proportional to the instantaneous luminosity ℒ.

For a luminosity monitor trigger to serve its purpose well, it should satisfy some experi-
mental requirements: the background has to be small or predictable, the deadtime has to
be minimal, and the energy or momentum thresholds and the acceptance should be stable.
For this analysis the luminosity monitoring was done using the rate of coincidence of hits
in the East and West ZDC detectors. Having ZDC detectors on each side of STAR makes
the requirement of coincidence suppress some background. It must also have a uniform
acceptance and response across the observed interaction diamond. Situated right along the
beam axis the ZDC detectors naturally satisfy the latter requirement.

There are, however, some non-linearities present for a coincidence-based trigger at high
luminosity. For one, such a trigger can not distinguish if single or multiple interactions have

1A set of “DX” and “D0” dipole magnets is located at ≈ 10 m and ≈ 23 m away from every Intersection
Point of the RHIC [104]. The purpose of the first D0 magnets is to steer beams from the beamline into the
first DX magnets, where they are focused towards a collinear path onto the incident beams. The second DX
magnet steers the beam back to the D0 magnet which directs it back into the beam line.
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occurred in a given bunch crossing. Additionally, when we observe hits at both ends at the
same time, which would usually indicate an interaction of interest – a true coincidence, but
may be also due to a coincidence of backgrounds firing both detectors at the same time.
These two effects are small for proton-proton collisions at RHIC at

√
𝑠 = 200 GeV that

are low-luminosity in comparison to proton-proton collisions at
√

𝑠 = 510 GeV. They were
addressed via a correction for “multiples” and “accidentals” that is described in [105].

There are at least three [106] systems in STAR that allow tracking and recording the ZDC
coincidence rate [107]. The RICH scaler boards are hardware counters that can accumulate
signal counts and report them at regular intervals. Unfortunately, the raw RICH scaler data
with per second resolution is not available for the dataset for 𝑝𝑝 collisions at

√
𝑠 = 200 GeV

in year 2012, although the rates are also stored in the experiment conditions database, but
only at 15 second intervals (i.e., with 14 second gaps). Data from the RHIC scaler system is
available at 1 second intervals. However, it uses different digitization hardware for the analog
signals from the ZDC and thus provides a rate that is different from the RICH scaler. Thus
choice of a scaler affects the definition of what is considered to be the ZDC cross section.
The third set of scaler logic is present in the TCIM unit and monitors the ZDC trigger fire
condition rates, which relies upon both ADC and TAC timing information, as would be used
for the ZDCMB trigger.

A.1.3 Luminosity in Vernier scans
Rewriting Eq. (A.4) for collinear beams colliding with horizontal and vertical displacements Δ𝑥
and Δ𝑦, we get an expression for luminosity given as the following overlap integral:

ℒint. = 2𝑐 ∫ 𝜌1(𝑥, 𝑦, 𝑧, 𝑡) 𝜌2(𝑥 − Δ𝑥, 𝑦 − Δ𝑦, 𝑧, −𝑡) d𝑥 d𝑦 d𝑧 d𝑡 (A.6)

for which the densities along 𝑥, 𝑦 and 𝑧 of a single bunch are often assumed to be Gaussian:

𝜌𝑖(𝑥, 𝑦, 𝑧, 𝑡) = 𝑁𝑖

√(2𝜋)3 𝜎𝑥;𝑖 𝜎𝑦;𝑖 𝜎𝑧;𝑖
exp ( − 𝑥2

2𝜎2
𝑥;𝑖

− 𝑦2

2𝜎2
𝑦;𝑖

− (𝑧 − 𝑐𝑡)2

2𝜎2
𝑧;𝑖

) (A.7)

and so the integration in Eq. (A.6) along the 𝑥 and 𝑦 axes is performed as:

1
2𝜋𝜎𝑥;1𝜎𝑥;2

∫ exp ( − 𝑥2
1

2𝜎2
𝑥;1

− (𝑥1 + Δ𝑥)2

2𝜎2
𝑥;2

) d𝑥1 =

= 1

√2𝜋(𝜎2
𝑥;1 + 𝜎2

𝑥;2)
exp (− (Δ𝑥)2

2(𝜎2
𝑥;1 + 𝜎2

𝑥;2)
) (A.8)

and integration over time 𝑡 of a single bunch crossing gives:

1
2𝜋𝜎𝑧;1𝜎𝑧;2

∫ exp ( − (𝑧 − 𝑐𝑡)2

2𝜎2
𝑧;1

− (𝑧 + 𝑐𝑡)2

2𝜎2
𝑧;2

) d𝑧 d𝑡 =

= 1

𝑐√2𝜋(𝜎2
𝑧;1 + 𝜎2

𝑧;2)
∫ exp (− 4𝑧2

2(𝜎2
𝑧;1 + 𝜎2

𝑧;2)
) d𝑧 (A.9)
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Averaging over many beam revolutions involves summing over all the colliding bunch
pairs in the beams, and one arrives at:

⟨dℒ(Δ𝑥, Δ𝑦)
d𝑡

⟩ = 2
𝑓rev ∑𝑖 𝑁1;𝑖𝑁2;𝑖

√(2𝜋)3 Σ𝑥 Σ𝑦 Σ𝑧
exp ( − Δ𝑥2

2Σ2
𝑥

− Δ𝑦2

2Σ2
𝑦

) ∫ exp (− 4𝑧2

2Σ2
𝑧
) d𝑧 =

=
𝑓rev ∑𝑖 𝑁1;𝑖𝑁2;𝑖

2𝜋 Σ𝑥 Σ𝑦
exp ( − Δ𝑥2

2Σ2
𝑥

− Δ𝑦2

2Σ2
𝑦

) (A.10)

where 𝑁1;𝑖 and 𝑁2;𝑖 are the total numbers of particles in the pairs of colliding bunches in
the two beams, and where shorthand for the terms Σ𝑥 ≡ (𝜎2

𝑥;1 + 𝜎2
𝑥;2), Σ𝑦 ≡ (𝜎2

𝑦;1 + 𝜎2
𝑦;2)

and Σ𝑧 ≡ (𝜎2
𝑧;1 + 𝜎2

𝑧;2) are used.
The quantities of interest are the maximum possible instantaneous luminosity during the

Vernier scan
⟨dℒ(0, 0)

d𝑡
⟩ =

𝑓rev ∑𝑖 𝑁1;𝑖𝑁2;𝑖

2𝜋 Σ𝑥 Σ𝑦
(A.11)

and instantaneous luminosity integrated over displacement along an axis of interest (𝑥-axis
used as a specific example):

∫ ⟨dℒ(Δ𝑥, 0)
d𝑡

⟩ d(Δ𝑥) =
𝑓rev ∑𝑖 𝑁1;𝑖𝑁2;𝑖√

2𝜋 Σ𝑦
. (A.12)

Hence, by measuring the luminosity monitor trigger rate d𝑁𝒫𝑚

d𝑡 (Δ𝑥, Δ𝑦) ∼ ℒ(Δ𝑥, Δ𝑦) for
several known beam displacements, one can determine the combined beam widths Σ𝑥 and Σ𝑦:

Σ𝑥 =
∫ ⟨dℒ(Δ𝑥, 0)

d𝑡
⟩ d(Δ𝑥)

√
2𝜋 ⟨dℒ(0, 0)

d𝑡
⟩

(A.13)

Σ𝑦 =
∫ ⟨dℒ(0, Δ𝑦)

d𝑡
⟩ d(Δ𝑦)

√
2𝜋 ⟨dℒ(0, 0)

d𝑡
⟩

(A.14)

The resulting values for Σ𝑥 and Σ𝑦 can be then substituted back into Eq. (A.11) or Eq. (A.10).
The stability of the RHIC beam conditions is not guaranteed even within a single RHIC

fill. Hence, the luminosity determined for the beam conditions that were in place during the
Vernier scan does not by itself determine the luminosity delivered during data-taking that is
used for the physics cross section measurement.

Hourglass correction

The formalism of beam dynamics describes the transverse beam size using the following
formula:

𝜎𝑖(𝑠) = √𝜖𝑖 𝛽𝑖(𝑠) (A.15)

114



0.25 0.50 0.75 1.00 1.25 1.50
√

2𝛽∗/Σ𝑧

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
ℐ(𝑥) ℱ(𝑥) ℱ2(𝑥)/ℐ(𝑥)

Figure A.1: Form factors ℐ, ℱ and ℱ2/ℐ as a function of
√

2𝛽∗/Σ𝑧 ≈ 𝛽∗/𝜎𝑧.

where 𝜖𝑖 is the beam emittance along axis 𝑖, and 𝛽𝑖(𝑠) is a “beta function” parametrized
along the nominal beam trajectory. An important result of beam dynamics is that for a beam
a “drift space” (without presence of any magneto-optics) behaves according to:

𝛽𝑖(𝑧) = 𝛽∗
𝑖 + 𝑧2

𝛽∗
𝑖

(A.16)

where 𝛽∗
𝑖 is the value2 of the beta function at a focal point 𝑧 = 0:

𝛽∗
𝑖 = 𝛽𝑖(0) (A.17)

This effect in turn modifies the overlap density to look like

⟨dℒ(Δ𝑥, Δ𝑦)
d𝑡

⟩ = 2
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖

√(2𝜋)3 Σ𝑥 Σ𝑦 Σ𝑧
×

× ∫ √
𝛽∗

𝑥𝛽∗
𝑦

𝛽𝑥(𝑧)𝛽𝑦(𝑧)
exp ( − Δ𝑥2𝛽∗

𝑥
2Σ2

𝑥𝛽𝑥(𝑧)
−

Δ𝑦2𝛽∗
𝑦

2Σ2
𝑦𝛽𝑦(𝑧)

− 4𝑧2

2Σ2
𝑧
) d𝑧 (A.18)

Then, assuming 𝛽∗
𝑥 = 𝛽∗

𝑦 = 𝛽∗ one can integrate analytically3 and get a more general version
of Eq. (A.11):

⟨dℒ(0, 0)
d𝑡

⟩ = 2
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖

√(2𝜋)3 Σ𝑥 Σ𝑦 Σ𝑧
∫ (1 + 𝑧2

(𝛽∗)2 )
−1

exp (− 4𝑧2

2Σ2
𝑧
) d𝑧 =

=
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖

2𝜋 Σ𝑥 Σ𝑦
ℐ (

√
2𝛽∗

Σ𝑧
)

(A.19)

2Reads “beta star”, with no connection to STAR, the experiment.
3A more general case can be computed numerically.
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where form factor ℐ(𝑥) ≡
√

𝜋𝑥 exp(𝑥2) (1 − erf(𝑥)) (see Fig. A.1 for numerical values).
The new expression of luminosity integral replacing Eq. (A.12) is:

∫ ⟨dℒ(Δ𝑥, 0)
d𝑡

⟩ d(Δ𝑥) =

= 2
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖

√(2𝜋)3 Σ𝑥 Σ𝑦 Σ𝑧
∫ √

𝛽∗
𝑥𝛽∗

𝑦

𝛽𝑥(𝑧)𝛽𝑦(𝑧)
exp ( − Δ𝑥2𝛽∗

𝑥
2Σ2

𝑥𝛽𝑥(𝑧)
− 4𝑧2

2Σ2
𝑧
) d(Δ𝑥) d𝑧 =

= 2
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖√

4𝜋2 Σ𝑦 Σ𝑧
∫ (1 + 𝑧2

(𝛽∗
𝑦)2 )

− 1
2

exp (− 4𝑧2

2Σ2
𝑧
) d𝑧 =

=
𝑓rev ∑𝑖 𝑁Y;𝑖𝑁B;𝑖√

2𝜋 Σ𝑦
ℱ (

√
2𝛽∗

𝑦

Σ𝑧
)

(A.20)

where form factor ℱ(𝑥) ≡ √ 1
𝜋 𝑥 exp (𝑥2

2 ) 𝐾0 (𝑥2

2 ) (see Fig. A.1 for numerical values)
where 𝐾0(z) is the modified Bessel function of the second kind.

Then the expressions equivalent to Eqs. (A.13) and (A.14) (again, assuming 𝛽∗
𝑥 = 𝛽∗

𝑦 = 𝛽∗)
are:

Σ𝑥 =
ℐ (

√
2𝛽∗/Σ𝑧)

ℱ (
√

2𝛽∗/Σ𝑧)
×

∫ ⟨dℒ(Δ𝑥, 0)
d𝑡

⟩ d(Δ𝑥)

√
2𝜋 ⟨dℒ(0, 0)

d𝑡
⟩

(A.21)

Σ𝑦 =
ℐ (

√
2𝛽∗/Σ𝑧)

ℱ (
√

2𝛽∗/Σ𝑧)
×

∫ ⟨dℒ(0, Δ𝑦)
d𝑡

⟩ d(Δ𝑦)

√
2𝜋 ⟨dℒ(0, 0)

d𝑡
⟩

(A.22)

If one instead uses Eqs. (A.13) and (A.14) as the definitions for Σ𝑥 and Σ𝑦, then to
calculate the luminosity one would have to multiply the RHS of Eqs. (A.11) and (A.12)
by [ℱ2 (

√
2𝛽∗/Σ𝑧) / ℐ (

√
2𝛽∗/Σ𝑧)], which is a correction to the Vernier scan luminosity

measurement for the hourglass effect. The dependency of the different form factors introduced
here on the ratio of 𝛽∗ and Σ𝑧 are presented in Fig. A.1. The hourglass effect shows up most
strongly when 𝛽∗ is less than Σ𝑧.

A.2 Luminosity in Run 12 at
√

𝑠 = 200 GeV

A.2.1 Vernier scans
During year 2012 there were three Vernier scans performed for proton-proton collisions
at

√
𝑠 = 200 GeV at the STAR IP. They were performed near the end of RHIC fills 16444,

16470 and 16514. The combined transverse beam widths that were extracted in [79] from the
Vernier scans are given in Table A.1.
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RHIC Fill Σ𝑥, 𝜇m Σ𝑦, 𝜇m

16444 282 ± 9 277 ± 9
16470 310 ± 16 300 ± 12
16514 321 ± 25 312 ± 4

Table A.1: Values of combined widths of the beams measured along the 𝑥 and 𝑦 axes measured
in Vernier scans. These values are read from plots in [79].

0 20 40 60 80 100
𝑡, ns

0.0

0.5

1.0

1.5

2.0

W
C

M
am

pl
it

ud
e

(a) Blue

0 20 40 60 80 100
𝑡, ns

0.0

0.5

1.0

1.5

2.0

W
C

M
am

pl
it

ud
e

(b) Yellow

Figure A.2: Raw WCM waveforms corresponding to longitudinal bunch profiles for each of
the 120 bunches measured during the Vernier scan at the end of fill 16444. The multiple
peak structures is typically characteristic of the beam shape before the RF rebucketing is
performed in the beginning of a run, yet, for some reason, they are still seen here.

RHIC Fill 𝜎𝑧;blue, m 𝜎𝑧;yellow, m Σ𝑧/
√

2, m

16444 1.30 1.13 1.22
16470 1.21 1.10 1.16
16514 0.99 0.71 0.86

Table A.2: Values of longitudinal widths of the beams measured using the WCM.
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Figure A.3: Convolutions of the raw WCM waveforms that were measured at end of fill 16444:
(a) assuming no hourglass effect, showing each bunch pair, and (b) corrected for the hourglass
effect, averaged over all bunch pairs (dashed curve shows a fit with a Gaussian curve). The
global horizontal offset may not represent the actual overlap phase at any particular IP.

Hourglass effect

The measurements using the RHIC Wall Current Monitors (WCM) [103, 108] give longitudinal
beam widths 𝜎𝑧;1,2 ≈ 1 m (see Table A.2 for exact numbers). The nominal value of 𝛽∗

at the STAR and PHENIX IPs was 0.85 m [109, 110]. The observed value of 𝛽∗ and
crossing angle Θ×-ing for the PHENIX IP was extracted from a Vernier scan performed at
the PHENIX IP in fill 16470, giving 𝛽∗ ≈ 80 cm, which roughly matches the nominal value,
and Θ×-ing ⪅ 1 mrad [111]. As seen in Fig. A.1, these numbers correspond to corrections to
the luminosity values measured in the three Vernier scans from −4% to −1%.

To illustrate how the hourglass effect shapes the interaction diamond at the RHIC IPs,
one can look at the raw waveform data from the WCMs (given in Fig. A.2). The intensity
measured by a WCM located at a fixed point 𝑠𝑖 along the beam trajectory is proportional to
the beam density:

𝐼WCM;𝑖(𝑡) ∼ ∫ 𝜌𝑖(𝑥, 𝑦, 𝑠𝑖, 𝑡) d𝑥 d𝑦 = d𝑁
d𝑧

∣
𝑠=𝑠0−𝑐𝑡

(A.23)

Similarly to the method in Eq. (A.18), one assumes the transverse density distribution in the
drift space:

𝜌𝑖(𝑥, 𝑦, 𝑧, 𝑡) = √
𝛽∗

𝑥𝛽∗
𝑦

𝛽𝑥(𝑧)𝛽𝑦(𝑧)
1

2𝜋𝜎𝑥;𝑖𝜎𝑦;𝑖
exp ( − Δ𝑥2𝛽∗

𝑥
2𝜎2

𝑥𝛽𝑥(𝑧)
−

Δ𝑦2𝛽∗
𝑦

2𝜎2
𝑦𝛽𝑦(𝑧)

) d𝑁
d𝑧

∣
𝑠=𝑧−𝑐𝑡

(A.24)

To get the vertex distribution one omits the integration along 𝑧 in Eq. (A.6) and substi-
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tutes Δ𝑥 = Δ𝑦 = 0 to get:

⟨dℒint.
d𝑧

(𝑧)⟩ = 2𝑐 ∫ 𝜌1(𝑥, 𝑦, 𝑧, 𝑡) 𝜌2(𝑥, 𝑦, 𝑧, −𝑡) d𝑥 d𝑦 d𝑡 (A.25)

Substituting Eqs. (A.23) and (A.24) into Eq. (A.25) one gets the following equation describing
the shape of the interaction vertex distribution:

⟨dℒint.
d𝑧

(𝑧)⟩ ∼
𝛽∗

𝑥𝛽∗
𝑦

𝛽𝑥(𝑧)𝛽𝑦(𝑧)
[∫ 𝐼WCM;1(𝑧 − 𝑐𝑡) 𝐼WCM;2(𝑧 + 𝑐𝑡) d𝑡] ×

. × [∫ exp ( − Δ𝑥2Σ2
𝑥𝛽∗

𝑥
2𝜎2

𝑥;1𝜎2
𝑥;2𝛽𝑥(𝑧)

−
Δ𝑦2Σ2

𝑦𝛽∗
𝑦

2𝜎2
𝑦;1𝜎2

𝑦;2𝛽𝑦(𝑧)
) d𝑥 d𝑦] ∼

∼ √
𝛽∗

𝑥𝛽∗
𝑦

𝛽𝑥(𝑧)𝛽𝑦(𝑧)
[∫ 𝐼WCM;1(𝑧 − 𝑐𝑡) 𝐼WCM;2(𝑧 + 𝑐𝑡) d𝑡]

(A.26)

For the case 𝛽∗
𝑦 = 𝛽∗

𝑥 = 𝛽, and remembering Eq. (A.16) for 𝛽(𝑥) in the drift space, one gets:

⟨dℒint.
d𝑧

(𝑧)⟩ ∼ 1

1 + 𝑧2

(𝛽∗)2

[∫ 𝐼WCM;1(𝑧 − 𝑐𝑡) 𝐼WCM;2(𝑧 + 𝑐𝑡) d𝑡] (A.27)

The first multiplier is the hourglass correction to the vertex distribution and was previously
seen in Eq. (A.19). The beam intensity convolution in the second multiplier can be calculated
numerically from the measured longitudinal distributions. The resulting convolutions are
presented in Fig. A.3a. The result averaged over all bunches and corrected using the nominal
value of 𝛽∗ is given in Fig. A.3b and is a bit wider than a usual vertex distribution seen at
STAR, which may suggest a smaller real value of 𝛽∗.

Bunch intensities

The use of Eq. (A.11) or Eq. (A.12) requires knowledge of the numbers of protons in bunches
that are needed to calculate the ∑𝑖 𝑁1;𝑖𝑁2;𝑖. While the relative intensities of individual
bunches can be readily measured by the WCMs, the absolute intensity normalization has to
be calibrated [112] to the total beam current measured by the RHIC DC Current Transducer
(DCCT) [103].

The convention is to enumerate bunches in the blue and yellow beams starting from the
leading bunch with index 0 up to bunch 119. The bunches from 111 to 119 constitute the
“abort gap” – they remain unfilled to facilitate a controlled beam dump. Each bunch of one
beam always collides with a specific bunch of the other beam, however the pairing differs
at the different IPs. At the PHENIX IP, which is at 8 o’clock, the bunches with equal IDs
collide and the abort gaps align, but at the STAR IP, which is at 6 o’clock, the blue and
yellow bunch IDs are shifted. The yellow beam rotating counterclockwise is thus 40 bunches
late or 80 bunches ahead of the blue beam. Bunches 38 and 39 of the blue beam and bunches
78 and 79 of the yellow beam also remain unfilled; at the STAR IP, they align with the end
of other beam’s abort gaps.
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Figure A.4: Individual bunch intensities as measured by the WCM at the end of fill 16444.
The blue bunches are enumerated according to the convention. The yellow bunches are
aligned with the blue bunches that they collide with at the STAR IP.

This results in the following relation:

∑
𝑖

𝑁1;𝑖𝑁2;𝑖 ≡
𝑁DCCT

blue 𝑁DCCT
yellow

(∑119
𝑖=0 𝑁WCM

blue;𝑖 ) (∑119
𝑖=0 𝑁WCM

yellow;𝑖)

119
∑
𝑖=0

𝑁WCM
blue;𝑖 𝑁WCM

yellow;(𝑖+80 mod 120) (A.28)

ZDC cross section

The ZDC coincidence cross section for Run 12 at
√

𝑠 = 200 GeV was determined from the
data from the three Vernier scans to be 𝜎ZDC = 0.27 mb [79].

A.2.2 Luminosity in the physics runs
The luminosity in a particular run is then given by:

ℒint. = 1
𝜎ZDC

∫ 𝑓ZDC d𝑡 (A.29)

The integrated luminosity corresponding to individual runs is shown in Fig. A.5. The total
integrated luminosity used in this analysis amounts to 17 pb−1.
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Figure A.5: Integrated luminosity for individual STAR runs.

121



Appendix B

Combining independent measurements

Suppose we have a set of measurements 𝑦𝑖 along with their uncertainties 𝛿{𝑦𝑖} that are
not correlated with each other. What is the best way to average them? We would like to
minimize the uncertainty 𝛿{𝑦} of the average 𝑦 ≡ ∑𝑖 𝜔𝑖𝑦𝑖. The question is then what set of
weights 𝜔𝑖 such that ∑𝑖 𝜔𝑖 = 1 provides the optimal averaging.

To answer this question, let’s follow the Lagrangian multipliers strategy. We start by
writing down the Lagrangian function

ℒ(𝜔𝑖, 𝜆) = 𝛿{∑
𝑖

𝜔𝑖𝑦𝑖} − 𝜆(∑
𝑖

𝜔𝑖 − 1) (B.1)

The constrained minimum will then be a stationary point of ℒ, which satisfies the following
system of equations

⎧{
⎨{⎩

𝜕ℒ
𝜕𝜔𝑗

= 0

𝜕ℒ
𝜕𝜆

= 0
(B.2)

Substituting the expressions for the derivatives we get

⎧{
⎨{⎩

𝜔𝑗(𝛿𝑦𝑗)2

𝛿{∑𝑖 𝜔𝑖𝑦𝑖}
− 𝜆 = 0

∑𝑖 𝜔𝑖 − 1 = 0
(B.3)

Expressing 𝜔𝑗 from the first equation in the system

𝜔𝑗 = 𝜆 𝛿{∑
𝑖

𝜔𝑖𝑦𝑖} (𝛿𝑦𝑗)−2 (B.4)

And substituting into the second equation

𝜆 𝛿{∑
𝑖

𝜔𝑖𝑦𝑖} ∑
𝑘

(𝛿𝑦𝑘)−2 = 1 (B.5)

We arrive at the solution
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⎧{{
⎨{{⎩

𝜆 = 1
𝛿{∑𝑖 𝜔𝑖𝑦𝑖} (∑𝑘(𝛿𝑦𝑘)−2)

𝜔𝑗 =
(𝛿𝑦𝑗)−2

∑𝑖(𝛿𝑦𝑖)−2

(B.6)
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Appendix C

Trigger promotion and demotion

In the formalism we will be using the following notation: For a predicate 𝒫 over jets at the
detector level, Θ(𝒫) = 1 if 𝒫 is true, and Θ(𝒫) = 0 if 𝒫 is false. Then the number of jets
(e.g. in a given detector jet 𝑝𝑇 bin) satisfying the condition 𝒫 will be 𝑁(𝒫) = ∑jets Θ(𝒫).
The “jets” subscript will be omitted. The logical conjunction “∧” (the “and” operator) is
expressed as Θ(𝒫 ∧ 𝐶) = Θ(𝒫) Θ(𝐶). The logical negation “ ” (the “not” operator) is
expressed as Θ(𝒫) = 1 − Θ(𝒫).

We will assume that for each jet, the following relationships are true:

1. JP1 should fire ⇒ JP0 should fire
Θ(JP0 should fire) Θ(JP1 should fire) = Θ(JP1 should fire)

2. JP2 should fire ⇒ JP1 should fire
Θ(JP1 should fire) Θ(JP2 should fire) = Θ(JP2 should fire)

3. JP2 fired ⇔ JP2 should fire
Θ(JP2 fired) = Θ(JP2 fired) Θ(JP2 should fire) = Θ(JP2 should fire)

4. ∀𝑥 ∈ {0, 1, 2} ∶
∑ Θ(JPx fired) Θ(JPx should fire) = 1

PS(JPx)
∑ Θ(JPx should fire)

The last two assumptions in this list are not true for every jet, but we will for now neglect
those jets that don’t obey those rules. In the end, a consistency check will be done to ensure
that the effect of those is small.

C.1 Trigger promotion
We will select the following three disjoint subsets of our real data:

• JP0 fired ∧ JP1 should fire ∧ JP0 should fire ∧ other cuts

• (JP0 fired ∨ JP1 fired) ∧ JP2 should fire ∧ JP1 should fire ∧ other cuts

• (JP0 fired ∨ JP1 fired ∨ JP2 fired) ∧ JP2 should fire ∧ other cuts
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We will also consider three disjoint subsets of our embedding:

• JP1 should fire ∧ JP0 should fire ∧ other cuts

• JP2 should fire ∧ JP1 should fire ∧ other cuts

• JP2 should fire ∧ other cuts

𝑁(JP0 fired ∧ JP1 should fire ∧ JP0 should fire ∧ other cuts) =
= ∑ Θ(JP0 fired) Θ(JP1 should fire) Θ(JP0 should fire) Θ(other cuts) =

= 1
PS(JP0)

∑ Θ(JP1 should fire) Θ(JP0 should fire) Θ(other cuts) =

= 1
PS(JP0)

𝑁(JP1 should fire ∧ JP0 should fire ∧ other cuts)

(C.1)

𝑁((JP0 fired ∨ JP1 fired) ∧ JP1 should fire ∧ JP2 should fire ∧ other cuts) =
= ∑ Θ(JP0 fired ∨ JP1 fired) Θ(JP2 should fire) Θ(JP1 should fire) Θ(other cuts) =

= ∑ [Θ(JP0 fired) + Θ(JP1 fired) − Θ(JP0 fired) Θ(JP1 fired)]
Θ(JP2 should fire) Θ(JP1 should fire) Θ(other cuts) =

= ( 1
PS(JP0)

+ 1
PS(JP1)

− 1
PS(JP0)PS(JP1)

)

∑ Θ(JP2 should fire) Θ(JP1 should fire) Θ(other cuts) =

= ( 1
PS(JP0)

+ 1
PS(JP1)

− 1
PS(JP0)PS(JP1)

)

𝑁(JP2 should fire ∧ JP1 should fire ∧ other cuts)
(C.2)
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𝑁((JP0 fired ∨ JP1 fired ∨ JP2 fired) ∧ JP2 should fire ∧ other cuts) =
= ∑ Θ(JP0 fired ∨ JP1 fired ∨ JP2 fired) Θ(JP2 should fire) Θ(other cuts) =

= ∑ [Θ(JP0 fired) + Θ(JP1 fired) + Θ(JP2 fired)
− Θ(JP0 fired)Θ(JP1 fired) − Θ(JP1 fired)Θ(JP2 fired) − Θ(JP2 fired)Θ(JP0 fired)
+ Θ(JP0 fired)Θ(JP1 fired)Θ(JP2 fired)] Θ(JP2 should fire) Θ(other cuts) =

= ∑ [ 1
PS(JP0)

+ 1
PS(JP1)

+ 1

− 1
PS(JP0)

1
PS(JP1)

− 1
PS(JP1)

− 1
PS(JP0)

+ 1
PS(JP0)

1
PS(JP1)

] Θ(JP2 should fire) Θ(other cuts) =

= ∑ Θ(JP2 should fire) Θ(other cuts) =
= 𝑁(JP2 should fire ∧ other cuts)

(C.3)

C.2 Trigger demotion
Data categories:

• JP0 fired ∧ JP0 should fire ∧ other cuts

• JP0 fired ∧ JP1 fired ∧ JP1 should fire ∧ other cuts

• JP0 fired ∧ JP1 fired ∧ JP2 fired ∧ JP2 should fire ∧ other cuts

Embedding categories:

• JP0 should fire ∧ other cuts

• JP1 should fire ∧ other cuts

• JP2 should fire ∧ other cuts

Notice how in this case the embedding categories are overlapping, which uses the simulated
sample statistics more effectively.

𝑁(JP0 fired ∧ JP0 should fire ∧ other cuts) =
= ∑ Θ(JP0 fired) Θ(JP0 should fire) Θ(other cuts) =

= 1
PS(JP0)

∑ Θ(JP0 should fire) Θ(other cuts) =

= 1
PS(JP0)

𝑁(JP0 should fire ∧ other cuts)

(C.4)
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𝑁(JP0 fired ∧ JP1 fired ∧ JP1 should fire ∧ other cuts) =
= ∑ [1 − Θ(JP0 fired)Θ(JP0 should fire)]

Θ(JP1 fired) Θ(JP1 should fire) Θ(other cuts) =

= 1
PS(JP1)

∑ (1 − Θ(JP0 should fire)
PS(JP0)

) Θ(JP1 should fire) Θ(other cuts) =

= 1
PS(JP1)

(1 − 1
PS(JP0)

) ∑ Θ(JP1 should fire) Θ(other cuts) =

= 1
PS(JP1)

(1 − 1
PS(JP0)

) 𝑁(JP1 should fire ∧ other cuts)

(C.5)

𝑁(JP0 fired ∧ JP1 fired ∧ JP2 fired ∧ JP2 should fire ∧ other cuts) =
= ∑ [1 − Θ(JP0 fired)][1 − Θ(JP1 fired)]

Θ(JP2 fired) Θ(JP2 should fire) Θ(other cuts) =

= ∑ (1 − 1
PS(JP0)

) (1 − 1
PS(JP1)

) Θ(JP2 should fire) Θ(other cuts) =

= (1 − 1
PS(JP0)

) (1 − 1
PS(JP1)

) ∑ Θ(JP2 should fire) Θ(other cuts) =

= (1 − 1
PS(JP0)

) (1 − 1
PS(JP1)

) 𝑁(JP2 should fire ∧ other cuts)

(C.6)

C.3 Consistency check
It was mentioned before that the assumptions used in the derivation are not exact facts.
However, the nice thing about the relationships Eqs. (C.1) to (C.3) and Eqs. (C.4) to (C.6)
is that they are valid not only for comparison between the data and embedding, but also for
any sufficiently unbiased sample. For example, the VPDMB data sample can be evaluated
using both the LHS and RHS of the both relationships. The comparison shown in Fig. C.1
and Fig. C.2 demonstrates a decent agreement.
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Figure C.1: The jet yields for events from the data and embedding trigger promotion categories
selected from the VPDMB data. The red line corresponds to the LHS of the Eqs. (C.1)
to (C.3) and the blue line corresponds to the RHS.
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Figure C.2: The jet yields for events from the data and embedding trigger demotion categories
selected from the VPDMB data. The red line corresponds to the LHS of the Eqs. (C.1)
to (C.3) and the blue line corresponds to the RHS.
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Appendix E

EMC systematic uncertainty formula

A standard formula for evaluating the BEMC uncertainty on the measured jet 𝑝T that was
used for previous jet spin asymmetry analyses in STAR looks like [113, 114]:

𝛿{𝑝jet
T }

𝑝jet
T

= √𝑅2
T (𝛿{𝐸tower

T }
𝐸tower

T
)

2

+ (1 − 𝑅T)2 (𝛿{𝐸had.
T }

𝐸had.
T

)
2

(6.20 revisited)

where
𝛿{𝐸tower

T }
𝐸tower

T
≡ √(𝛿{gain}

gain
)

2

+ (𝛿{tower eff.}
tower eff.

)
2

(6.21 revisited)

and
𝛿{𝐸had.

T }
𝐸had.

T
≡ ( 1

𝜖trk
𝑆hadron − 𝑝proj) × 𝑓had. resp. ×

𝛿{𝑓had. resp.}
𝑓had. resp.

(6.22 revisited)

Equation (6.20) is not an entirely obvious one, especially the term defined in Eq. (6.22).
A good way to get an understanding for it is to try to derive it.

E.1 Proof
We start with a definition of measured 𝑝jet

T as a sum over its constituents:

𝑝jet
T = ∑

all
𝑝track

T + 𝐸tower
T − Δ𝐸sub.

T (E.4)

where the contribution of hadrons is given by the energy deposition of photons coming from
hadron decay and deposition from long lived neutral and charged hadrons:

𝐸tower
T = (∑

𝛾
+ ∑

neut. had.
+ ∑

chg. had.
) 𝐸tower

T (E.5)

The other term, Δ𝐸sub.
T , represents the effect of the hadronic subtraction: towers that have

tracks pointing to them have their energy reduced by the momentum of that track1, and
1This method does not take into account the situation when the deposited energy gets split between

several towers.
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if the resulting tower energy is negative the tower is discarded. In practice, the charged
hadrons will often deposit only a fraction of their energy in the calorimeter. We also neglect
the contributions from electrons (that leave tracks and deposit most of their energy in the
calorimeter via an electromagnetic shower), because those are relatively rare to come by in
our events. We also ignore contributions from photons that accidentally hit the same tower
as a track. So for the purposes of this derivation we just assume that if a tower has a track
pointing to it, that tower will be fully subtracted:

Δ𝐸sub.
T = ∑

proj. tower
𝐸tower

T (E.6)

The variables in Eq. (6.22) would need to be evaluated using the following definitions:

𝑓had. resp. ≡
⟨∑proj. tower 𝐸tower

T ⟩

⟨∑proj. tower 𝑝track
T ⟩

(E.7)

to represent the fraction of energy that a charged hadron deposits in a calorimeter tower that
its track projects to,

𝑝proj ≡
⟨∑proj. towers 𝑝track

T ⟩

⟨∑all 𝑝track
T ⟩

(E.8)

to represent the fraction of tracks that point to at least one EMC tower,

𝑆hadron ≡
⟨(∑neut. had. + ∑chg. had.) 𝐸tower

T ⟩

⟨∑chg. had. 𝐸tower
T ⟩

(E.9)

to parameterize an assumed scaling of neutral hadron energy with the charged hadron energy,
and, finally,

𝜖trk ≡
⟨∑all 𝑝track

T ⟩

⟨∑chg. had. 𝑝track
T ⟩

(E.10)

to represent the tracking efficiency. In these four definitions, the ⟨…⟩ denotes average of 𝑥 in
the events. One can notice that the definitions of the form

⟨∑𝑖 𝑥⟩
events

⟨∑𝑗 𝑦⟩
events

≡
∑events ∑𝑖 𝑥
∑events ∑𝑗 𝑦

=
⟨𝑥⟩events,𝑖

⟨𝑦⟩events,𝑗
(E.11)

that were used in Eqs. (E.7) to (E.10) deviate from a more common form

⟨𝑥
𝑦

⟩
events

≡ 1
𝑁events

∑
events

𝑥
𝑦

. (E.12)

The definitions provided here allow to reduce the number of approximations that are needed
for this proof. They are also similar to the ones that were used to determine the actual
parameter values in [68].
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Substituting Eqs. (E.5) and (E.6) into Eq. (E.4) one gets:

𝑝jet
T = ∑

all
𝑝track

T + (∑
𝛾

+ ∑
neut. had.

+ ∑
chg. had.

− ∑
proj. tower

) 𝐸tower
T (E.13)

First, looking closer at the last term in the brackets

∑
proj. tower

𝐸tower
T ≈

⟨∑proj. towers 𝐸tower
T ⟩ ⟨∑proj. towers 𝑝track

T ⟩

⟨∑proj. towers 𝑝track
T ⟩ ⟨∑all 𝑝track

T ⟩
∑
all

𝑝track
T =

= 𝑓had. resp. 𝑝proj ∑
all

𝑝track
T

(E.14)

for which the following assumption had to be made:

∑
proj. tower

𝐸tower
T ≈

⟨∑proj. tower 𝐸tower
T ⟩

⟨∑all 𝑝track
T ⟩

∑
all

𝑝track
T . (E.15)

Second, looking at two other terms:

( ∑
neut. had.

+ ∑
chg. had.

) 𝐸tower
T ≈

≈

⟨(∑neut. had. + ∑chg. had.) 𝐸tower
T ⟩

⟨∑proj. towers 𝐸tower
T ⟩

⟨∑proj. towers 𝑝track
T ⟩

⟨∑chg. had. 𝐸tower
T ⟩

⟨∑all 𝑝track
T ⟩

⟨∑chg. had. 𝑝track
T ⟩

∑
all

𝑝track
T =

= 𝑆hadron
𝑓had. resp.

𝜖trk
∑
all

𝑝track
T

(E.16)

for which three assumptions were used:

∑
chg. had.

𝐸tower
T ≈

⟨∑chg. had. 𝐸tower
T ⟩

⟨∑all 𝑝track
T ⟩

∑
all

𝑝track
T , (E.17)

∑
neut. had.

𝐸tower
T ≈ (𝑆hadron − 1) ∑

chg. had.
𝐸tower

T (E.18)

and
⟨∑proj. towers 𝐸tower

T ⟩

⟨∑proj. towers 𝑝track
T ⟩

≈
⟨∑chg. had. 𝐸tower

T ⟩

⟨∑chg. had. 𝑝track
T ⟩

. (E.19)
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Substituting Eqs. (E.14) and (E.16) into Eq. (E.13) one arrives at an expression

𝑝jet
T ≈ ∑

all
𝑝track

T + ∑
𝛾

𝐸tower
T + (𝑆hadron

𝜖trk
− 𝑝proj) 𝑓had. resp. ∑

all
𝑝track

T . (E.20)

Finally, differentiating 𝑝jet
T by 𝑓had. resp. one sees the expression for the second term under

the square root in Eq. (6.20):

𝜕𝑝jet
T

𝜕𝑓had. resp.
𝛿{𝑓had. resp.} = (𝑆hadron

𝜖trk
− 𝑝proj) 𝑓had. resp.

𝛿{𝑓had. resp.}
𝑓had. resp.

(1 − 𝑅T) 𝑝jet
T (E.21)

E.2 Discussion
Discrepancy in values of 𝑓had. resp. estimated from data and embedding need not necessarily
result in uncertainty. One could imagine that it could be rectified by tuning parameters of
the detector simulation responsible for the response to hadrons (e.g., lowering the hadronic
transport cut [115] or switching from GCALOR to GHEISHA [116]). Another possibility
is that it could be implemented as a correction to be applied to the simulation, although that
may require to have information about particle-tower association that is not easily available
in our current software framework.
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